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RESEARCH ARTICLE

We Think There’s Been a Glitch: Artificial Intelligence
and Machine Learning in Forensic Anthropology

Micayla C. Spiros®* + Sherry Nakhaeizadeh®*

ABSTRACT: Forensic anthropology plays a pivotal role in the medicolegal system analyzing skeletal remains in forensic casework.
With the increased incorporation of artificial intelligence (AI) and machine learning (ML), their continued application in the field prom-
ises enhanced efficiency and accuracy in identification processes, trauma analyses, and decision-making. However, the integration of Al/
ML also raises critical ethical concerns. The use of any technology involving human skeletal remains poses challenges related to privacy,
consent, and the potential for dehumanization. Furthermore, the risk of bias within algorithms cannot be ignored—specifically, the inad-
vertent perpetuation of existing biases in training data, which can lead to incorrect identifications or skewed results. Addressing these
concerns requires a balanced approach. Transparency in AI/ML design, clear guidelines for data collection and integration, and ongoing
evaluation of algorithmic performance are essential. Additionally, interdisciplinary collaboration between anthropologists, ethicists, com-
puter scientists, and legal experts would be a crucial step forward to ensure that the benefits of AI/ML are maximized while capturing the
accountability and responsibilities within a legal and ethical context. Only through such an integrated approach can the potential of Al/
ML in forensic anthropology be utilized as a tool responsibly, preserving the dignity of the deceased.
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Introduction

Technological developments have significantly advanced
with substantial improvement in the way people perform
different tasks (Frey & Osborne 2017). Machine learning
(ML) and artificial intelligence (AI) in today’s world are
progressing rapidly with new advanced innovation impact-
ing our everyday decisions—text prediction (Devlin et al.
2018), social media algorithms (Medvedev 2019), recom-
mendations from Netflix (Lamkhede & Kofler 2021), per-
sonalized music playlists on Spotify (Jebara 2019), or even
our e-mail’s spam folder (Aski & Sourati 2016). It is evident
that ML and Al are predicted to grow pervasively with tech-
nological advancements. Therefore, it is imperative to dis-
cuss the ramifications of how we build and interact with
these technologies that will be the next step forward.
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Within the criminal justice system, the use of ML and
Al in assessment, detection, and prevention of crime is
becoming increasingly technologically sophisticated
(Galante et al. 2023; Zavrsnik 2020). In forensic science,
research has shown how ML, particularly Al and deep
learning (DL), could assist with classifying bloodstain spat-
ter (Liu et al. 2020), footwear impressions (Budka et al.
2021), maximizing accuracy in digital forensics (Jarrett &
Choo 2021), predicting precision in forensic odontology
(Khanagar et al. 2021), aiding in age estimation in forensic
radiology (Li et al. 2019), and assisting with identification in
the biometric fields (Kaur et al. 2020). While current litera-
ture has shown that it is possible to utilize the approaches,
there is also a notion that the accuracy and performance of
the algorithms currently used are relatively complex with
varying degrees of explanation accuracy (Lo et al. 2023;
Rudin 2019). The need for transparent and explainable mod-
els is akin to the call for transparency in forensic science in
terms of understanding the role of the expert and their
decision-making and the inferences and conclusions drawn
from the evidence (Earwaker et al. 2020; Smit et al. 2016).
Even though we have seen the positive attributes of ML and
Al across various disciplines, universally we need to con-
stantly proceed with calculated caution when building and
applying these systems within a forensic context.

In forensic anthropology, the utilization of ML algo-
rithms has been applied across biological profile analyses
(Bertsatos et al. 2020; Darmawan et al. 2015; Hefner &


mailto:spirosmi@msu.edu

Spiros and Nakhaeizadeh

165

Ousley 2014; Langley et al. 2018; Nikita & Nikitas 2020;
Spiros & Hefner 2020; Toneva et al. 2021). More recently,
studies have begun to focus on the application of Al and
DL in classification decisions through imaging (Bewes
et al. 2019; Cao et al. 2022; Ortega et al. 2021), although
the exploration of ML and AI began over 20 years ago in
forensic anthropology. In 2001, McBride and colleagues
used a decision tree algorithm to estimate sex of an indi-
vidual from the os coxae. Konigsberg and colleagues
(2002) responded with commentary on the importance of
the expert and the need for probabilistic algorithms rather
than deterministic methods. They argue that the methods
used in the original article did not exceed the experts, but
they did take into consideration that humans lack the com-
putational power of processing the often massive amounts
of data needed. As such, they acknowledged that comput-
ers can be programmed quite effectively in probabilistic
statements and even highlighted the possible future of
computing and ML in forensic anthropology (Konigsberg
et al. 2002). These papers arguably set the stage for a criti-
cal examination of the role of experts and ML in forensic
anthropology. However, despite the massive developments
of the application of ML and AI models/algorithms in the
field and society at large, a significant glitch in the percep-
tion of Al and ML has persisted.

We propose that the glitch is intimately tied to the state
of education (or lack thereof) on the subject and lies at the
root of many challenges we face in this field. We are not
proposing to test if computers can be indistinguishable from
humans in the field of forensic anthropology, as is the aim of
the Turing (Keskinbora 2019) and Lovelace tests (Kalpok-
iene & Kalpokas 2023). Instead, we believe that machines,
by means of Al and ML, can and should be used in tandem
with experts in forensic investigations but only when ethi-
cally modeled, transparent in the build, and consistently
tested for biases. In this article, we therefore aim to give a
brief overview of ML and Al, their potentials within a
forensic investigation and forensic anthropology specifi-
cally as well as their current biases and pitfalls, how they
can play a role in decision-making processes, and a path for-
ward for ethical utility in forensic anthropology.

Artificial Intelligence and Machine Learning

Turing (1950) laid the foundation for Al by positing the ques-
tion, “Can machines think?”” His theories led to what we rec-
ognize today as Al, even recognizing potential creator biases.
He stated that if these “thinking machines” he was proposing
were created by just one sex, they “would not really be satis-
factory” (Turing 1950:435—-436) due to human biases, biases
that have been acknowledged and deemed a priority today. To
diminish these issues that Turing predicted, invoking diverse

teams to build, train, and deploy AI/ML models from the
start begins to consider the societal risks and systemic biases
(Schwartz et al. 2022). As Buolamwini (2023:54) states,
“Neural does not equate to neutral.”

In 1956, John McCarthy coined the term “artificial
intelligence,” and four years later, Arthur Samuel defined
the term “machine learning” (Joshi 2020). Whereas Al is
the field of computer science that explores the ability for
machines to exhibit behavior resembling human intelli-
gence, ML focuses on the development of the algorithms
and statistical models that allow computers to learn through
training and decision-making, which can then be used by Al
(Joshi 2020).

ML can broadly be divided into supervised and unsu-
pervised learning (Alloghani et al. 2020; Berry et al. 2019;
Hastie et al. 2009). “Supervised learning” depends on
labeled input data (independent variables), creating an algo-
rithm that learns to make predictions or classifications based
on the inputted features and known outputs (dependent vari-
ables) (Alloghani et al. 2020; Berry et al. 2019; Hastie et al.
2009). It trains by visualizing the relationship between the
given input and output data (training set), allowing the
model to classify new data into one of the known outputs
(Alloghani et al. 2020; Berry et al. 2019; Hastie et al. 2009).
“Unsupervised learning” excludes preconceived labels,
allowing the model to visualize the input data and cluster
the data based on patterns or relationships it discovers,
without a specific given output or classification (Alloghani
et al. 2020; Berry et al. 2019; Hastie et al. 2009). Although
there are pros and cons with both approaches, the learning
algorithms in both supervised and unsupervised models
benefit from high quantity of data to avoid underfitting and
overfitting problems (Lever et al. 2016). Underfitting results
from the learning algorithm being unable to capture the
variability of the data, causing reduced predictive perfor-
mances across training, testing, and new data sets (Jabbar &
Khan 2015). Overfitting occurs when the model learns and
includes the details and noise of irrelevant components to
the extent that it negatively impacts the performance of the
model on new data and thereby impacts the model’s ability
to generalize (Ying 2019).

Black box algorithms are types of ML models where the
decision-making processes and specific calculations are hid-
den from the user such that the inputs and outputs are clear but
details of how the machine got to that answer are obscured.
Black box algorithms include random forest models, artificial
neural networks, support vector machines, and clustering
algorithms (Hastie et al. 2009). DL is a subset of ML that uses
neural networks with multiple hidden layers to learn how the
test data are represented through features and patterns, such
as image or voice recognition processes (Deng 2016).

Turing (1950) proposed that there are three factors that
are needed to imitate an adult human mind: (a) the “blank”
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slate of the mind at birth, (b) the education of the individ-
ual, and (c) the experiences of the individual. Education
(training) and experience (iterative processing and testing)
are the key features of ML, but both are also a consistent
discussion for when it comes to experts and expertise in
forensic anthropology (Bartelink et al. 2020; Boyd et al.
2020; Kranioti & Paine 2011; Passalacqua & Pilloud 2020,
2021; Spiros et al. 2023). Visual approaches in forensic
anthropology (e.g., trauma analysis and morphological
sex/age/population affinity techniques) are arguably inher-
ently subjective (Lesciotto 2023). In the past, methods
have been said to be seen as being just as much an art as a
science (Hefner 2009; Maples 1989; Rhine 1990), relating
to subjective, qualitative analyses such as trait list
approaches. The field has progressed to adding the addi-
tional level of qualitative analyses to the subjective meth-
ods, but they still rely on the experience of the observer to
accurately score various features of the skeleton (Kam-
nikar et al. 2018; Klales & Kenyhercz 2015; Nakhaeizadeh
et al. 2020). Subjective classifications, such as any non-
metric approach to sex, age, population affinity, taphon-
omy, or trauma analysis, rely on observation rather than
more objective measurements, highlighting the impor-
tance of experience, education, and interobserver and
intraobserver error testing. To enhance the transparency
within the current methods and minimize the subjective
elements involved, machines should complement and
enhance human capabilities as a tool, rather than replacing
humans, as has been positively explored in forensic sci-
ence at large.

Forensic Sciences

Within recent years, new innovative approaches to Al have
been proposed across forensic science (Galante et al. 2023).
The research conducted to date has given insight into tack-
ling some of the challenges forensic science has faced, with
the application of Al showing the potential of, for example,
training and enhancing decision outcomes (Khanagar et al.
2021), automating manually consuming tasks (Trigueros
et al. 2021), increasing efficiency in decision-making
(Mesejo et al. 2020), and overcoming subjective limitations
in methodology (Bewes et al. 2019). Arguably, the principle
aims of integrating Al and automation in forensic investiga-
tions includes (but is not limited to) accuracy, efficiency,
and cost reduction (Jarrett & Choo 2021). This has been
prominent in digital forensics specifically, where the utiliza-
tion of Al-powered technology has shown efficiency in
powering through massive amounts of data in a short
amount of time, enabling more accurate and impactful digi-
tal investigations (Hall et al. 2022; Jarrett & Choo 2021).
With electronic evidence and digital data being a vital part

of almost all criminal activities, digital forensics is a branch
of forensic science that focuses on uncovering and interpret-
ing electronic data and digital evidence (Interpol 2023). The
definition of digital forensics has expanded from computer
forensics to include the forensics of all digital technology
(e.g., smartphones, remote storage) (Carew et al. 2021; Kohn
et al. 2013).

Time-consuming tasks conducted in forensic laborato-
ries have also benefited from AI approaches, such as auto-
mated DNA extractions and purifications (Silva 2003).
Similar observations have been made within the field of
forensic genetics, where probabilistic genotyping software
programs are being used as a tool to assist the forensic
geneticist (Coble & Bright 2019). In the field of biometrics,
artificial neural networks, specifically deep neural net-
works, have shown superiority over traditional systems in
their ability to, for example, match facial images taken from
multiple angles (Berghoff et al. 2021). Furthermore, DL
methods have been applied to more complex and inconsis-
tent patterns such as shoeprints, which have aided in
enhancing the retrieval of shoeprints at crime scenes (Cui
et al. 2019), as well as age prediction and gait analysis (Has-
san et al. 2021). Even within the more traditional fields
applying automatic identification systems (such as finger-
print identification), the function of image technology based
on DL has opened new methodologies of identification algo-
rithms (Deshpande et al. 2020). For many of the classifica-
tion decisions used in forensic science, ML and DL have
been proposed to tackle some of the challenges regarding
subjectivity, misclassification, and human interpretations
(Acampora et al. 2014). For example, studies on the classifi-
cation of blood stain patterns have shown potential to fur-
ther develop new automated methods with increased
accuracy for bloodstains produced by different forces, as
well as being able to study the difference in the accuracy of
bloodstain patterns depending on distance and the type of
target surface (Liu et al. 2020).

The emerging application of Al across a variety of
human identification fields has also been emphasized, with
a growing interdisciplinary approach to methods used
within the biological profile (Galante et al. 2023; Hassan
et al. 2021). In a recent systematic review by Galante et al.
(2023), the authors highlighted research utilizing Al in age,
sex, population affinity, and postmortem identifications
across fields such as forensic odontology (De Tobel et al.
2017; Patil et al. 2020; Vila-Blanco et al. 2020), forensic
pathology (Garland et al. 2021; Yilmaz et al. 2017; Zhou
et al. 2019), forensic genetics (Vidaki et al. 2017), and foren-
sic anthropology (Bewes et al. 2019). Many of the methods
used across these fields share commonalities such as meth-
ods being founded on visual observations and classifying
decision outcomes, which therefore may benefit from an
automated approach.
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Forensic Anthropology

As previously stated, the conversation surrounding ML/AI
in forensic anthropology began in the early 2000s with a
discussion on the application of decision trees (Konigsberg
et al. 2002; McBride et al. 2001), but it was not until 2009
when researchers first incorporated and mentioned the util-
ity of statistical decision analyses into forensic anthropol-
ogy research (Hefner 2009; Stevenson et al. 2009), and
within a couple of years, there was an increase in the use of
decision trees (Fun et al. 2011; Love et al. 2012; Moore &
Schaefer 2011). This was arguably the first step into more
consistently using ML in the field.

In 2014, forensic anthropology started exploring more
rigorous ML methods (Hefner & Ousley 2014). The first
big push that was seen to minimize the subjectivity of the
expert by utilizing ML in forensic anthropology was for
(macro)morphoscopic traits of the cranium (Hefner &
Ousley 2014). Hefner and Ousley (2014) exemplified this
by testing multiple types of ML models on the same data
set. They applied artificial neural networks, random forest
models, and support vector machines to cranial macro-
morphoscopic traits to assess classification rigor and feasi-
bility of cranial variations in population affinity estimation.
To move beyond the antiquated typological ideology that a
practitioner could estimate a person’s population affinity
based on a trait list approach alone, Hefner (2009) stan-
dardized the scoring technique of cranial morphological
variations. Using these traits, in tandem with ML algo-
rithms, Hefner and Ousley (2014) were able to establish a
way to adhere to the standards of empirical testing, peer
review, validation, and error rates (Christensen & Crowder
2009; Daubert v. Merrell Dow Pharmaceuticals 1993; Ous-
ley & Hollinger 2012). Applying ML methods increased
the accuracy of the previously subjective trait list approach
by allowing the decision-making to be transparent and
increase the objectivity of the process.

More recently, we have seen a variety of ML algorithms
being applied throughout the skeleton and employed across
the field within trauma analysis (Kyllonen et al. 2022),
radiographic analysis (Lo et al. 2023; Ortiz et al. 2020), age
(Gamez-Granados et al. 2022; Joshi & Tallman 2023;
Navega & Cunha 2020; Shan et al. 2022), sex (Bidmos et al.
2023; Coelho & Curate 2019; Curate et al. 2017; Imaizumi
et al. 2020; Navega et al. 2015; Ortega et al. 2021; Ortiz et al.
2020; Toy et al. 2022), and population affinity (Algee-Hewitt
etal. 2020; Hefner & Ousley 2014; Hefner et al. 2014; Hefner
et al. 2015; Navega et al. 2015; Spiros & Hefner 2020)
estimations.

Beyond the use of ML to help decrease the subjectivity
of visual techniques and increase the accuracy of the cur-
rent methods used in forensic anthropology, within recent
years, the application of DL has started to push the

techniques used even further by utilizing forensic imaging
(Bewes et al. 2019; Yang et al. 2020). Bewes et al. (2019)
utilized computed tomography (CT) scans of 900 skulls to
train a convolution neural network, a type of DL model, to
estimate sex of the individuals. Instead of applying the tra-
ditional traits analysis used in forensic anthropology, the
neural network did not rely on the preconceived sex-related
traits. Instead, the decision-making process of the neural
network works to self-identify the regions of the skulls that
are most useful to classify the individuals into one of the
two groups explored in this study. Testing the model on 100
individuals, the algorithm had an overall correct classifica-
tion of 95%. Though the black box nature of this model does
not allow one to understand which features the algorithm is
relying on for this estimation, it does begin to explore how
we can utilize these processes to continue to push tech-
niques and methods forward.

The importance of the interaction between humans and
the algorithm has been highlighted across numerous fields
(Swofford & Champod 2021). Human experts are creative
and critical thinking beings who are able to draw inferences
that are context specific. Compared to a human expert, ML/
Al, to date, may not be able to capture all the minuities and
nuances of details included in the interpretation of skeletal
remains within the context of a case. As proposed in the
medical field, these systems should contribute to the
decision-making process but not overrule the expert’s judg-
ment (Morgan & Mates 2023). Moreover, ML systems need
to operate on vast databases for the machine to learn from
as they follow predefined algorithms. When such data are
lacking, the ML models are (compared to an expert) limited
in articulating why certain exclusions have been made
(Hefetz 2023).

Take Fordisc (Jantz & Ousley 2005) as an example. For-
disc is a software that uses statistical methods and data from
reference samples of known individuals to create discrimi-
nant functions that can help in making these estimations
based on the measurements and characteristics of skeletal
remains (Ousley & Jantz 2012). Although Fordisc does not
utilize ML, as with all technologies, this is an example of
how human interpretation should not be excluded. Within
the graphical user interface (GUI), users can simply enter
craniometrics into the program, press “Process,” and expect
aresult. This, however, is arguably not how one would prop-
erly use the program. There is an ethical responsibility to
learn how the program works and what its limitations are, to
understand the statistical processing, and then to interpret
and integrate the results within the context of the case,
rather than just accepting the group into which the individ-
ual is classified on the first run of the program. Human
involvement and oversight are therefore critical in terms of
understanding the limitations and risks of any ML model.
Despite implementing algorithms in forensic anthropology
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as a tool for interpretation, there is diversity in how often
and how willing practitioners are in applying these models
operationally as well as how applicable these models are
universally. For example, Fordisc is a system that is very
much used in forensic anthropology casework, but it is pri-
marily applicable within a US context. Furthermore, Swo-
fford and Champod (2021) emphasized in their article the
lack of implementations of ML and AI models in forensic
practical settings. Some of the arguments highlighted were
practitioners’ reservations and concerns as well as lack of
trust regarding its application in casework. This shows some
of the misconceptions that practitioners in forensic science
might have regarding AI/ML applications. We need to work
with the machines, not rely on them, to ensure accountabil-
ity, transparency, and liability. This is especially important
to tackle some of the ethical challenges and potential bias
that may be introduced at various levels of the analysis.

Al and ML Bias

Along with multiple advantages, Al systems and computa-
tional models also create new challenges. Research has
shown that there is, arguably, a level of subjectiveness natu-
rally inherent in methods used in science in general as dis-
cussed within the context of the myth of objectivity (Leavy
et al. 2020). Forensic anthropologists rely on human inter-
pretations and the experience of the observer for almost all
techniques in one way or another. Studies within cognitive
bias in forensic anthropology specifically (Hartley et al.
2022; Nakhaeizadeh et al. 2018) and the criminal justice
system broadly have repeatedly shown different extents to
which cognitive biases may influence the decision-making
process and the interpretations of evidence showing how
human decision-making can be shaped and impacted by
context, society, and other stimuli (Buolamwini 2023; Coo-
per & Meterko 2019). Since ML algorithms learn to consider
only the variables that improve their predictive accuracy, in
many cases, Al can therefore arguably reduce human sub-
jective interpretation of data (Buolamwini 2023; Hefetz
2023), but just as humans can be influenced by a variety of
biases (Cooper & Meterko 2019; Davidson et al. 2023;
Klales & Lesciotto 2016; Nakhaeizadeh & Morgan 2009;
Nakhaeizadeh et al. 2014a, 2014b; Nakhaeizadeh et al. 2015;
Nakhaeizadeh et al. 2018; Nakhaeizadeh et al. 2020; Warren
et al. 2018), so can an algorithm that is built by humans.
Various issues regarding including type I/1I errors (false
positives and false negatives, respectively) for diagnoses or
discrimination have been seen as a result of bias in AI/ML,
including, but not limited to, reinforcing societal stereotypes
and sexist/racist risk assessments (Bertrand et al. 2022;
Buolamwini 2017, 2023; Celi et al. 2022; Cooper & Meterko
2019; DeBrusk 2018; Fletcher et al. 2021; Fraser et al. 2022;

Koenecke et al. 2020; Schwartz et al. 2022; Yapo & Weiss
2018). These issues can appear either within the data (sys-
temic biases), within the algorithm (statistical/computational
biases), or by the user themselves (human biases) and have
inspired groups such as the Algorithmic Justice League
(Buolamwini 2023). Although statistical models and algo-
rithms can help in providing an empirical foundation to
experts’ subjective conclusions (Swofford & Champod
2021), there is a misconception that Al will eliminate human
biases. Technochauvinism is this idea that technology is
always the solution (Broussard 2019; Schwartz et al. 2022). It
is important to acknowledge that ML and Al rely heavily on
data that are either collected via systems created by humans
or generated by humans. Arguably, whatever biases may or
may not exist in humans, their input may be reproduced or
even increase when modeling, using, and interpreting Al
systems (Bertrand et al. 2022; Buolamwini 2023).

Looking at the data is the first step to interpreting the
potential for bias when it comes to these systems. It has
been argued that some of the current data sets used in
research that are limited in size are not necessarily repre-
sentative of real-world forensic investigations, with more
empirical studies needed to increase accuracy as well as its
ecological validity (Galante et al. 2023). A specific type of
ML that is utilized due to its high accuracy are black box
models, such as neural networks. These models are not eas-
ily explainable due to the hidden layers of predictive steps
and decisions, which, in turn, lack an element of transpar-
ency (Benjamins et al. 2019; Bertrand et al. 2022; Buolam-
wini 2017; DeBrusk 2018; Franzoni 2023; Hefetz 2023;
Keskinbora 2019; Nguyen et al. 2023; Samek et al. 2017,
Solanke 2022; Stahl et al. 2023; Zavrs$nik 2020; Zhang &
Zhang 2023).

Many studies in forensic science conducted to date
have primarily focused on using black box algorithms such
as random forest, neural networks, and support vector
machines, which arguably have unexplainable elements to
their procedures when used in isolation (Hefner & Ousley
2014; Samek et al. 2017; Spiros & Hefner 2020). Therefore,
caution has been raised for the use of AI models in critical
contexts such as the justice system (Nowotko 2021). The
skepticism expressed by legal practitioners, courts, and the
public over Al evidence used in criminal proceedings has
mainly focused on the lack of understanding and transpar-
ency in how the Al system reached its decision (Atkinson
et al. 2020; Solanke 2022).

For example, random forest models result in slightly dif-
ferent results every time if a random seed is not set (Genuer
et al. 2020). When a random seed is set to ensure reproduc-
ibility, this fixes the variation in the classificatory statistics
being variable but removes part of the inherent randomness.
Thus, it might be best for classification for seeds not to be set.
While this might minimize reproducibility of the statistics, it
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may make the model more realistic for future unknown data
when the seed is not set to optimize the training data set or
even if a random seed is utilized. As with all black box algo-
rithms, it is important to be able to explain why the method
and why the results may vary. If the exact decision-making
processes of the machine are unable to be explained, such as
black box algorithms, the processes of how the models are
built should still be explained. Working in a field where meth-
odology needs to be explainable (e.g., judges, jurors), this is
not a call for excluding black box methods in forensic science
but, rather, opening a broader field discussion of how to
appropriately represent the methods that are being utilized to
the general public.

Explainable Al (XAI) is a growing field that aims to
make Al systems and the data they utilize transparent by
“glass-boxing” the system’s functioning components (Gui-
dotti et al. 2018; Samek et al. 2017). However, maintaining a
good balance between performance, transparency, and
accuracy might be challenging when applying XAI, with
some scholars arguing for systems that are instead interpre-
table (Rudin 2019) and responsible (Benjamins et al. 2019).
Furthermore, explainability is related to the concept that Al
models and their outputs can be rationally explained in a
way acceptable for human understanding (Solanke 2022).
This might be problematic in a forensic context where some
ML models, although more straightforward, might perform
lower compared to DL models that might perform signifi-
cantly better but be considerably more complex to explain to
a judge or a juror. Interpretability in Al, on the other hand,
might also be challenging in a forensic context as under-
standing the inner workings of a model and communicating
an explanation that is comprehensible will arguably be
domain specific (Solanke 2022). There is therefore a need to
develop Al models that are precise, understandable, and
objective in their decision-making, which might be a chal-
lenge in forensic anthropology for a variety of reasons.

When we look at potential biases related to the models
themselves, there are various examples that can already be
highlighted as potential issues in forensic anthropology.
Labeling bias can be identified when assigned categories
or labels for data points are influenced by subjective dec-
isions— although this is not an issue if utilizing an unsu-
pervised learning algorithm for classification (Alloghani
et al. 2020; Berry et al. 2019). Labeling bias in forensic
anthropology can be culturally constructed ideologies. For
example, in biological profile analyses, the individual
reporting the age, sex, stature, or population affinity of a
missing person has the ability to make a decision on this
label—leading to a potential for error. Likewise, if an indi-
vidual receiving a forensic anthropological report inputs
the estimated information of the unknown individual into
a missing person database improperly, this would be an
example of labeling bias.

Selection/sample bias can be seen when the sample
used is not representative of the broader population
(Dankwa-Mullan & Weeraratne 2022; Fletcher et al. 2021;
Mehrabi et al. 2021; Olubeko 2021; Pan et al. 2021; Park &
Hu 2023; Schwartz et al. 2022; Zhang et al. 2022). While
unsupervised learning is beneficial in countering labeling
bias, if the sample itself is skewed, even unsupervised learn-
ing outputs can become problematic. Moreover, a machine
cannot have an outcome of what it is not fed in training.
This is common within forensic anthropology as data are
frequently limited due to bias in donated collections
(Winburn et al. 2020), lack of diverse data available
(Winburn et al. 2020), and the impact of the osteological
paradox (Alves Cardoso & Henderson 2018). Due to intrinsic
limitations in sex, population affinity, and age estimations
(see Galante et al. 2022 for full review) as well as limita-
tions in acquiring large enough samples of skeletal remains
from known modern populations, transparency is key in
beginning to address these issues.

Data collection bias, on the other hand, is when the
error stems from the collection of the data themselves
(Fletcher et al. 2021; Mehrabi et al. 2021; Pannucci &
Wilkins 2010), for example, a human mismeasuring or mis-
applying a technique (Adams & Byrd 2002; Christensen
et al. 2014; Jantz et al. 1995; Lesciotto & Doershuk 2018).
Statistical safeguards may be able to pick up these outliers if
the error occurs once or if the data collection procedure is
compared through interobserver tests, but without these
checks to mitigate these issues, we cannot rely on the algo-
rithms themselves to understand these errors in isolation.

When it comes to algorithmic bias, one element that
should be explored when utilizing AI/ML models is feed-
back loop bias (Mehrabi et al. 2021; Pan et al. 2021;
Schwartz et al. 2022). Feedback loop bias is seen when the
user introduces bias in the labeling, selection, or sampling
stages (as previously discussed), but this bias is then per-
petuated by the algorithm itself (Mehrabi et al. 2021; Pan
et al. 2021; Schwartz et al. 2022). Algorithms can then, in
turn, amplify societal and structural biases as patterns of
objective truth when they are not (Schwartz et al. 2022;
Yapo & Weiss 2018). Nevertheless, similar to the medical
field, the initiatives in using digital data in developing new
methods in human skeletal identification to produce accu-
rate estimation/prediction models using medical images are
growing, showing promising preliminary results and inno-
vation in the field of forensic anthropology (Bewes et al.
2019; Lo et al. 2023).

Current attempts for tackling the detrimental effects of
ML/ALI and bias continue to focus on computational factors,
such as representativeness of data sets and fairness of ML
algorithms (Schwartz et al. 2022). In forensic anthropology,
we see model evaluation in reporting correct classification
rates and confusion matrices (Joshi & Tallman 2023,
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Kamnikar 2022; Patil et al. 2020; Ortega et al. 2021). Further,
tests of algorithmic performance include utilizing holdout
samples and cross-validating samples in order to test result
consistency and overfitting the model (Algee-Hewitt et al.
2020; Hastie et al. 2009; Hefner & Ousley 2014).

Although these are important factors to consider,
human, institutional, and societal factors tend to be over-
looked. Moreover, much of the discussion on approaches for
Al and bias mitigation is focused on the preprocessing
methods (focusing on the data), in-processing methods
(focusing on the algorithm), and postprocessing methods
(focusing on the model). To address bias within Al success-
fully, we need to expand our perspectives beyond the ML
pipeline with empirical research looking at the impact of Al
on human decision-making. Kliegr and colleagues (2021)
provided a study on the effect of cognitive bias on the inter-
pretation of AI models and human understanding, outlining
over 20 different biases. Although informative and
extremely useful, the article focused only on rule-based
explanations, in which if-then rules are used to illustrate
conditions that must be met for a decision to be made to
enhance the interpretability of the model. Further studies
are therefore needed that incorporate a broader aspect of
human integration—for example, cognitive biases related to
XAI techniques (Bertrand et al. 2022). Taking into consid-
eration a holistic approach to human aspects will allow us to
address the challenges of how these technologies are not
only created but also interpreted by experts and how the
outcomes of these models impact on our society from legal
and ethical perspectives.

In order to mitigate against ML/AI algorithms being
biased, there are various controls that can be taken. These
include, but are not limited to, evaluating the data collection
procedures, sample assessment, preprocessing quality
assurance, algorithm design, model testing, regular evalua-
tion, interdisciplinary collaboration, and incorporating ethi-
cal frameworks (Flores-Vivar & Garcia-Pefialvo 2023;
Morgan & Mates 2023; Noseworthy et al. 2020; Solanke
2022; Zhang et al. 2022; Zhang & Zhang 2023; Zimmerman
et al. 2023). As Al and ML stand, especially with the black
box approaches, experts should not solely rely on a
machine’s results. There should be a certain level of human
logic at play when utilizing these methods. Beyond the deci-
sion process of the user, these controls should be incorpo-
rated due to the possibility of skewed results since these
controls are not necessary for the algorithms to “work.” See
“NIST Towards a Standard for Identifying and Managing
Bias in Artificial Intelligence” (Schwartz et al. 2022) for a
comprehensive list and glossary of the human, systemic,
and statistical/computational biases that may influence ML/
Al This leads to the need for ethical use and intentionality
creating, applying, and analyzing Al and ML throughout
the entire process.

Ethics and Intentionality

Ethics issues are seen in various fields related to Al and ML
(Bali et al. 2019; Bankins & Formosa 2023; Hawkins & Mit-
telstadt 2023; Hefetz 2023; Hosseini et al. 2023). Just this
year, the U.S. Copyright Office declared that images created
using the Al-powered image generators should not be granted
copyright protection (Copyright Office 2023). Beyond legal-
ity, the current iterations of Al “art” generators are built on
art that is posted online, regardless of copyright (Vinchon
et al. 2023), an exploitation that is using preexisting artwork
regardless of copyright without the ability for artists who post
their work online to opt out from their art being web-scrapped
and used in these training sets (Salkowitz 2022). This poses
one of the important ethical questions in terms of where the
training data originated from (Anshari et al. 2023).

As we see with other integrations of technology and
the digital world with human osteology, transparency, per-
missions, and respect should be recognized as integral,
especially when creating data sets for training algorithms
(Errickson & Thompson 2019; Spiros et al. 2022). Legal
standards alone are not enough. Legal systems struggle to
keep up with the fast-paced digital world, while simultane-
ously not holding decedents to the same standards of
respect as living human beings. Looking at ethical guide-
lines for AI from a global landscape, many of these gener-
ally include regulations around ethical principles such as
fairness, justice, transparency, privacy, and responsibility
(Hefetz 2023). However, there is a lack of consensus as to
how these principles are applied, interpreted, and imple-
mented (Jobin et al. 2019). What has been highlighted is
that within criminal investigations, many of the protocols
and frameworks used may not consider the challenges that
are pertinent within law enforcement and forensic contexts.
As we see in the use of skeletal collections and other uses
of human remains online, laws fail to keep up with the
research, protocols, and pedagogy surrounding the
deceased. This is why ethics, as well as a case-by-case dis-
cussion, is important for digital data sets. Although the
research in Al and forensic anthropology has been impres-
sive, there is arguably a lack of ethical discussions in the
field regarding the compatibility of these models in a legal
investigation as well as how to integrate these models in
institutional settings without compromising on transpar-
ency, accuracy, and public trust (Hefetz 2023).

In response to the lack of legal timeliness, the medical
field has already begun to discuss the impact of Al focusing
on bioethics. Global bioethics center on the principles of
autonomy, justice, beneficence, and nonmaleficence
(Blumenthal-Barby 2023; Keskinbora 2019; Lewis 2020;
Nabi 2018; Tai 2020; Zimmerman et al. 2023). While there
have also been discussions on how these medical bioethical
tenets can be problematic if only understanding the terms
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TABLE 1—Principles of Trust in Al Systems (Keskinbora 2019)

Principle Definition

Transparency Operations are visible to the user

Credibility Outcomes are acceptable
Auditability Efficiency can be easily measured
Reliability Al systems perform as intended

Recoverability Manual control can be assumed if required

from a Western lens (Bali 2018; Spiros et al. 2022; Takala
2001; Tosam 2020; Turner 2005), these principles can be
utilized as a beginning guide to having broader discussions
on the ethical use of ML/AI in forensic anthropology. There
are a multitude of ethics questions that are raised in the
medical system when it comes to the utility of ML/AI in
decision-making processes—specifically, how the models
are built and subsequently are incorporated. Five elements,
seen in Table 1, have been proposed as being necessary in
order for these processes to be seen as “trustworthy”: trans-
parency, credibility, auditability, reliability, and recover-
ability (Francesca 2016; Keskinbora 2019).

Similar to the standards that forensic anthropological
methodology is held to (Christensen 2004; Christensen &
Crowder 2009; Grivas & Komar 2008; Lesciotto 2015;
Ousley & Hollinger 2012), the additional “recoverability”
principle is added when it comes to machines. Recoverabil-
ity is the idea that humans can override the control of the
system, if needed. As previously discussed, transparency is
key within the forensic context and plays a pivotal role in
understanding the decision-making processes (Bali et al.
2020; Chin et al. 2022; Chin & Ibaviosa 2022; Fleischman
et al. 2019; Hartley et al. 2022; Houck 2019; Klales &
Lesciotto 2016; Nakhaeizadeh et al. 2018; Nakhaeizadeh
et al. 2020; Passalacqua et al. 2019; Spiros et al. 2023; Warren
et al. 2018). Transparency goes beyond algorithms and
decision-making, but understanding the source of the data is
also of utmost importance. This is where there is a discor-
dance between transparency of the methods and privacy of
the individual. While open data sets would be ideal, working
with human remains makes open data more difficult. When
the data themselves cannot be open-sourced (i.e., forensic
casework), there becomes a black box effect in the research
itself that proves to be difficult to overcome. Once again,
permission (Errickson & Thompson 2019; Spiros et al. 2022)
and privacy (Keskinbora 2019; Nabi 2018; Nguyen et al.
2023; Skorburg et al. 2020) are integral but make complete
transparency a hurdle. While various fields discuss copy-
right and infringement, there are minimal legal standards for
utilizing deceased human subjects in research, only ethical
principles (Errickson & Thompson 2019; Spiros et al. 2022).

Following practices utilizing digital osteology, we pro-
pose guidelines to consider when incorporating decedents into
ML/AI models: (a) do not share the data openly without per-
missions from the decedents; (b) do not incorporate the data

into larger, open source data sets that could be pulled from
web-scraping without permissions; (c) focus on respect and
privacy of the individuals (deidentification); and (d) obtain
permission, when possible, from the decedent or next of kin
for use of their remains in research and educational practices.

Beyond the data alone, the U.S. government has now
created an “Al Bill of Rights” that proposed five principles
that should guide the creation and utility of ML and Al
(Blumenthal-Barby 2023; OSTP 2022). These include (a)
safe and effective systems, (b) algorithmic discrimination
protections, (c) data privacy, (d) notice and explanation, and
(¢) human alternatives, consideration, and fallback
(Blumenthal-Barby 2023; OSTP 2022). As computing power
is increasing, the need to understand the symbiotic relation-
ship of humans and computers with education and ethics
guiding our practices is pivotal.

Conclusion

With the increased incorporation of Al and ML systems in
forensic anthropology, there needs to be an increased con-
sideration in education, ML/AI training, and ethical discus-
sions when bridging the two fields. Transparency in ML/AI
design, clear guidelines for data collection and integration,
and ongoing evaluation of algorithmic performance are
essential. Rigorous bias and ethics are needed throughout
and beyond the processing pipeline but also into the human
decision-making realms. Only through such an integrated
approach can the potential of AI/ML in forensic anthropol-
ogy be utilized responsibly, preserving the dignity of the
deceased. Like the progress seen across the medical domain
and clinical decision-making (Dietvorst et al. 2018), statisti-
cal modeling and ML/ALI algorithms should be part of one
entity with human decision-making and not arguably seen
as two separate solutions to the challenges facing forensic
anthropology specifically and forensic science more broadly.
Therefore, to increase the benefit and mitigate risks, AI/ML
should be utilized as a tool— not replacing but extending
the utility of experts. Rigorous safeguards and discussions
need to be had now to make sure the incorporation of
machines continues to develop to improve and not to harm
individuals. Thus, Turing’s assertion still rules in the field of
machines: “We can only see a short distance ahead, but we
can see plenty there that needs to be done” (Turing 1950:460).
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