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Outline  
• Background  

• Positionality 

• Why the need?
• Why DH?

• Academic institutions
• UK, Hong Kong, mainland China

• Government bodies

• Policies, strategies, lessons



Questions rather than answers

• Knowledge or Wisdom?    
•  What are our assumptions? 
• What you already know – question this?
•  Challenge and question ideas and pre-

conceptions? 



Scholarship starts with questions
• Address old questions using more data
• Allows questions from multiple perspectives
• New possibilities for use of sources
• Ask new and better questions
• New possibilities for questions not possible before

• And be critical of everything
• Question everything
• Opportunities and challenges



Concerns over Generative AI
• Critical evaluation of source materials
• Assessment abuse
• Plagiarism and essay generation
• Over reliance on AI tools for completing assignments
• Trust 

Initial questions: 
How might Generative AI be part of the educator’s toolkit and how might we 
build ethical frameworks that we can trust? 
How can we use AI to scaffold self-directed learning to enhance the education 
experience in adaptive and personalised ways?



Measure Versus Counter-measure

• Google 

• Wikipedia

• Translation software

• [Essay writing services]

• Generative AI



Method and source data
• Desktop analysis approach

• Examination and analysis of open web publications

• Published guidance and guidelines major academic institutions
• UK, Hong Kong, mainland China

• Government publications and regulatory frameworks

• Commonalities and differences
• (do they matter?)



Why DH?

• Following this research

• What is pertinent about this for DH?

• Go back and start again!

• What do we do in DH?

• How does this apply to DH?



No single definition works for everyone

• Digital Humanities understands its object of study as the entire human 
record, from prehistory to the present.

• What it is to be human

• Necessarily varied: culture, language, location 
    

• Computational work in the humanities
• Partnership between humanities and technology
 
• Thinking with and against the machine



DH pedagogy
• Variety of educational models, variety of pedagogy – no common curriculum
(Walsh et al. (2021) ‘Digital humanities in the iSchool’. ASIS&T https://doi.org/10.1002/asi.24535)

• Great diversity in types of models
• PhD, Master, Bachelor minor/major, Diploma, Certificate etc

• School, Faculty, Department 
• Many programmes offered in collaboration with other academic units

• iSchools, Computer Science – Humanities, Social Sciences, Engineering students

• Wisdom vs knowledge
• Thinking skills, ability to learn, reflective practice, collaborative working
• Skills for the workplace/career – diversity

• Innovation as well as stewardship of the human record



Ethics
• Data privacy 

• GDPR (UK) & PIPL (China)
• General Data Protection Regulation (EU), Data Protection Act 2018 (UK) UK GDPR
• Personal Information Protection Law (PRC)

• Bias (conscious and unconscious)
• Data models, algorithms
• Technology is never neutral

• Copyright and Intellectual Property
• Transparency and Trust – lack of verifiability
• Consideration needed at design phase not as an afterthought

• Impact on pedagogy?
• Outdated and  incorrect output
    (Hicks, M. T., Humphries, J., & Slater, J. (2024). ChatGPT is bullshit. Ethics and Information 
Technology, 26(2), 38.)



Governance

• Regulatory frameworks
• Lack of standardised frameworks
• Lack of transparency

• Differing cultural contexts
• Nuance of language and translation

• Address similar and related concerns
• Regulation needs to be effective and controlled







































[Google Chrome translation]



Peking University "AI for Education" Salon

• Focus on the profound and long-term impact of generative AI on educational 
and teaching reforms.

• The impact of generative AI on education and teaching
• How to use AI to support teachers in improving their teaching ability
• Research and development of AI teaching assistants for subject courses
• Ethical risks of using big models in education, such as data privacy and bias,
• Teachers should first actively embrace generative AI and encourage students 

to try new learning tools

[Google Chrome translation]
(https://news.pku.edu.cn/xwzh/8b22c22c99df4553a4bfaaac2781f86c.htm)



[Google Chrome translation]





















[Google Chrome translation]





Xinhua & Gov.cn
• The move is aimed at ‘protecting the legitimate rights of citizens, legal entities and 

organisations’ (Xinhua, 2023). 
• ‘Measures for Generative Artificial Intelligence Service Management’ came into effect in 

August 2023 (Gov.cn, 2023)
• ‘Generative artificial intelligence technology refers to models and related technologies 

with the ability to generate text, pictures, audio, video and other content.’ (Gov.cn, 
2023: 5.22.1). 

• It also describes measures to protect people as well as business, and specifically ‘to prevent 
discrimination based on ethnicity, belief, nationality, region, gender, age, occupation, 
health, etc.’ (Gov.cn, 2023: 1.4.2

• The document also covers the need for training of personal, the transparency and accuracy 
of training data, and importantly consent for the use of any personal information (Gov.cn, 
2023: 2.7). 

• The measures described in this document appear go beyond just generative AI but without 
giving any definition beyond the one quoted above. 

(authors’ translations)





DH Education   
• Teach students to be critical of AI tools 
• Digital literacy includes AI tools
• Consider bias, data 
• Enhance critical thinking rather than replace it

• Equip students with ability to critically assess the use of AI tools 
• Educate students about limits and use substandard generated text as examples
• Understand the implications in their own work

• Integrate AI tools into teaching
• Enhance student engagement 
• Supporting learning needs 

• Special needs / Summary of Reasonable Adjustments (SORA)
• Assisted technology / students with disabilities

• Education and communication are key to this process. 



The implications for DH pedagogy 
• Generative AI is still evolving
• Consider output from a sceptical perspective
• Need to address challenges 
• Introduce innovative assessments as learning
• Metacognitive reflection
• Engage students in the shaping of AI tools
• AIEd: teaching and learning with AI

• Nothing new but now a significant change in the technology
• Opportunity to develop new tools and applications
• Build course specific GPTs
• Personalised and adaptive tutoring systems
• Be mindful of differences
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