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Abstract— Safety-critical control is significant for autonomous
system applications where safety is an utmost concern. Control-
barrier-function (CBF)-based control has shown its promising po-
tential and power in delivering formal safe property of dynamic
nonlinear systems. The presence of disturbances, whether from
matched or unmatched channels, negatively impacts CBF-based
control, leading to violations of formal safety guarantees and
degraded control performance. In this paper, a new safety-critical
disturbance rejection control approach is proposed for nonlinear
systems subject to unmatched disturbances. Owing to the natu-
rally intractable mismatching condition, the disturbances and their
high order derivatives could generate considerable negative im-
pacts on not only the high order CBF but also the control Lyapunov
function (CLF). To this end, an observer-based disturbance rejec-
tion CBF is proposed, delivering a new robust adaptive mechanism
to deal with the disturbances. It is shown that by fully exploiting
the disturbance estimates and adequately quantifying the impacts
of estimation errors, the proposed approach provides attractive
properties like formal robust safety guarantee and nominal control
performance recovery under unmatched disturbances. Simulation
results of path following of an unmanned aerial vehicle suffering
wind disturbances verify the benefits of the proposed solution in
collision avoidance and retaining nominal safety performance.

Index Terms— Control barrier function, Disturbance ob-
server, Disturbance rejection, Safety-critical control, Un-
matched disturbance.

I. INTRODUCTION

Safety guarantee has become a high priority for autonomous
systems in complex environments, e.g., autonomous vehicles and
intelligent robotics [1]–[4]. Among the control approaches maintain-
ing mission-based safety constraints, control-barrier-function (CBF)-
based control has emerged as a popular and effective tool for formal
safety guarantee by virtue of a forward invariant set [5]. Due to its
promising capability in describing complex nonlinear constraints and
less computational resources in implementation, CBF-based control
has made considerable progress in both theory investigation [6]–[8]
and applicable case studies [9]–[11].

One of the obstacles in early CBF research is the need for
precisely known system dynamics, which is usually unattainable due
to external disturbances [6], [8], [12]. Clearly, ignoring the impacts
of disturbances will influence the desired control performances and
even degrade the formal guarantee of safety specification [13]. To
address this issue, one possible treatment is to follow the philosophy
of robust control theory, i.e., designing a controller such that the
formal safety property is ensured even in the presence of worst-case
disturbances. Toward this end, a robust CBF method is proposed
in [7], where the system states are guaranteed to stay in a subset
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of the pre-defined safety set. This evident idea is also utilised to
solve the robust safety-critical control problem of a generic dynamic
robotic system with bounded uncertainties in [14]. Moreover, inspired
by the input-to-state stability (ISS) [15] in nonlinear systems, the
notion of input-to-state safety (ISSf) [16] is constructed based on the
upper bounds of external disturbances; then an ISSf-based CBF is
designed to render the system be safe within a larger invariant set
compared with original one. It should be highlighted that taking the
worst case of external disturbances into consideration attains strict
safety constraints. However, this approach usually generates overly
conservatism results in safety guarantee, which typically comes at
the expense of sacrificing the control performance.

Disturbance observer-based control (DOBC) provides an alter-
native tool to disturbance rejection of nonlinear dynamic systems
subject to disturbances [17]. By estimating and compensating for the
disturbances, DOBC exhibits promising properties like strong distur-
bance rejection capability and nominal control performance recovery
[18]. Recently, there have been some preliminary works [19]–[21]
focusing on the development of robust safety-critical control using
disturbance observer-assisted CBF. To be specific, by introducing
the estimate of lumped disturbance into the dynamics of CBF, a
modified CBF-based control approach is designed to enhance the
robustness of the safety guarantee in [19]. Based on the concept of
ISSfs, a tunable disturbance observer-based CBF is proposed in [20],
where a new control parameter is introduced to quantify the impacts
caused by the estimation error. The safety-critical control of sampled-
data system with time-varying disturbance is investigated where the
nonlinear disturbance observer is employed in [21]. Instead of using
DO, a new robust CBF design is proposed for a disturbed system
with only output measurement based on the extended state observer
in [22]. In [23], when disturbances arise from a dynamically changing
environment, an alternative method, i.e., the environmentally robust
CBF, is developed, taking into account the upper bounds of the
estimated environmental state error.

Despite the enhanced robustness of safety guarantees using
observer-based CBFs as demonstrated in [19]–[23], it is important
to note that these methods are limited to a class of CBFs with
matched disturbances (i.e., disturbances that affect safety specifica-
tions through the same channel as the control input). It has been
shown that the existence of unmatched disturbances would also gen-
erate adverse impacts on system dynamics, which will significantly
degrade the control performance [24], [25]. Taking the path following
of unmanned aerial vehicle (UAV) under winds as an example, the
wind disturbance and its derivative will generate undesirable impacts
on system dynamics via a different channel from the control input
[26]. This naturally intractable mismatching condition poses great
challenges for CBF-based control design as the disturbances influence
the dynamics of candidate CBFs from both matched and unmatched
channels. Towards this issue, in [27], the authors explore robust CBF
design based on Gaussian process regression for disturbed nonlinear
systems, focusing on cases where the input relative degree (IRD)
and the disturbance relative degree (DRD) differ by one. Here, IRD
(DRD) is defined by taking the safety specification as the interested
output. This issue is further investigated in [28] by using disturbance
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observers. With the help of the disturbance observer, a preliminary
result is developed for a class of single-input-single-output lower
triangular nonlinear system by constructing an estimation error-based
CBF in [29]. However, the analysis in [29] is restricted to a simplified
scenario that considers only a single external disturbance and a
specific system dynamic model. It should be highlighted that there
are few works addressing the safety-critical control for a class of
generalized nonlinear systems with disturbances, particularly when
DRD ≤ IRD.

In this paper, we propose a new safety-critical disturbance rejection
control approach for a class of nonlinear systems with unmatched
disturbances. To address the undesirable influences of unmatched
disturbances on safety specification, disturbance observers are first
introduced to obtain the estimates of disturbances and their high order
derivatives. To mitigate the conservativeness arising from quantifying
the estimation errors of high order disturbance derivatives, a new
estimation error quantification mechanism is proposed by introducing
a set of saturated disturbance estimates and their saturated estimation
error bounds. Then, inspired by the design of high order CBF in
[12], a disturbance rejection control barrier function (DRCBF) is
constructed by fully exploiting the saturated estimates and their
error bounds in each order derivatives of the DRCBF. Built upon
the DRCBF, an optimisation-based control policy is proposed to
achieve the strict safety task and satisfactory control performance
with the support of input-to-state stable control Lyapunov function
(ISS-CLF) [30]. A rigorous analysis of robust safety guarantee is
established. The effectiveness of the proposed approach is verified by
a practical example of UAV path following under wind disturbances.
The simulation results show that the proposed control approach
exhibits strict safety guarantee as well as nominal safety performance
recovery.

Notations: The sets of real numbers, nonnegative real numbers
and nonnegative integers are denoted as R, R+ and N. For i, j ∈ N
satisfying j ≤ k, define Nj:k ≜ {j, j + 1, · · · , k} as a subset of
N. Define diag(a1, · · · , an) as the diagonal matrix constructed from
the vector a = [a1, · · · , an]T . For a given matrix A or a vector x,
define the |A| or |x| as the corresponding matrix or vector with their
element-wise absolute values. For any vectors x,y ∈ Rn, x ≤ y
corresponds to the element-wise inequality between vectors x and
y, i.e., xi ≤ yi, i ∈ N1:n. Denote ∥x∥ as the 2-norm of vector x.
The saturation function satM (x), x ∈ R with M > 0 is defined as
satM (x) = x, if |x| < M , and satM (x) =Msign(x), if |x| ≥M .

II. PRELIMINARIES AND MOTIVATION

In this section, we first cover the basic safety control design
using CBF for nonlinear systems without disturbances. Then, the
notions of IRD and DRD with respect to safety specifications are
introduced. Finally, a UAV path following with wind disturbances
is presented to highlight the challenges of ensuring safety with
unmatched disturbances.

A. Safety control with CBF
Consider the following affine nonlinear system

ẋ = f(x) + g(x)u, (1)

where x ∈ X ⊆ Rn, u ∈ Rm, X is denoted as the admissible
compact set for state. The nonlinear functions f : Rn → Rn, g :
Rn → Rn×m in (1) are known locally Lipschitz functions. In the
notion of CBF, a continuously differentiable function b : Rn → R
is used to formulate the safety specification. Define C0 as the 0-
superlevel set of b(x),

C0 = {x ∈ Rn : b(x) ≥ 0}, (2)
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Fig. 1: Illustration of the concept of CBF and the safety-critical path
following of UAV with wind disturbances and obstacles: (a) Under
the control action from KCBF, the trajectory x(t) ∈ C0, ∀t ≥ 0,
if x(0) ∈ C0; (b) In the presence of wind disturbances, the
conventional controller may lead to collisions.

and ∂C0 ≜ {x ∈ Rn : b(x) = 0} is the boundary, and Int(C0) ≜
{x ∈ Rn : b(x) > 0} is the non-empty interior. The system (1)
is safe with respect to the set C0, if there exists a control action
u renders the set C0 forward invariant, i.e., for each initial state
x(0) ∈ C0, x(t) ∈ C0, ∀t > 0. Then, the CBF is defined as
follows

Definition 1 ( [5]): Considering the system (1), a continuously
differentiable function b : Rn → R is a CBF, if there exists a positive
constant k0 subject to

sup
u∈Rm

{
Lf b(x) + Lgb(x)u+ k0b(x)

}
≥ 0, ∀x ∈ X, (3)

where Lf , Lg are standard Lie derivatives along f(x) and g(x).
Given a valid CBF b(x), if the initial states of system satisfy

x(0) ∈ C0, then any Lipschitz continuous controller u(x) belonging
to KCBF ≜ {u ∈ Rm|Lf b(x)+Lgb(x)u ≥ −k0b(x)} renders the
system (1) safe. The typical trajectory of system (1) satisfying (3) is
presented in Fig. 1 (a).

B. System with unmatched disturbances
The considered nonlinear system (1) subject to external distur-

bances d can be expressed as follows

ẋ = f(x) + g(x)u+ d, (4)

where d = [d1, d2, . . . , dn]
T are external disturbances. Define the

smooth function h : Rn → R as an output characterizing safety
specification of system (4). When dealing with unmatched distur-
bances like system (4), it is generally infeasible to completely reject
their effects [31]. However, it is possible to remove the influence
of disturbances from the h(x) [25]. Without loss of generality, it
is supposed that the equilibrium x0 of the system (4) without the
disturbances is the origin. The IRD to h(x) is defined as follows:

Definition 2 ( [31]): The relative degree from the control inputs
to the output h(x) is rI at the equilibrium x0 if LgjL

k
f = 0 (1 ≤

j ≤ m) for all k < rI − 1 for all x in a neighborhood of x0, the
vector A(x) = [Lg1L

rI−1
f , Lg2L

rI−1
f , . . . , LgmL

rI−1
f ]T has at

least one non-zero element. Here gj is the jth row vector of g(x).
Similarly, the DRD to h(x) at x0 can be defined as rD . It should

be noted that the CBF introduced above is an artificial output defined
to characterise the safety specification [32]. Thus, the CBF design for
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the disturbed system (4) should account for the relationships between
IRD and DRD. The following example illustrates this point further.

C. A motivating example: path following of UAV

Consider the collision-avoidance path following of UAV in the
horizontal plane as illustrated by Fig. 1 (b), where (xsp, y

s
p) and

(xfp , y
f
p ) are the start and end path points, respectively. In Fig. 1 (b),

the desired path is shown as a red solid line. The standard safety-
critical path, generated by a conventional CBF-CLF-based controller,
is the gray dashed line. The robust safety-critical path, accounting
for obstacles and winds, is represented by a blue solid line.

The kinematics of the UAV can be expressed as follows [33]

ṗx = Va cosψ + dx, ṗy = Va sinψ + dy,

ψ̇ = uψ,
(5)

where px, py are the position of UAV in the inertial frame, Va
represents its airspeed, ψ is the heading angle, uψ is the equivalent
control input driving the direction of UAV, and dx, dy are the wind
disturbances. In this case, the UAV is required to follow a desired
path while keeping a safe distance from some obstacles Oi, i ∈ N.
Despite the path following task, the safety concern of obstacles is
the high priority of the mission. We can use the candidate CBFs
bi(px, py) = (px − xo,i)

2 + (py − yo,i)
2 − R2

o,i to interpret such
safety specifications, where xo,i, yo,i is the ith position of obstacle’s
center and Ro,i is its radius. To achieve the critical safety task, a
control policy should be designed to maintain the positiveness of
bi(px(t), py(t)),∀t > 0 when bi(px(0), py(0)) ≥ 0 in the sense of
CBF-based safety control. Then, its time derivatives along the system
(5) are

ḃi(px, py) =2Va[(px − xo,i) cosψ + (py − yo,i) sinψ]

+ 2(px − xo,i)dx + 2(py − yo,i)dy,

b̈i(px, py) =2V 2
a + 2d2x + 2d2y + 2(px − xo,i)ḋx + 2(py − yo,i)

ḋy + 2Va[(py − yo,i) cosψ − (px − xo,i) sinψ]uψ

+ 4Va(dx cosψ + dy sinψ).
(6)

Following from (6), it is evident that the DRD rD to bi(px, py) is
less than the IRD rI . This indicates that the wind disturbances dx, dy
and their derivatives not only pollute the bi(px, py) via matched
channel but also alter its behavior from the unmatched channel, which
can not be solved by the current CBF-based control approaches.
Especially, the existences of 2(px − xo,i)dx and 2(py − yo,i)dy
increase the difficulty in design and analysis of robust CBF. This
motivates us to design a new CBF to actively reject the impacts on
safety performance caused by unmatched disturbances.

III. ROBUST SAFETY CONTROL DESIGN WITH
UNMATCHED DISTURBANCES

In this section, we will show the proposed robust safety control
solution under unmatched disturbances. Denote the b(x) as the
candidate safe function for disturbed nonlinear system (4). To reduce
the complexity in analysis, we assume the external disturbances do
not change the control relative degree r ∈ N of b(x), and suppose
the high order derivatives of b(x) can be expressed as follows

b(i)(x) = αi(x) + βi(x,d, ḋ, . . . ,d
(i−1)), i ∈ N1:r−1,

b(r)(x) = αr(x) + βu(x)u+ βr(x,d, ḋ, . . . ,d
(r−1)),

(7)

where αi : Rn → R, βi : Rn × D̄i−1 → R, in which D̄i−1 ≜
D0 × D1 × · · · × Di−1, and βu : Rn → Rm is a 1 × m raw
vector satisfying βu(x) ̸= 0, ∀x ∈ X . The sets Di, i ∈ N0:r−1

are denoted as the compact sets of external disturbance vector d and
their derivatives d(i). It is important to mention that a large number
of nonlinear systems meet the condition stated in (7), e.g., the single-
input-single-output lower triangular nonlinear systems.

The external disturbances di considered in this paper are assumed
to satisfy the following assumption.

Assumption 1: The disturbances di, i ∈ N1:n are differentiable
and there exists a set of known positive real numbers δi,j ∈ R+, j ∈
N0:n that |d(j)i (t)| ≤ δi,j , ∀t ≥ 0.

Remark 1: The disturbances considered in this study encompass
most of the common types that occur in various systems, such as
constant, sinusoidal and polynomial signals.

The nonlinear functions βi(x,d, ḋ, · · · ,d(i−1)), i ∈ N1:r are also
supposed to satisfy the following assumption.

Assumption 2: There exist known strictly increasing positive
functions γi(x) and γ̃i(y), i ∈ N1:r such that for all x ∈ X ,
yj , ŷj ∈ D̄j , j ∈ N0:i−1, the following inequalities hold

|βi(x,y0, . . . ,yj−1)− βi(x, ŷ0, . . . , ŷj−1)| ≤ γi(x)γ̃i([ỹ
T
0 ,

ỹT1 , . . . , ỹ
T
j−1]

T ),
(8)

where ỹj = yj − ŷj .
Remark 2: Due to the wide range of mission-based safety

specifications described by b(x), exhibiting a uniform formula-
tion of βi(x,d, ḋ, . . . ,d(i−1)) is a difficult task. To reduce the
complexity and present the key idea of rejecting unmatched dis-
turbances, the above Assumption is made. Actually, the nonlinear
functions βi(x,d, ḋ, . . . ,d(i−1)) satisfying Assumption 2 enclose
a large set of possible nonlinear functions of disturbances, e.g.,
d21 and d1d2. For d21, it is obtained that d21 − d̂21 = (d1 +
d̂1)(d1 − d̂1) ≤ 2max{d̄1, |d̂1|}|d1 − d̂1|; for d1d2, it is ob-
tained that d1d2 − d̂1d̂2 = d1d2 − d1d̂2 + d1d̂2 − d̂1d̂2 ≤
2max{d̄1, |d̂2|}

√
(d1 − d̂1)2 + (d2 − d̂2)2.

In the following, we will first introduce the design of disturbance
observers and the corresponding quantification mechanism of the
estimation errors. With those in mind, the proposed DRCBF is
designed under unmatched disturbances. Finally, an optimisation-
based robust control policy is formulated by integrating with the
technique of ISS-CLF.

A. Disturbance observer design and estimation error
quantification

Considering the system (4), the disturbance observers employed
from [34] are constructed as follows

ξ̇i = A(ξi +Lixi)−Li[fi(x) + gi(x,u) +C(ξi +Lixi)],

ŵi = ξi +Lixi.
(9)

where fi(x), gi(x,u) are the i-th component of f(x) and g(x)u,

ξi ∈ Rn is the auxiliary state, A =

[
0 In−1

0 0

]
,C = [1, 0, . . . , 0],

and Li ∈ Rn×1 is the parameter vector to be designed.
Denote ŵi = [ŵi,0, ŵi,1, . . . , ŵi,n−1]

T as the estimate vector of
disturbance di and its time-derivatives, and define the estimation error
ei = wi − ŵi, where wi ≜ [di, ḋi, . . . , d

(n−1)
i ]T . Combining (4)

and (9), its dynamics is expressed as

ėi = Āiei + σi, (10)

where Āi = A − LiC and σi = [0, 0, . . . , d
(n)
i ]T . By selecting a

proper gain matrix Li, the Āi is Hurwitz. Then, the system (10) is
input-to-state stable with respect to the σi under Assumption 1.
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Assuming the Āi has n independent eigenvalues λi,j , j ∈ N1:n,
there exists an invertible matrix P i such that P−1

i ĀiP i = Λi
with Λi ≜ diag(λi,1, . . . , λi,n). Moreover, by setting zero initial
condition of ŵi(0) and considering Assumption 1, its solution can
be overestimated by the following estimation error bound εi(t)

|ei(t)| ≤|eĀitei(0) +

∫ t

0
eĀi(t−τ)σi(τ)dτ |

≤|P ieΛitP−1
i |δ̄i(0) + |P i|

∫ t

0
|eΛi(t−τ)|dτ |P−1

i |δ̄i,σ

=|P ieΛitP−1
i |δ̄i(0)− |P i||Λ−1

i eΛit||P−1
i |δ̄i,σ

+ |P i||Λ−1
i ||P−1

i |δ̄i,σ
≜εi(t).

(11)
where δ̄i(0) = [δi,0, δi,1, . . . , δi,n−1]

T and δ̄i,σ = [0, . . . , δi,n]
T .

It should be noted that the error quantification proposed in (11) will
unavoidably experience a dramatic change in the transient phase
since the high order derivatives of the disturbance di are required
to be estimated. To address this issue, the following new error
quantification mechanism is proposed. Based on Assumption 1, we
first define the following saturated disturbance estimates

ŵsat
i,j = satδi,j (ŵi,j), (12)

where i ∈ N1:n, j ∈ N0:n−1. With (11) in mind, we further define
the following saturated estimation error bounds

εsati,j = sat2δi,j (εi,j), (13)

where εi,j is the corresponding component of the error bound vector
εi. The following theorem is concluded to show the elegant properties
of the proposed error quantification approach.

Theorem 1: Under Assumption 1, if the Āi is Hurwitz with n
independent eigenvalues, then the errors between d(j)i , i ∈ N1:n, j ∈
N0:n−1 and the saturated estimates ŵsat

i,j satisfy |d(j)i −ŵsat
i,j | ≤ εsati,j .

Proof: In the following, we will demonstrate that the saturated
estimation error bound (13) is able to quantify the difference between
d
(j)
i and the saturated estimates ŵsat

i,j .

Under Assumption 1, it is clear that |d(j)i − ŵsat
i,j | ≤ 2δi,j . If

|ei,j | > 2δi,j , due to the fact that εi,j ≥ ei,j , it is obtained that
εsati,j = 2δi,j . Then, we have |d(j)i −ŵsat

i,j | ≤ εsati,j when |ei,j | > 2δi,j .

If |ei,j | ≤ 2δi,j , it is clear that |d(j)i − ŵi,j | ≤ 2δi,j . Since the
disturbance di and its derivatives satisfy Assumption 1, it is obtained
that |ŵi,j | ≤ δi,j , which means ŵi,j = ŵsat

i,j . Then, the following
inequality holds

|d(j)i − ŵsat
i,j | = |d(j)i − ŵi,j | ≤ εsati,j . (14)

Therefore, the value of |d(j)i − ŵsat
i,j | is less than the saturated error

bound εsati,j whose maximum value is not greater than 2δi,j . This
completes the proof.

From the above analysis, the saturated bound (13) is able to
quantify the impacts caused by estimation error |d(j)i − ŵsat

i,j |.
Specially, its transient value is no more than twice the bound of
disturbance, and the steady value can be adjusted by choosing the
observer parameter matrix Li. In the next section, the saturated
estimates ŵsat

i,j will be used to compensate for the impacts to safety
caused by the disturbances, and the εsati,j will be used to quantify the

errors between d(j)i and ŵsat
i,j .

Remark 3: Based on the above analysis, the proposed distur-
bance observer can accurately estimate a wide range of disturbances
with sufficiently small estimation errors. However, it should be
highlighted that if the disturbance d can be described by a known

exogenous system as proposed in [34], then the estimation error will
exponentially converge to zero.

B. Disturbance rejection CBF design
Now, we are able to show the proposed robust safety control

approach. Let η0(x) = b(x) and define a series of disturbance-
dependent auxiliary functions for ∀i ∈ N2:r−1

η1(x,d) =
( d

dt
+ p1

)
η0(x),

ηi(x,d, . . . ,d
(i−1)) =

( d

dt
+ pi

)
ηi−1(x,d, . . . ,d

(i−2)),

ηr(x,u,d, . . . ,d
(r−1)) =

( d

dt
+ pr

)
ηr−1(x,d, . . . ,d

(r−2))

(15)
with positive constants pj , j ∈ N1:r , and following 0-superlevel sets

Ci ≜ {(x,d, . . . ,d(i−1)) ∈ Rn × D̄i−1 : ηi ≥ 0, i ∈ N1:r−1}.
(16)

From (7) and (15), ηi(x,d, . . . ,d(i−1)) can be expressed as

ηi(x, . . . ,d
(i−1)) =

i∑
j=1

kj [αj(x) + βj(x, . . . ,d
(i−1))] + k0b(x),

(17)
where kj , j ∈ N0:i are the parameters of polynomial kjsi +

kj−1s
i−1+ . . .+k1s+k0 with negative eigenvalues −p1, . . . ,−pi.

Defining the estimation vectors d̂
(i)
sat = [ŵsat

1,i , ŵ
sat
2,i , . . . , ŵ

sat
n,i ]

T from
(12), it is obtained that

ηi =

i∑
j=1

kjαj(x) +

i∑
j=1

kjβj(x, d̂sat, . . . , d̂
(j−1)
sat ) + k0b(x)

+

i∑
j=1

kj [βj(x,d, . . . ,d
(j−1))− βj(x, d̂sat, . . . , d̂

(j−1)
sat )].

(18)
Define ϖj = [εsat1,0, . . . , ε

sat
1,j−1, . . . , ε

sat
n,0, . . . , ε

sat
n,j−1]

T . Based on
the Theorem 1 and Assumption 2, the following estimates hold

ηi ≥
i∑

j=1

kjαj(x) +

i∑
j=1

kjβj(x, d̂sat, . . . , d̂
(j−1)
sat ) + k0b(x)

−
i∑

j=1

kjγj(x)γ̃j(ϖj),

=ηi(x, d̂sat, . . . , d̂
(i−1)
sat )− µi(x,ϖ1, . . . ,ϖi),

(19)
where µi(x,ϖ1, . . . ,ϖi) =

∑i
j=1 kjγj(x)γ̃j(ϖj). Then, we can

conclude the following disturbance rejection control barrier function.
Definition 3: Consider the system (4) and the disturbance ob-

servers (9) with Assumption 1, and the sets Ci (16). A continuously
differentiable function b : Rn → R in (7) is a DRCBF of relative
degree r, if there exist positive constants kj , j ∈ N1:r defined in
(17), subject to

sup
u∈Rm

{ r∑
j=1

kj [αj + βj(x, . . . , d̂
(j−1)
sat )] + k0b(x) + βuu︸ ︷︷ ︸

ηr(x,u,d̂sat,...,d̂
(r−1)
sat )

}

≥ µr(x,ϖ1, . . . ,ϖr),
(20)

for all (x,d, . . . ,d(r−2)) ∈ C̄ ≜
⋂r−1
i=0 Ci.

Theorem 2: Given a DRCBF and well-designed disturbance
observers (9), if the initial values of ηi(x, d̂sat, . . . , d̂

(i−1)
sat ) −

µi(x,ϖ1, . . . ,ϖi), i ∈ N0:r−1 are positive, then any Lipschitz
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Fig. 2: The control block of the disturbance rejection CBF-based
safety-critical control.

continuous controller u(t,x, d̂sat, . . . , d̂
(r−1)
sat ) ∈ KDRCBF ≜

{u ∈ Rm|
∑r
j=1 kj [αj(x) + βj(x, d̂sat, . . . , d̂

(j−1)
sat )] + k0b(x) +

βu(x)u ≥ µr(x,ϖ1, . . . ,ϖr)} renders the set C̄ forward invariant
for the disturbed system (4).

Proof: First, since ηi(x(0), d̂sat(0), . . . , d̂
(i−1)
sat (0)) −

µi(x(0),ϖ1(0), . . . ,ϖi(0)), i ∈ N1:r−1 are positive, it can
be obtained from (19) that ηi(x(0), . . . ,d

(i−1)(0)) ≥ 0,
i.e., [xT (0), . . . ,d(i−1)T ]T ∈ Ci. Since there exists a

Lipschitz continuous controller u(t,x, d̂sat, . . . , d̂
(r−1)
sat ) ∈

KDRCBF, it can be obtained that ηr(x,u, . . . ,d
(r−1)) ≥

ηr(x,u, . . . , d̂
(r−1)
sat ) − µr(x,ϖ1, . . . ,ϖr) ≥ 0. From (15),

we have η̇r−1(x . . . ,d
(r−2)) = −prηr−1(x,d, . . . ,d

(r−2)) +

ηr(x,u,d, . . . ,d
(r−1)) such that the set Cr−1 is forward invariant.

Then, the forward invariance of Cr−2 can also be guaranteed for
that of Cr−1 and [xT (0),dT (0), . . . ,d(r−3)T (0)]T ∈ Cr−2.
Therefore, following a recursive analysis from the forward invariance
of Cr−1 to that of C0, the forward invariant property of set C̄ can
be achieved such that the strict safety constraint is guaranteed. This
completes the proof.

C. Optimisation-based robust safety control with DRCBF

Based on the results of Theorem 2, the robust safety specification
described by C̄ can be guaranteed via a Lipschitz continuous
controller u(t,x, d̂sat, . . . , d̂

(r−1)
sat ) ∈ KDRCBF. In order to achieve

the safety and stability tasks simultaneously, one possible way is to
construct a quadratic programming (QP) by combining the proposed
DRCBF and a well-designed CLF for the control task. In this paper,
the ISS-CLF proposed in [30] is used. Suppose there is a positive
definite function V : Rn → R+ for the control objective of the
disturbed system (4), then the following DRCBF-based quadratic
program (DRCBF QP) is designed

argmin
(u,δ)∈Rm×R

1

2
uTu+

m

2
δ2, DRCBF QP

s.t. φ0(x, . . . , d̂
(r−1)
sat ) +φ1(x)u− µr(x, . . . ,ϖr) ≥ 0,

ϕ0(x, d̂) + ϕ1(x)u+
1

ϵ
∥∂V (x)

∂x
∥2 ≤ −cV + δ,

(21)
where φ0 =

∑r
j=1 kj [αj(x)+βj(x, . . . , d̂

(j−1)
sat )]+k0b(x), φ1 =

βu(x), and ϕ0 = LfV (x) +
∂V (x)
∂x d̂, ϕ1 = LgV (x), c, ϵ are

positive constants to be selected. A slack variable δ is introduced
to make the above optimisation problem feasible, and m > 0 is
the weight of the cost function to regulate the amplitude of δ.
The schematic block of the proposed robust safety-critical control
approach is presented in Fig. 2.

In the following, we will show that a Lipschitz continuous con-
troller can be obtained by solving the DRCBF QP.

Theorem 3: Suppose the functions ϕ0(x, d̂) + 1
ϵ ∥

∂V (x)
∂x ∥2,

ϕ1(x), αi(x), βi(x,d, . . . ,d
(i−1)), βu(x), γi(x) and γ̃i(ϖ), i ∈

N1:r are all locally Lipschitz continuous in state x and continuous in
t. Then, the solution of DRCBF-QP is locally Lipschitz continuous
in x and continuous in t.
The Lipschitz continuity analysis can be discussed following the
results in [5], [13]. For the sake of completeness of this paper, the
proof is given in the Appendix.

IV. APPLICATION TO PATH FOLLOWING OF UAV WITH
WIND DISTURBANCES

In this section, we consider a surveillance task for UAV within a
specified safety region, which demands close-range observation of an
interesting area and collision avoidance from the region borders. To
this end, a periodic patrol path is designed as the desired path, which
is given by

pcx(θ) = 10θ − 220, pcy(θ) = −50 sin(0.25θ), (22)

where θ ∈ [θ, θ̄] is the path parameter, and θ, θ̄ represent its minimum
and maximum, respectively. By augmenting a virtual control uθ to
adjust the dynamics of path parameter θ, it is obtained that

ṗx = Va cosψ + dx, ṗy = Va sinψ + dy, ψ̇ = uψ,

θ̇1 = θ2, θ̇2 = uθ,
(23)

where θ1 = θ and θ2 = θ̇. We assume there exist known positive
constants δi,0, δi,1 and δi,2 satisfying |di(t)| ≤ δi,0, |ḋi(t)| ≤ δi,1
and |d̈i(t)| ≤ δi,2, i = {x, y}. Based on the disturbance observer
(9), the following disturbance observers are constructed

ξ̇x,0 = ξx,1 + l2px − l1(Va cosψ + ξx,0 + l1px),

ξ̇x,1 = −l2(Va cosψ + ξx,0 + l1px),

ξ̇y,0 = ξy,1 + l2py − l1(Va sinψ + ξy,0 + l1py),

ξ̇y,1 = −l2(Va sinψ + ξy,0 + l1py),

(24)

where ŵx,0 = ξx,0 + l1px, ŵy,0 = ξy,0 + l1py, ŵx,1 = ξx,1 +
l2px, ŵy,1 = ξy,1+l2py are the winds and their derivative estimates,
and l1, l2 are observer parameters to be designed. Following the
proposed estimation error quantification mechanism (12) and (13),
we denote ŵsat

x,0, ŵ
sat
y,0, ŵ

sat
x,1, ŵ

sat
y,1 and εsatx,0, ε

sat
y,0, ε

sat
x,1, ε

sat
y,1 as the

saturated estimates and proposed error bounds, respectively.

A. ISS-CLF-based path following controller design

Defining the path following errors as z1 = px − pcx, z2 =

Va cosψ − ∂pcx
∂θ θ2, z3 = py − pcy and z4 = Va sinψ − ∂pcy

∂θ θ2,
the tracking error dynamics is expressed as follows

ż1 = z2 + dx,

ż2 = −Va sinψuψ − ∂pcx
∂θ

uθ −
∂2pcx
∂θ2

θ22 + ḋx,

ż3 = z4 + dy,

ż4 = Va cosψuψ −
∂pcy
∂θ

uθ −
∂2pcy
∂θ2

θ22 + ḋy.

(25)

With the help of disturbance estimates, we define Ẑ = [z1, z2 +
ŵx,0, z3, z4 + ŵy,0]

T , then it is obtained that

˙̂Z = AẐ + F̂ + F ε +BGv, (26)
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Fig. 3: Path profiles of UAV under the baseline, the DRCBF and the robust path following controllers in the presence of wind disturbances.

with

A =


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 ,B =


0 0
1 0
0 0
0 1

 ,G =

[
−Va sinψ −∂pcx

∂θ

Va cosψ −∂pcy
∂θ

]
,

(27)
where v = [uψ, uθ]

T , F̂ = [0,−∂2pcx
∂θ2

θ22 + ŵx,1, 0,−
∂2pcx
∂θ2

θ22 +

ŵy,1]
T and F ε = [εx,0, l1εx,0, εy,0, l1εy,0]

T is the estimation error
vector.

Based on the works in [30], [35], we can define V = Ẑ
T
PẐ

as the ISS-CLF for error system (26), where the symmetric positive
definite matrix P can be determined by solving the Riccati equation
ATP +PA− 2PBBTP +Q = 0 with a positive definite matrix
Q. Then, the path following controller with disturbance estimates is
formulated as the following quadratic programming

argmin
v∈R2

1

2
vTv, Path following QP

s.t. ϕ0(Ẑ, ŵx, ŵy) + ϕ1(Ẑ)v +
1

ϵ
∥2ẐTP ∥2 ≤ −cV,

(28)
where ϕ0(Ẑ, ŵx, ŵy) = Ẑ

T
(ATP + PA)Ẑ + 2Ẑ

T
P F̂ and

ϕ1(Ẑ) = 2Ẑ
T
PBG, and ŵx = [ŵx,0, ŵx,1]

T , ŵy =

[ŵy,0, ŵy,1]
T .

B. Safety-critical path following controller design

In this scenario, the safety region is considered as −xb ≤ x ≤
xb and −yb ≤ y ≤ yb with xb = 230, yb = 40, and the
collision avoidance specifications are interpreted by the following
two pair sharing control barrier functions [6] as bx,1(px) = xb+px,
bx,2(px) = xb − px, by,1(py) = yb + py and by,2(py) = yb − py .
Based on the proposed DRCBF in (21) and the ISS-CLF-based
controller in (28), the proposed robust safety-critical path following
controller is formulated as the following QP problem

argmin
(v,δ)∈R2×R

1

2
vTv +

m

2
δ2, DRCBF Path Following

s.t. φ0
x,i(ψ, ŵ

sat
x ) +φ1

x,i(ψ)v − µx(ε
sat
x ) ≥ 0,

φ0
y,i(ψ, ŵ

sat
y ) +φ1

y,i(ψ)v − µy(ε
sat
y ) ≥ 0, i ∈ N1:2

ϕ0(Ẑ, ŵx, ŵy) + ϕ1(Ẑ)v +
1

ϵ
∥2ẐTP ∥2 ≤ −cV + δ,

(29)

with

φ0
x,1 =k1Va cosψ + k0bx,1 + k1ŵ

sat
x,0 + ŵsat

x,1,

φ0
x,2 =− k1Va cosψ + k0bx,2 − k1ŵ

sat
x,0 − ŵsat

x,1,

φ0
y,1 =k1Va sinψ + k0by,1 + k1ŵ

sat
y,0 + ŵsat

y,1,

φ0
y,2 =− k1Va sinψ + k0by,2 − k1ŵ

sat
y,0 − ŵsat

y,1,

µx =k1ε
sat
x,0 + εsatx,1 , µy = k1ε

sat
y,0 + εsaty,1,

(30)

where εsatx = [εsatx,0, εsatx,1]
T , εsaty = [εsaty,0, εsaty,1]

T , φ1
x,1 =

[−Va sinψ, 0], φ1
x,2 = −φ1

x,1, φ1
y,1 = [Va cosψ, 0], φ1

y,2 = φ1
y,1

and k0, k1 are parameters to be designed for the DRCBF.

C. Simulation results

The initial states of UAV are px(0) = −220m, py(0) = 0m,
ψ(0) = − π

60 rad, and the initial conditions of θ are θ(0) = π
16 ,

θ̇(0) = 0.1. The airspeed of UAV is Va = 15m/s. The external
winds dx and dy are set as dx = 3.5 cos(0.5t)m/s and dy =
6 cos(0.5t)m/s. The observer parameters are set as l1 = 100, l2 =
2400 and the bounds of external wind disturbances are assumed
as δx,0 = 4, δy,0 = 7, δx,1 = 3, δy,1 = 4.5 and δx,2 = 2,
δy,2 = 3. The disturbances are introduced to the system at the start
and removed once x(t) ≥ 0. The control parameters are selected
as Q = diag([4, 1, 1, 1]T), ϵ = 1, c = 5, m = 0.01 and
k0 = 16, k1 = 8.

In the following, to further exhibit its safety robustness against
unmatched disturbances and the feature of performance recovery, the
proposed controller is compared with the baseline CLF-CBF-based
controller without disturbance consideration proposed in [5] and the
robust CLF-CBF-based one using the conservative overapproximate
bounds of external disturbances proposed in [14]. The robust safety
controller with worst-case disturbances is designed as follows

argmin
(v,δ)∈R2×R

1

2
vTv +

m

2
δ2, Robust Path Following

s.t. φ̄0
x,i(ψ) +φ

1
x,i(ψ)v − ςx(ψ, δx,0, δx,1) ≥ 0,

φ̄0
y,i(ψ) +φ

1
y,i(ψ)v − ςy(ψ, δy,0, δy,1) ≥ 0, i ∈ N1:2

ψ0(Z) +ψ1(Z)v + |2ZTPF δ| ≤ −cV + δ,
(31)
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Fig. 4: Control input curves of UAV under DRCBF path following
controller: (a) control inputs uθ and uψ ; (b) slack variable δ.
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Fig. 5: Trajectories of CBFs under DRCBF path following controller:
(a) CBFs in X axis; (b) CBFs in Y axis.

with

φ̄0
x,1 =k1Va cosψ + k0bx,1, φ̄

0
x,2 = −k1Va cosψ + k0bx,2,

φ̄0
y,1 =k1Va sinψ + k0by,1, φ̄

0
y,2 = −k1Va sinψ + k0by,2,

ςx =k1δx,0 + δx,1, ςy = k1δy,0 + δy,1,

ψ0 =ZT (ATP + PA)Z + 2ZTPF ,
(32)

where Z = [z1, z2, z3, z4]
T , F = [0,−∂2pcx

∂θ2
θ22, 0,−

∂2pcx
∂θ2

θ22]
T ,

ψ1(Z) = 2ZTPBG and F δ = [δx,0, δx,1, δy,0, δy,1]
T .

The path following results under different controllers are shown in
Fig. 3, where we present the path following performances in the
horizontal plane with wind disturbances. It can be seen that the
baseline controller can not prevent UAV from crossing the safety
boundary when there exists external wind disturbances. It is worth
pointing out that the proposed approach achieves a strict safety
guarantee as well as the nominal control performance, regardless of
the presence of disturbances. In contrast, the robust approach results
in overly conservative safety performances as the UAV is approaching
the boundary due to the use of worst-case disturbances. In Fig. 4,
the trajectories of control inputs uψ , uθ and slack variable δ are
shown, where the slack variable keeps in a relatively small value
when there is no conflict between the safety and stability tasks. The
trajectories of bxi(px) and byi(py) presented in Fig. 5 indicate that
the safety specifications are achieved. Meanwhile, the disturbances
and their estimates are shown in Fig. 6, which demonstrates that the
proposed error quantification mechanism achieves accurate and less
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Fig. 6: Estimation error quantification performance of the wind
disturbances: (a) estimation errors of wx;(b) estimation errors of
wy;(c) estimation errors of ẇx;(d) estimation errors of ẇy .

conservative over-estimation performances.

V. CONCLUSIONS

In this paper, inspired by the collision avoidance path following
of UAV with wind disturbances, where the winds directly impact
the dynamics of CBF from the different channels of control input, a
disturbance observer-based DRCBF has been developed for a class
of nonlinear systems with unmatched disturbances. To achieve strict
safety specifications and satisfactory control performances under
unmatched disturbances, an optimisation-based control scheme has
been proposed based on the techniques of DRCBF and ISS-CLF.
It has been demonstrated via the path following of UAV that the
proposed method achieves the prescribed safety specification without
sacrificing the nominal control performances.

APPENDIX

Proof: We first consider the solution of the proposed optimisa-
tion program. The Lagrangian function of DRCBF QP is illustrated
as follows

L =
1

2
uTu+

m

2
δ2 + λ1[a1(x)u+ b1(x, d̂sat, . . . , d̂

(r−1)
sat ,

ϖ1, . . . ,ϖr)] + λ2[a2(x)u− δ + b2(x, d̂)],
(33)

where a1(x) = −φ1(x), b1(x, . . . , d̂
(r−1)
sat , . . . ,ϖr) =

−φ0(x, d̂sat, . . . , d̂
(r−1)
sat )+µr(x,ϖ1, . . . ,ϖr), a2(x) = ϕ1(x),

b2(x, d̂) = ϕ0(x, d̂)+
1
ϵ ∥

∂V (x)
∂x ∥2+ cV (x), and λi, i = {1, 2} are

scalar Lagrange multipliers. For brevity, the arguments of ai, bi, i ∈
N1:2 are omitted. By applying the Karush-Kuhn-Tucker (KKT)
condition in [36], the explicit control laws can be obtained under
four cases where different constraints are active.

Case 1: Both the safety and stability constraints are inactive (λ1 =
0, λ2 = 0). Then, the solution of the optimisation program is given
by

u = 0, δ = 0. (34)

The region in which the above solution applies is Ω1 :=

{(t,x, d̂, d̂sat, . . . , d̂
(r−1)
sat ) ∈ R+ × X × Rn × D̄r−1 : b1 ≤

0, b2 ≤ 0}.
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Case 2: Only the safety constraint is active (λ1 ≥ 0, λ2 = 0), and
the solution is given by

u = − b1
∥a1∥2

aT1 , δ = 0, (35)

where the solution applies is Ω2 := {(t,x, d̂, d̂sat, . . . , d̂
(r−1)
sat ) ∈

R+ ×X × Rn × D̄r−1 : b1 ≥ 0, b2 ≤ a2b1
∥a1∥2

aT1 }.
Case 3: Only the stability constraint is active, while the safety

constraint is inactive (λ1 = 0, λ2 ≥ 0). The relative optimal solution
is

u = − mb2
1 +m∥a2∥2

aT2 , δ =
b2

1 +m∥a2∥2
. (36)

The above solution holds in Ω3 := {(t,x, d̂, d̂sat, . . . , d̂
(r−1)
sat ) ∈

R+ ×X × Rn × D̄r−1 : b1 ≤ ma1b2
1+m∥a2∥2

aT2 , b2 ≥ 0}.
Case 4: Both the safety and stability constraints are active (λ1 ≥ 0,

λ2 ≥ 0), and we can obtain the following solution

u =
−[(∥a2∥2 + 1/m)b1 − a1aT2 b2]aT1 − (∥a1∥2b2 − a2aT1 b1)aT2

∥a1∥2(∥a2∥2 + 1/m)− ∥a1aT2 ∥2

δ =
∥a1∥2b2 − a2aT1 b1

m∥a1∥2(∥a2∥2 + 1/m)−m∥a1aT2 ∥2
,

(37)
where the solution applies is Ω4 := {(t,x, d̂, d̂sat, . . . , d̂

(r−1)
sat ) ∈

R+×X×Rn×D̄r−1 : b2 ≥ a2b1
∥a1∥2

aT1 , b1 ≥ a1b2
∥a2∥2+1/m

aT2 , b1 >

0, b2 > 0}.
It can be verified that the functions a0, a1, b1 and b2 are all

locally Lipschitz continuous functions x and continuous in t, since
the functions ϕ0+ 1

ϵ ∥
∂V (x)
∂x ∥2, ϕ1, αi, βu, γi and γ̃i are all locally

Lipschitz continuous in state x and continuous in t. Due to the fact
that βu(x) ̸= 0, then following a similar analysis proceed in [5],
[13], the proposed control law is locally Lipschitz continuous in x
and continuous in t. This completes the proof.
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