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ABSTRACT

Generative artificial intelligence (GenAl) tools, such as large language models (LLMs), generate
natural language and other types of content to perform a wide range of tasks. This represents a
significant technological advancement that poses opportunities and challenges to educational
research and practice. This commentary brings together contributions from nine experts
working in the intersection of learning and technology and presents critical reflections on the
opportunities, challenges, and implications related to GenAl technologies in the context of
education. In the commentary, it is acknowledged that GenAl's capabilities can enhance some
teaching and learning practices, such as learning design, regulation of learning, automated
content, feedback, and assessment. Nevertheless, we also highlight its limitations, potential
disruptions, ethical consequences, and potential misuses. The identified avenues for further
research include the development of new insights into the roles human experts can play, strong
and continuous evidence, human-centric design of technology, necessary policy, and support
and competence mechanisms. Overall, we concur with the general skeptical optimism about
the use of GenAl tools such as LLMs in education. Moreover, we highlight the danger of hastily
adopting GenAl tools in education without deep consideration of the efficacy, ecosystem-level
implications, ethics, and pedagogical soundness of such practices.
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1. Introduction

In recent years, generative Al (GenAl) has emerged as
one of the fastest technology take-ups in human history.
Largely driven by large language models (LLMs), GenAl
tools have become the talk of every school, every tea-
cher, and every learning-related scientific venue, posi-
tioning GenAl in the epicentre of today’s research,
policy, and practice. As technology advances, educators
are attempting to identify opportunities to help students
learn in new ways, as well as determining the impact of
GenAl tools on life, learning, and work. Today, there is
a lack of consensus on whether and, if so, how GenAI
should be used to support teaching and learning.

In most of the published works thus far (e.g. Bhan-
dari, Liu, and Pardos 2023; Nguyen et al. 2023) the
efficacy of GenAl tools was promising, but always
accompanied by several limitations, shortcomings, and
ethical implications (Hamilton, Wiliam, and Hattie
2023). Therefore, though there is no doubt that GenAl

will have both positive and adverse impacts on edu-
cation in the coming years, further work is needed to
understand its opportunities and challenges, as well as
the ways it will affect contemporary practices in terms
of assessment, course creation, learning design, learning
objectives, and so on. With this background, we seek to
shed light on the two following research questions:

RQ1) What are the opportunities, challenges, and
implications related to GenAlI technologies, in the con-
text of learning technologies and education?

RQ2) What are the most important research topics
related to GenAlI technologies, in the context of learn-
ing technologies and education?

To do this, we call on nine experts who work in the
intersection of learning and technology (learning tech-
nology) research from eight leading learning technology
units across five countries to share their views and
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provide critical reflections on the opportunities, chal-
lenges, and implications related to GenAl technologies,
in the context of learning technologies and education.
GenAl refers to deep-learning models that can generate
content beyond just textual data, including images,
videos, and even music. In parts of this commentary,
we focus on LLM technology and even on specific
LLM tools; this is done due to their wide adoption by
educators and the existence of early research on LLMs
and specific tools. We employ purposeful use of termi-
nology' while considering the overarching capabilities
of GenAl and keeping the discussion inclusive of con-
tent beyond text. In essence, the main objective of this
commentary is to draw on learning technology experts’
experience and provide a summary and synthesis of
their insights, discuss the major challenges and opportu-
nities, and provide an agenda for future research in the
area of GenAlL

The paper is organised as follows: In Section 2, we
provide a short overview of recent developments in
the intersection of artificial intelligence (AI) and
human learning. In Section 3, we list the individual per-
spectives of learning technology experts with different
focus areas, such as learning design (LD), self-regulated
learning (SRL), feedback generation, necessary capabili-
ties, and necessary skills, as well as domain areas such as
math and computing education. In Section 4, based on
these contributions, we provide a synthesis and a short
concluding thought on the potential of GenAl to
advance learning technology research and practice, as
well as directions for future research.

2. Al and human learning

Since the debut of Al in education (AIED) more than
three decades ago (McCalla 2023), various Al
approaches have been considered to foster innovative
teaching and learning practices, presenting opportu-
nities that would have otherwise been impossible to
materialise. Al equips systems with reasoning, allowing
them to learn from experience, adjust to new inputs, and
perform human-like tasks. Similar to other application
areas of Al, during the first years the focus of AI was
mainly on using labelled (supervised learning) and
unlabelled (unsupervised learning) data to identify pat-
terns and make predictions (Duan, Edwards, and Dwi-
vedi 2019). Traditional AI algorithms, such as decision
trees, random forests, support vector machines, and k-
means clustering, provided useful but limited capabili-
ties (Duan, Edwards, and Dwivedi 2019). Nowadays,
in the AIED literature, one can find different techniques,
such as natural language processing (NLP), neural net-
works (NNs), machine learning (ML), deep learning,

and genetic algorithms (Ouyang and Jiao 2021). Tech-
niques that power contemporary learning technologies
with Al capabilities in different ways — such as intelli-
gent tutors, adaptive learning analytics and interfaces,
and automated content generation and feedback - and
ultimately support teaching and learning in various edu-
cational arenas (e.g. Gobert 2023; Neumann et al. 2021).

In recent years, Al has significantly impacted the way
humans learn and the way the respective institutions
operate (Bond et al. 2024). In particular, GenAl tools
can automatically generate outputs such as text and
images and synthesise speech and audio, as well as cre-
ate original video content and generate datasets, which
requires large training datasets, NNs, and deep learning
architectures (Nirala, Singh, and Purani 2022). Largely
driven by LLMs that use deep NN models to effectively
analyze complex linguistic structures, GenAl is cur-
rently at the epicentre of policy and research. In this
context, a major milestone came in November 2022,
when OpenAl introduced a chatbot called ChatGPT
(generative pre-trained transformer). ChatGPT is a gen-
erative conversational Al interface that uses natural
language to interact in a realistic way and even answers
follow-up questions; it admits ‘its mistakes, challenges
incorrect premises, and rejects inappropriate requests’
(OpenAI 2023). Although the goal of ChatGPT is to
mimic human conversation and provide requested
information, its capabilities extend to teaching and
learning practices, such as solving exercises, creating
essays, stories, poems, or acting like anything within
its capability. Following ChatGPT’s inception, various
GenAl tools (particularly LLMs similar to ChatGPT)
were either initiated or advanced and reached good
efficacy (e.g. BERT and GitHub Copilot).

With the rise of GenAl applications such as ChatGPT
and GitHub Copilot, the use of Al-enabled systems in
teaching and learning has gained increased interest.
Especially the use of ChatGPT is exhibiting peak interest
in education, with almost every educational institute
having developed its own policy concerning its use.
Some countries have developed ‘sandboxes’ that allow
public and private organisations to try out LLMs in a
risk-free manner?; they have also developed their own
versions of LLMs that better support some languages
or address potential privacy and security concerns.’
Moreover, UNESCO has published a report on GenAl
in education (Miao and Holmes 2023), and the UK
Department for Education (2023) and the Council of
Europe” have outlined position statements indicating
guidelines and the need for regulation. Companies
such as MagicSchool and Eduaide have developed stu-
dent and teacher assistants based on OpenAI's LLM
technology, whereas others such as Turnitin have



developed plagiarism detection tools for LLMs. In the
past months, LLM studies have indicated promising
areas of use, such as generating help messages and feed-
back (Nguyen et al. 2023), as well as questions in math
(Bhandari, Liu, and Pardos 2023), including help-seek-
ing and code improvement in programming education
(Prather et al. 2023). Recently, textbooks have featured
the use of GenAl (GitHub Copilot and ChatGPT) in
teaching and learning programming (Porter and Zin-
garo 2024).

3. Perspectives from leading experts in
learning technologies

In accordance with previous expert viewpoints on a
diverse range of topics, such as the Metaverse (Dwivedi
et al. 2022) and the future HCI grand challenges (Ste-
phanidis et al. 2019), to mention a few, we examine
the critical perspectives on the impact and challenges
of GenAl on teaching and learning. Given the nature
of this contribution (a commentary), we did not employ
any strict protocol in synthesising the contributions.
However, we adopt well-established processes devel-
oped for the Horizon reports’ and Innovative Peda-
gogy.6 In particular, to produce this contribution, a
group of experts from eight institutions and five
countries collaborated together from September 2023
to February 2024 via digital tools, meet-ups, and review
processes. A long list of potential AI impacts on learning
technology research and practice that has the potential
to provoke major shifts in learning technology was dis-
cussed. Subsequently, individual authors and groups of
authors worked on a range of contributions to share
their views and provided critical reflections on these
topics. These contributions were subsequently reviewed
by other group members, then revised and further fine-
tuned. Finally, the prospects and implications section
was written by the first author (who went through all
the contributions and wrote memos, from which they
abstracted the high-level themes) and subsequently
fine-tuned by various iteration cycles until no more
comments or additions emerged from the contributing
authors.

The full list of experts and their individual contri-
butions are listed in Table 1. In particular, the contribu-
tors to this commentary include Michail Giannakos
(NTNU, Norway), Roger Azevedo (UCF, USA), Peter
Brusilovsky (Pitt, USA), Mutlu Cukurova (UCL, UK),
Yannis Dimitriadis (UVA, Spain), Davinia Hernan-
dez-Leo (UPF, Spain), Sanna Jérveld (U Oulu, Finland),
Manolis Mavrikis (UCL, UK) and Bart Rienties (IET
Open, UK). All authors are senior professors with
more than 10 years of experience in the intersection of
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Table 1. Individual contributions.
Contribution Title

Author(s)

Michail Giannakos

Contribution 1: LLMs: Upskilling, reskilling,
or degrading human learning?

Contribution 2: The metacognitive and
SRL/SSRL issues with conversational GenAl
in education

Contribution 3: LLMs for computer science
education: Early success and recognised
challenges

Contribution 4: Automatic content creation
and learning design

Contribution 5: A human-centred
perspective to GenAl and analytics layers
in Learning Design

Contribution 6: The use of LLMs in learning
diagnosis and feedback content
generation

Contribution 7: Leveraging AIED
foundations in the age of GenAl: The case
of mathematics education

Roger Azevedo and Sanna
Jarveld

Peter Brusilovsky

Bart Rienties

Davinia Hernandez-Leo and
Yannis Dimitriadis

Mutlu Cukurova

Manolis Mavrikis

learning and technology, holding positions in promi-
nent institutes and serving (or having served) as mem-
bers of top-tiered relevant journals. The experts were
selected based on their relevant expertise to account
for important learning-related topics such as learning
design, collaborative learning, metacognition, assess-
ment, self-regulated learning; technology-related topics
such as personalised learning, user\learner modelling,
intelligent tutoring systems, recommender systems,
and intelligent interfaces; as well as interdisciplinary
topics such as Al literacy, ethics of Al in education,
and hybrid intelligence and instruction. Although we
did not intend, nor claim to have a complete coverage
of topics, the lineup of experts accounts for a certain
degree of plurality, representing several of the crucial
domains in the intersection of learning and technology.
The biographies of each contributor are included in the
appendix of the commentary.

3.1. Contribution 1: LLMs: upskilling, reskilling,
or degrading human learning? by Michail
Giannakos

3.1.1. Summary

LLMs is capable of generating human-like text based on
context, prompts, and past conversations. Although
such technology has been around for several years, it
has only rapidly grown in the past months and become
widely adopted. Despite the fact that several national
and international institutes have already devised differ-
ent policies for the use of LLM technology, its role in
future learning technologies (and the education land-
scape) remains a topic of discussion and contention.
Current discussion papers and early research papers
acknowledge LLMs’ capabilities to enhance teaching



4 M. GIANNAKOS ET AL.

and learning, suggesting that it is likely to offer signifi-
cant gains in education. To accelerate the current
research debate and support the future research agenda,
this contribution offers four provocations that depict
certain future research challenges. First, the skills
required in the world will likely look different. Second,
LLM-like technology will impact current teaching and
instruction practices. Third, contemporary and future
learning technologies must embrace LLMs’ capabilities
if they wish to stay relevant. Fourth, as with any techno-
logical advancement, LLMs will be misused, and certain
restrictions or legislations will be needed.

3.1.2. Introduction

LLM technologies, such as ChatGPT, have become the
talk of every educational arena. It allows teachers and
learners to ‘ask anything,’ and ‘it may have a good
answer’ — in fact, in most cases, it does. LLMs have
already managed to disrupt several teaching and learn-
ing practices, and a volume of early studies and media
outlets have reported the advantages and best practices
of LLMs in education (Baidoo-Anu and Owusu Ansah
2023; Kasneci et al. 2023).

Although it is not a surprise that something like this
could have happened, the speed at which it has occurred
has caught most of us off guard. Technology is, by
definition, disruptive. It enables scientific knowledge
to support the achievement of practical goals of
human life, but, as a byproduct, it also reshapes activi-
ties and behaviours, and thus it must be regulated.
When it comes to education, technology has offered sev-
eral opportunities and disrupted our practice several
times in the past. In the 1960s, electrical engineering
students used a mechanical device called a slide rule
to do their calculations. Slide rules allowed them to do
multiplication, find squares and square roots, and con-
duct other calculations needed for their domain. By the
1970s, the introduction of electronic calculators made
slide rules obsolete. This development resulted in res-
killing (i.e. learning a new skill: how to use a calculator)
and upskilling (i.e. expanding their existing skill set),
and it even contributed to the degradation of certain
electrical engineering skills (e.g. how to use a slide
rule). The slide rule was heavily used for nearly 400
years and was the most commonly used calculation
tool in science and engineering. More recent examples
include the use of physical libraries to access research
papers and other information, or the use of books for
finding examples and solutions for certain exercises.
This required going to different university buildings,
lending different books and magazines, and making
notes and copies. Today, most of these books and
articles are readily available on the internet, and services

such as StackOverflow allow students to find a greater
range of information that has more plurality and is
more up-to-date. All in all, these advancements have
differentiated the development of students and scien-
tists. The skills of finding and having a collection of rel-
evant books and articles are no longer needed, and new
skills such as managing large volumes of information
and critical thinking have emerged.

3.1.3. Provocations

Along the same lines, due to LLMs, skills reorganis-
ation will permeate various spheres of education. For
instance, the rise of LLMs has direct effects on assess-
ment and examination, making certain types of assess-
ment obsolete. In recent months, teachers have been
discussing whether and how they can either use or
restrict LLMs, whereas some universities (and
countries) have already banned them over fears of stu-
dent plagiarism. This is because some contemporary
practices (e.g. assessment practices and assignments)
fail to safeguard the principles of our academic integ-
rity (e.g. students might pass assignments and courses
without obtaining the necessary competence). Indeed,
this is a great opportunity for the learning technology
community to intensify its efforts and help society
embrace LLM technologies. Instead of using them as
‘systems that hinder or avoid human learning’ (e.g.
just copying a solution without understanding it), we
should use them as ‘systems that help humans learn
important skills’ (e.g. as a readily available personal
tutor). To support this line of work, I offer a number
of provocations (P) that depict certain research
directions.

P1: The skills required in a world powered by LLM
technologies will be different.

The disruption caused by technologies challenges
established assumptions about the skills required in
society and the way domains function. For instance,
LLMs can be fine-tuned on a specific domain to assist
learners. We have already seen examples in the software
industry where developers are writing and testing their
code alongside LLM technologies (Deng et al. 2023).
Such a shift has the potential to increase efficiency,
but it also requires different skills from professionals
(e.g. the ability to formulate effective prompts and
train an LLM using reliable data sources).

P2: Teaching and instruction will be impacted by
LLMs and will require a transition to stay relevant.

Several teaching tasks can be performed by LLMs
(Sabzalieva and Valentini 2023), and it is inevitable
that, in the near future, more teaching tasks will be
‘mastered” by LLMs. Today, we see LLM-like technol-
ogies that automatically generate math word problems



(Wang, Lan, and Baraniuk 2021), which comes with the
challenge of understanding equations and putting them
into the appropriate context. Teaching and instruction
should embrace LLMs in human - machine hybrid
instruction; this will allow teachers to leverage LLMs
to deliver high-quality teaching tasks, which, in turn,
will free time for them to nurture learners’ critical think-
ing (or do other tasks that LLMs perform poorly).

P3: Contemporary learning technologies will be chal-
lenged by LLMs, and embracing LLM capabilities will be
critical for learning technologies to stay relevant.

LLM technology can provide novel support to stu-
dents. For instance, in the context of programming edu-
cation, LLM-like technologies are efficient in producing
content, solutions to assignments, and automated code
explanations (Sarsa et al. 2022). At the same time,
Prather et al. (2023) highlighted numerous challenges
in utilising LLMs in computing education, ranging
from reliable to responsible and ethical integration.
Thus, future learning technologies are likely to provide
LLM capabilities as a widget or different service; for
instance, LLMs can act as round-the-clock support for
students, playing different roles such as a personal
tutor, a study buddy, or an assessor. It is important
that this enhancement is implemented in ways that fol-
low our values and reliably augment the learning experi-
ence; this is likely to both support learners but will also
allow teachers to better allocate their teaching resources.
As with any other AI technology, this will require
proper integration with existing systems and processes,
which comes with different challenges (e.g. technical
issues, data privacy, and ethics).

P4: We need to be ready that LLMs will be misused in
the field of education.

Learning interactions and routines will clearly
change, perhaps even more so than they did with the
rise of social media and search technology such as Goo-
gle. These changes will result in certain disruptions, and
it is up to us to clearly understand and align them with
our values and goals as a society where education plays a
very important and responsible role in the development
of civilisation. Understanding how the new reality of
education will look and what skills will be needed will
allow us to develop proper policies, frameworks, and
competence opportunities. Thus, as LLM technology is
established and our understanding and expertise grow,
there will be a gradual leaning toward strategic embedd-
edness, which, in turn, will contribute toward strategic,
efficient, and sustainable adoption.

Based on these provocations, I suggest that ‘we,” as
relevant and responsible researchers, need to go to
work. After all, this is what we have always wanted in
the learning technology field. Learning technology has
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the potential to greatly advance human learning, offer-
ing a great opportunity and responsibility for research
and for society at large.

3.2. Contribution 2: the metacognitive and SRL/
SSRL issues with conversational GenAl in
education by Roger Azevedo and Sanna Jdrveld

The presence of Al is growing in all areas of life, and it
plays an increasingly important role in both students’
learning and their future work lives. We believe that
learners themselves should be active participants when
learning and working with Al, and, to do this, they
must develop their SRL skills to monitor and control
their own learning. SRL is an agentic process where lear-
ners strategically take control of their learning engage-
ment and situations through active, dynamic, and
temporally unfolding cycles of planning, performance,
and reflection (Azevedo et al. 2022; Winne 2018).
Socially shared regulation in learning (SSRL) extends
individual SRL to group-level regulatory processes and
refers to a group’s deliberate, strategic, and transactive
planning, as well as task enactment, reflection, and
adaptation. It involves groups taking metacognitive
control of the task together through negotiated, iterative
fine-tuning of cognitive, behavioural, motivational, and
emotional conditions as needed (Jarveld et al. 2021). We
argue the potential of GenAl to empower learners’ SRL
and SSRL processes in new ways and support the devel-
opment of novel theoretical and empirical grounds.

Although GenAlI presents opportunities in concep-
tual, theoretical, methodological, analytical, and
educational issues, our interdisciplinary research com-
munity must still face various challenges (Azevedo
and Wiedbusch 2023; Jarveld, Nguyen, and Hadwin
2023). The problem is that, despite the well-documented
benefits of SRL knowledge and skills (Winne and Aze-
vedo 2022) and the numerous opportunities students
have in education to acquire, learn, and practice them,
SRL knowledge and skills remain underdeveloped
(Kistner et al. 2010). We believe that SRL/SSRL the-
ory-guided AI development and adaptive learning
technology design can use learning process data and
AT algorithms to empower the agency of learners and
teachers in terms of agency (Taub and Azevedo 2023).
Although GenAl tools do not have any conceptual
knowledge or conscious understanding, it is critical to
create theory-grounded interventions in this new tech-
nology space. Below, we share some examples of how
theoretically based and empirically driven approaches
to GenAl can be used to trigger, induce, support, and
foster both SRL and SSRL.
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GenAl has emerged as a powerful educational tool,
significantly influencing SRL through various mechan-
isms. One notable example is personalised learning
pathways, where Al algorithms analyze individual lear-
ner data to generate tailored educational content (Tan-
kelevitch et al. 2023). By adapting to a student’s pace,
engagement, interests, and self-regulatory behaviours,
GenAl can promote autonomy, allowing learners to
take control of their learning, especially if they are
capable of verbally expressing their self-regulatory
needs using NLP while interacting with advanced learn-
ing technologies (e.g. game-based simulation). Further-
more, Al-driven feedback systems play a crucial role in
measuring and enhancing self-regulation, especially
when utilising and fusing multimodal trace data,
which can provide more accurate student models of
learners’ SRL knowledge and skills and real-time assess-
ments, thereby highlighting strengths and weaknesses
and enabling learners to reflect on their performance
and adjust their strategies accordingly.

Moreover, GenAl contributes to creating immersive
and interactive learning environments. AI-powered vir-
tual simulations can offer dynamic scenarios that chal-
lenge learners and promote problem-solving skills,
learning, and reasoning while building their SRL knowl-
edge and skills. These simulations engage students and
provide a safe space for experimentation and learning
from mistakes. For example, they are ideal for learners
to experiment with their SRL knowledge and skills
that are (1) prompted by an external agent (e.g. a con-
versational agent), (2) acquired but not fully automated
and thus require more guided practice with scaffolding,
and (3) fully automated but require consideration of
how to apply the SRL knowledge and skills to other
similar tasks, domains, and contexts (i.e. developing
their metacognitive conditional knowledge), as well as
skills that (4) rely on GenAI's meta-reasoning skills to
propose different methods and approaches to learning,
problem solving, and reasoning. In summary, GenAl
has become a cornerstone in learning technology, pro-
viding multifaceted support for SRL through personal-
ised content delivery, real-time feedback, immersive
simulations, collaborative platforms, and the cultivation
of cognitive, metacognitive, affective, and motivational
skills.

As collaborative interactions are mediated by tech-
nology in increasingly enriched ways (e.g. enabling lear-
ners to utilise movement, gesture, and gaze to support
learning when co-located within virtual learning
environments), additional data are available from colla-
borative learning interactions. Recently, researchers
have recognised the potential of gathering and analyzing
multimodal  multichannel trace data  during

collaborative interactions and computer-supported col-
laborative learning (CSCL) processes to investigate cog-
nitive, affective, metacognitive, motivational, and social
processes within and across individuals (e.g. Malmberg
et al. 2022). These data include eye movements (e.g.
attentional allocation to relevant contextual cues), lear-
ner system logs (e.g. sequence of learners’ interactions
with a game-based simulation), screen recordings (e.g.
showing the dynamics between learners and a game-
based simulation), video and audio (e.g. at various scales
showing individual learner contributions and dynamics
between collaborating learners), discourse (e.g. illustrat-
ing timing, sequence, and dynamics of self - and co-
regulated learning processes), and physiological data
(e.g. electrodermal activity and heart rate showing phys-
iological reactivity to pertinent aspects of collaborative
learning contexts). These data increase our understand-
ing of the nature, dynamics, timing, triggers, and dur-
ation of ‘unobservable’ shared phenomena, such as the
role of affect and emotions, social — emotional inter-
actions, metacognitive level processes, and SSRL in col-
laborative learning. These data not only increase
researchers’ understanding of SSRL processes, but they
can also be represented to augment and empower
peers, learners, teachers, and Al agents to increase
their awareness, monitoring, regulation, and reflection
of SRL and SSRL.

For example, in the context of CSCL, multimodal
analytics generated from real-time (or near real-time)
multimodal data can be presented to peers as actionable
data, based on which one can make decisions about
one’s self-regulatory behaviour (Azevedo and Wied-
busch 2023). Similarly, during CSCL with an immersive
virtual learning environment, open learner models
(OLMs) can be presented as part of the system’s inter-
face that shows learners the system’s beliefs about
their SSRL processes and offers them opportunities to
negotiate its beliefs about their SSRL processes (Bull
et al. 2022). In addition, during collaborative learning
with an intelligent tutoring system, multimodal data
can be used to control the behaviour of conversational
agents and, with advances in NLP, allow learners to
naturally ask them about their perceptions of one’s
metacognitive skills or efficacy in regulating other
team members (Jarveld et al. 2024). Conversational
agents can now become AI team members who can
share the cognitive load, monitor emerging SRL and
SSRL in the team, provide individualised and team
scaffolding to ensure productive collaboration, and,
depending on the CSCL or collaborative learning con-
text, generate new problems, cases, and scenario,
based on an amalgamation of each individual’s SRL
and the team’s SSRL to accommodate challenges and



accelerate development, learning, problem solving, or
reasoning within an individual and across the group.

Recent progress in advancing SRL research with Al
will contribute to theory-guided GenAlI design. In par-
ticular, multimodal data can be used to understand
core human learning mechanisms, improve human -
machine collaboration, and contribute toward the
development of effective hybrid intelligence systems
(Akata et al. 2020) that augment rather than replace
human intelligence - systems that leverage our
strengths and compensate for our weaknesses. Consid-
ering the rate at which Al is evolving, the SRL field is
an active participant due to its strong understanding
of learners’ agency, leveraging current theories and
developing new concepts to bring AI to SRL/SSRL
research. Currently, the field has much to learn in
terms of understanding AI and the power of GenAl
beyond just using it ‘as a new technological tool’ but
one that offers new research and learning opportunities
for researchers, learners, and teachers.

3.3. Contribution 3: LLMs for computer science
education: early success and recognised
challenges by Peter Brusilovsky

Computer science education (CSEd) could be con-
sidered as a special domain for the educational appli-
cation of LLMs. Indeed, an important step in the
current LLM revolution was Open AI Codex, the LLM
that powered GitHub Copilot between 2021 and 2023.
Open Al Codex originated from text-trained GPT-3
and was additionally trained on 159 gigabytes of Python
code from 54 million GitHub repositories. With this
training, GitHub Copilot demonstrated a remarkable
ability to produce code to solve simple programming
problems in response to a problem statement (Chen
et al. 2021). Needless to say, this functionality was
immediately noticed by the instructors of programming
courses and researchers in CSEd (Finnie-Ansley et al.
2022). Whereas the former group was mostly concerned
with the disruption that the increased use of GitHub
Copilot by students introduced to the traditional learn-
ing process, the latter team considered it an exciting
opportunity to improve teaching and learning in com-
puter science courses and began exploring it. By the
end of 2022, when the release of ChatGPT opened
access to LLMs to a much larger community, CSEd
researchers had already accumulated experience with
the use of LLMs in education. ChatGPT, powered by
GPT 3.5 model, retained its code-trained component
and helped to engage a broader cohort of CSEd
researchers, who leveraged the work of pioneers and
produced a range of interesting new results. This early
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start and the code-enriched nature of modern LLMs
made the CSEd domain unique among other domains
exploring the use of LLMs in education and facilitated
the collection of many interesting results. In this
sense, a brief analysis of successes and challenges col-
lected in this area could offer a ‘glimpse into the future,’
demonstrating opportunities and challenges that have
not yet been uncovered or encountered by other
domains.

Early research on the use of LLMs in CSEd focused
on testing the ‘declared’ capability of LLMs, (ie. the
ability to generate a programme in response to problem
specification in natural language). In contrast to LLM
researchers who tend to demonstrate the power of
their models (e.g. Codex or AlphaCode) by testing
how well their models can solve competition-level pro-
gramming problems (Chen et al. 2021; Li et al. 2022),
CSEd researchers began their exploration by checking
how well LLMs could solve programming problems
that are typically used as assignments and tests in pro-
gramming courses (Finnie-Ansley et al. 2022; Finnie-
Ansley et al. 2023; Nguyen and Nadi 2022). The results
demonstrated that Codex is not a perfect problem sol-
ver; however, it outperforms the majority of students
in solving typical course problems, produces reasonably
understandable code, and can generate more than one
correct solution for the same problem. For practitioners,
these results were important to recognise that LLMs are
likely to affect the integrity of traditional educational
process, where teaching and testing are focused on sol-
ving small programming problems. For CSEd research-
ers, this was a clear call for innovation, both in
rethinking the approach to teaching programming and
producing a new generation of learning tools to support
students.

Assessing how LLMs can solve typical educational
problems is a natural ‘testing the waters’ stage in explor-
ing the educational use of LLMs in many domains, but,
in itself, the ability to solve a problem for students has
relatively low educational value. Although researchers
argued that this ability is still valuable, as it could be
used to generate model solutions or demonstrate differ-
ent ways to solve the same problem (Becker et al. 2023),
an ideal learning support tool should assist students
rather than replace them in the problem-solving pro-
cess. Considering traditional intelligent tutoring sys-
tems as a ‘proper’ example of problem-solving
support, we might expect that LLMs could provide simi-
lar levels of support, for example, diagnose errors in the
middle of problem solving, provide several types of
hints (i.e. explain what is wrong with the current sol-
ution or how to fix the current problem), and suggest
a path to solving the problem.
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In the context of solving a programming problem,
these kinds of assistance are most needed when students
are at an ‘impasse’ during problem-solving when they
get stuck and do not know what to do next. Most fre-
quently, this happens with student programmes either
produce compilation errors or work incorrectly (as
determined by a set of tests). In this situation, students
usually seek help from instructors, teaching assistants,
or friends, which takes time and breaks the process.
As several research teams have demonstrated just within
one year (2023), LLMs can handle this ‘impasse’ surpris-
ingly well by delivering several types of support. Hellas
et al. (2023) specifically explored how well Codex and
ChatGPT can answer real help requests from students
and demonstrated that prompting LLMs with a combi-
nation of problem statement, current state of the code,
and text of the request could produce useful answers
in the majority of cases, identifying at least one issue
in 70% of cases for Codex and 90% for ChatGPT. In a
similar work, Kiesler, Lohr, and Keuning (2023)
attempted to classify the types of help that ChatGPT
can provide in response to a simple prompt (“What’s
wrong with my code?’), followed by the code of the stu-
dent’s submission. They reported a range of helpful
feedback, such as stylistic suggestions, explanations of
how to fix the error, an explanation of the error, and a
code with its fix.

Several research teams have explored LLMs’ ability to
provide specific kinds of help from this list and beyond,
such as explaining compiler error messages that stu-
dents frequently fail to understand (Leinonen et al.
2023; Santos, Prasad, and Becker 2023) or ‘repair’
bugs in the current student solution (Koutcheme et al.
2023; Phung et al. 2023). Researchers have also demon-
strated that the performance of LLM is constantly
increasing (Santos, Prasad, and Becker 2023) and that
GPT4 could provide a better and more reliable expla-
nation of compiler errors than Codex (Leinonen et al.
2023). The early results cited above were obtained
using datasets of past student code submissions and
the quality of LLM-generated help was assessed manu-
ally by the research teams, but Pankiewicz and Baker
(2023) reported results of using ChatGPT to produce
‘impasse’ feedback for student code in a semester-long
classroom study. They demonstrated that the majority
of LLM hints were positively assessed by students and
that the presence of hints considerably increased the
likelihood of students completing assignments without
human help. We hope that more classroom studies
will follow next year, bringing more reliable data
about the value of LLM in the learning process.

Finally, CSEd researchers have explored the opportu-
nity to use the power of LLMs to automatically create

learning content. Naturally, some of this work followed
a broader stream of work on using LLMs to generate
educational questions (Bulathwela, Muse, and Yilmaz
2023; Tran et al. 2023; Wang et al. 2022). More interest-
ing, however, are the attempts to use the code-under-
standing power of LLM to generate more complex
content, such as programming exercises and code expla-
nations (Oli et al. 2023; Sarsa et al. 2022). In particular,
following early promising results, several teams
attempted to leverage LLMs’ code explanation ability
to produce working code examples, that is, examples
of programming problem solutions augmented with
code explanations (Hassany et al. 2023; Jury et al
2024; MacNeil et al. 2023).

The current research on LLMs in CSEd has revealed
an important issue related to LLM performance. A com-
parison with other domain results shows that this issue
is domain independent, and it is useful to discuss this in
the context of this paper. First, in all tasks performed by
LLM in the CSEd context, their performance was not
perfect. Even on the tasks for which LLMs are trained
(i.e. code generation in response to a problem state-
ment), they can fail to solve some problems and even
solve some incorrectly. According to an early study by
Nguyen and Nadi (2022), correctness rates for GitHub
Copilot-generated problem solutions were between
27% and 57% across four languages. A study assessing
Codex performance in generating explanations of
error messages (Leinonen et al. 2023) demonstrated
that LLMs could provide an explanation for 84% of
the provided programmes and error messages, with a
correctness rate of 57%. A study using LLMs for pro-
gramming problem generation (Sarsa et al. 2022)
reported that only 75% of generated problems were sen-
sible. Among LLM answers to student help requests
(Hellas et al. 2023), 48% reported issues that did not
actually exist in the student’s code. For tasks such as
code explanation generation, success and correctness
rates might be higher, and newer models tend to per-
form better than older models (i.e. Codex vs. GPT 3.5
vs. GPT 4) on most types of tasks (Savelka et al.
2023). Yet, LLMs are still not perfect, and this is an
important limitation in an educational context. In the
original context for which LLMs were designed (i.e.
working with professional programmers, which GitHub
Copilot was designed for) this is not a serious problem.
Professionals can tolerate the lack of an answer and
know how to assess its correctness if it is delivered. In
contrast, students (who are domain novices) frequently
cannot assess the correctness and quality of code, expla-
nations, and other artifacts generated by LLMs.

This problem could be addressed in two complemen-
tary ways. First, as already argued by several authors



(e.g. Becker et al. 2023; Finnie-Ansley et al. 2022), the
traditional CSEd focus on problem solving should be
complemented by increased attention to code compre-
hension and interpretation. It should better equip
LLM-assisted students to assess the correctness and rel-
evance of both code suggestions and explanations gen-
erated by LLMs. In the area of AIED, the importance
of this ‘answer interpretation’ knowledge has been
long advocated by Ohlsson and Mitrovic, and the ability
to assess this knowledge has been implemented in sev-
eral domains through episodic learner modelling
(Mitrovic and Ohlsson 1999; Ohlsson 1992).

Second, to prevent potential harm, the developers of
LLM-based learning tools should strive to ensure high
quality of generated artifacts and avoid using tools
whose quality cannot assured. The quality assurance
approaches could depend on the nature of the generated
artifacts. For example, the correctness of ‘exemplary
code solutions’ suggested by Finnie-Ansley et al. (2022)
could be assured by their performance on tests. The cor-
rectness of learning content generated by LLM (i.e. pro-
gramming problems, explained examples) could be
assured by engaging human — Al collaboration where gen-
erated content could be checked and improved by human
authors (Hassany et al. 2023). Assuring the correctness of
dynamic feedback generated by LLM in assisting the stu-
dent in problem solving is the most challenging case, as
direct engagement of ‘humans in the loop’ is not feasible
here. An interesting idea is to use LLM itself in ‘reverse’
mode to validate dynamic error explanations, which was
explored in the PyFiXV system by Phung et al. (2023).

3.4. Contribution 4: automatic content creation
and learning design by Bart Rienties

With the recent advancements of GenAl, one obvious
area in which to rapidly implement its affordances is
automatic content creation and LD (Balaban, Rienties,
and Winne 2023; Kasneci et al. 2023; Yan et al. 2023).
Most learning courses consist of substantial amounts
of written texts, digital artifacts, and different learning
materials. Various recent estimates from big data studies
on how educators design learning activities have
suggested that typically between 40% and 90% of
blended and online teaching and learning activities con-
sist primarily of written artifacts (e.g. Albuquerque,
Rienties, and Divjak 2024; Rizvi et al. 2022; Toetenel
and Rienties 2016). For example, an analysis of 12,749
teaching and learning activities designed by 165 educa-
tors from 40 + institutions via an LD tool called Balanced
Learning Design (Albuquerque, Rienties, and Divjak
2024) indicated that 55% of designed activities were pri-
marily online content or assessment activities. In an
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analysis of 10 MOOCs by Rizvi et al. (2022), 52% of
learning materials and activities were classified as written
articles, 22% as videos, and 7% as (written) quizzes.

GenAl tools such as ChatGPT can read, (re-)design,
and (re-)create these learning materials and activities
(Kasneci et al. 2023; Yan et al. 2023). In the commercial
sector and among some large-scale providers of online
learning platforms, rapid progress is being made in
using such automatic content creation approaches to
design quick and personalised learning content. For
example, the commercial company Stellar Labs
(https://www.stellarlabs.io/) provides human resources
companies with personalised training programmes
within minutes based on automatic content creation
using GenAl Similarly, Open University UK, the largest
university in Europe, is currently experimenting with
GenAl to provide different versions of the same LD to
groups with different learning needs, including accessi-
bility and neurodiverse needs.

The affordances of automatic content creation and of
offering different LDs based on the same content is an
attractive proposition for creating quick and personal-
ised learning activities for learners, as well as for tailoring
learning experiences based on different learning needs,
but there might also be some substantial challenges.

3.4.1. GenAl learning design is an art and a science
Designing high-quality learning activities that are peda-
gogically sound and suitable for a particular context and
group of learners takes substantial time, skills, and
effort, as well as technological, pedagogical, and disci-
plinary content expertise (Yeh, Chan, and Hsu 2021).
It is often argued that LD is both a science and an art
(Drugova et al. 2023; Misiejuk et al. 2023). GenAl
could make, or even provide early drafts of, some of
the design, co-creation, and collation of these activities
perhaps faster and easier. Although there are currently
several approaches to designing short tasks or assess-
ment activities using GenAlI (Kasneci et al. 2023),
designing sequences of teaching and learning activities
that are coherent, meaningful, and appropriate for a
given context might still require human expertise.

3.4.2. GenAl and glocalization

Although GenAl is being adopted in different languages
and approaches (Yang et al. 2023), it still needs to con-
sider glocalization issues (i.e. how to make content
locally/contextually relevant). For example, the role of
expertise, quality assurance, the rapidly changing policy
environment, and the focus on (automatic) content
rather than (automatic) pedagogy might require
GenAl approaches to find appropriate ways of support-
ing the learning and teaching of diverse learners and
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educators (Rizvi et al. 2022). For example, recently the
UK Government (2023) has provided strict guidelines
that ‘Schools and colleges should not allow or cause
intellectual property, including pupils’ work, to be
used to train GenAl models, without appropriate con-
sent or exemption to copyright’ Other national or
regional governments, as well as publishers, might
have different takes on how educators can use GenAl
in practice, as this is an evolving narrative.

3.4.3. GenAl and the reuse of commercially

sensitive content

Although educational institutions might be attracted to
the notions of free or easy-to-use templates for LD and
automatic content creation, there are obvious risks in
terms of sharing commercially sensitive content with
GenAl. For example, uploading one’s carefully designed
e-course on ML for undergraduate computer scientists
to a GenAlI platform could allow GenAI programmes
to provide variations of that course back to the end
user. At the same time, GenAl programmes might
reuse and re-create this course for other institutions
and other commercial enterprises. Some educators
might welcome this open educational resource philos-
ophy, but, at present, educators are not in control of
who, how, and when other users can use and reuse
their carefully designed content. Potentially, this could
infringe copyright law or government guidance, as indi-
cated by the UK Government (2023) example.

3.4.4. GenAl and authentic learning

Perhaps most importantly, though current GenAl
approaches are very useful and powerful for generating
written artifacts based on the current body of knowl-
edge, for decades educational researchers have argued
and found that deep and authentic learning is more
than just the assimilation of written texts and artifacts
(Kirschner and van Merriénboer 2013; Nguyen, Rien-
ties, and Richardson 2020; Winne 2017). In particular,
a range of educational models have highlighted that
working on authentic tasks with others is essential for
establishing deep and complex learning opportunities
for learners. The verdict is still out on whether GenAI
can be used to design, implement, and critically evaluate
automatic content for course LDs.

3.5. Contribution 5: a human-centred perspective

to GenAl and analytics layers in learning design
by Davinia Herndndez-Leo and Yannis

Dimitriadis

LD is a field that has attracted much attention in recent
decades, especially in the learning technology context

(Michos and Herndndez-Leo 2020), as it provides
methods and tools that support the creative process of
multiple stakeholders in designing for learning. How-
ever, it is highly complex and time consuming to
make pedagogically informed decisions regarding the
design of tasks to be undertaken, the tools and resources
to be used, and the social environment in which stu-
dents may learn (Goodyear, Carvalho, and Yeoman
2021). Due to this complexity, LD methods and tools
have not been widely adopted, despite the high rel-
evance of the field (Dagnino et al. 2018). The question
addressed in this contribution is whether there can
possibly be a function - or multiple functions - for
GenAl to reduce its complexity.

In the Learning Design Life Cycle (Asensio-Pérez
et al. 2017), multiple stakeholders (mainly teachers,
but also instructional designers, learners, and even
learning scientists) collaborate toward a pedagogically
sound LD, subject to the constraints of the educational
context and the stakeholders’ technological pedagogical
content knowledge (TPACK). Stakeholders are involved
in the creative inquiry process of co-designing for learn-
ing, generating design artifacts that evolve over time and
feed the successive phases. Moreover, learning, design,
and (teacher) community analytics have been shown
to provide relevant data-based evidence that supports
the LD process (Hernandez-Leo et al. 2019).

Given the high relevance and intrinsic complexity of
the LD Life Cycle, LLMs and the derived conversational
agents have a high potential for enhancing each phase of
this human-centred creative design process (Demetria-
dis and Dimitriadis 2023) - a process that is intrinsically
centred on humans, as it is under the responsibility of
the stakeholders, and the needs of the stakeholders
must be considered. This potential is increasing, as the
use of LLMs can be integrated with other types of
GenAl and tools to enable conversational browsing,
analysis, or illustration. An analysis of the LD process
and its connection to learning analytics through the
lens of the affordances of GenAl unveils new opportu-
nities, around facilitating a deep dive into the edu-
cational context, promotes brainstorming, and aids in
crystallizing the envisioned solution or enriching
actionable analytics indicators to improve LD. We
formulate these opportunities as speculative functions
in which GenAI has the potential to support and med-
iate the data-driven support of LD phases (Figure 1,
Table 2).

These speculative functions can be illustrated
through the following generic case: A course needs to
be redesigned, and the teaching team invites former stu-
dents of the course to a co-design session with the aim
of improving the course LD. They prompt GenAl,
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Figure 1. Speculative functions in which GenAl integrated with analytics layers (Hernandez-Leo et al. 2019) may support the Learning

Design Life Cycle (Asensio-Pérez et al. 2017).

acting as a co-design facilitator, to conduct a role-play
discussion (Sharples 2023) with adaptive stimulus ques-
tions guiding problem identification (Hernandez-Leo
etal. 2017). The questions guide the stakeholders” expo-
sition, integration, and summarisation of issues to help
select the main redesign problem to tackle. In the pro-
cess, while being assisted by GenAl functions, the stake-
holders need to mindfully consider the core limitations
of this technology (e.g. hallucinations and bias) by care-
fully ensuring that the produced outcomes actually
reflect the essence of the discussion. Once the problem
is identified, the team uses a GenAl enquiry analyst

Table 2. Description of speculative functions in which GenAl
and analytics layers may support LD.

Co-design
facilitator

Assist in the collection, integration, and
summarisation of inputs from several stakeholders
(i.e. their views on design problems in preparatory
activities, and their views on design proposals during
conceptualization).

Help analyze enquiries for better clarity (e.g.
understanding the context of the learning situation
in the investigation stage).

Guide the exploration of design problems during the
investigate stage (e.g. based on analysis of data
extracted from an LD community platform
[community analytics] and the LD patterns extracted
in available previous and relevant designs [design
analytics)).

Provide timely feedback on progress while
conceptualizing and authoring a design based on the
design analytics of the LD being created.

Enquiry analyst

Inspiration hub

Design tutor

Prototyping Advise in the process of prototyping the LD beginning
consultant from its authoring to its implementation, including
revising text, taking care of visual (e.g. facilitating
inclusion) and technical coding, as well as
formatting (e.g. for deployment in virtual learning
environments).
Interactive Offer analytics of students’ data for interactive
evaluator exploration during ongoing implementation and the

evaluation of the implementation. This enhances the
ease of interpretation and actionability of the
learning analytics while teachers orchestrate the
learning scenario (as a runtime ‘orchestration
partner’) and later plan the scenario redesign for
future cycle iterations (as a ‘reflection assistant’).

to elaborate on the problem and how it relates to the
contextual facets of the educational situation. The
GenAl may elaborate several options of, for example,
why the problem may be due to specific characteristics
of the students in this context and may also generate
descriptions about specific needs. These options can be
used as a starting point, when meaningful to the design
team, the team can iterate those that are closer to their
own assessment to further investigate and analyze their
needs. Once the problem and needs are clear, the team
may request ideas from the inspiration hub concerning
how to tackle the problem. The inspiration hub offers
summaries of results in the conversational browsing of
relevant LDs shared in a community platform (Gutiér-
rez-Pdez et al. 2023) or the generation of text by an
LLM trained using those LDs, including the extraction
of patterns in those designs (Ljubojevic and Laurillard
2011). The team can then critically select ideas and
approaches for solving the design problem and use the
co-design facilitator again to guide negotiations and a
collaborative knowledge-building approach.

In the actual process of describing the approach and
producing the detailed task descriptions and materials,
as well as making decisions on space, tools, and social
facets (Goodyear, Carvalho, and Yeoman 2021), the
design tutor may generate immediate feedback about
how to increase the potential pedagogical rigour and
quality of the designs, detecting unclear tasks descrip-
tions, unbalanced consideration of content, or learning
methods (Albd et al. 2022). Again, the team - who is
aware of the limitations of the GenAI behind the sup-
porting tools - critically considers the feedback to
improve the design when applicable and considers pro-
fessional (human) support when needed. In the author-
ing process, a prototyping consultant would be able to
help in finalising design creation, revising text, enrich-
ing with proposed images, and adapting to several
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formats considering universal design for learning prin-
ciples. A GenAl prototyping consultant has also the
potential to help in design coding (Ebert and Louridas
2023) in terms of the technical languages and formats
of virtual learning environments for their interoperable
deployment across platforms (Prieto et al. 2013).
Finally, a GenAI conversational interactive evaluator
could support teachers while implementing the learning
scenario, prompting different analyses and human-
readable explanations (Amarasinghe et al. 2023; Susnjak
2023) of student progress until a good understanding of
their current knowledge is achieved (in alignment with
their own criteria) to identify the correct interventions
and feedback on the fly. The interactive evaluator is
also useful once the implementation has finished to
further understand the impact of the implementation
and inform future redesigns of the same activity or the
designs of forthcoming activities for the same cohort
of students (Amarasinghe et al. 2022).

We are aware that the formulation of these speculative
functions offers an optimistic perspective about the
potential opportunities. Yet, as mentioned in the
example, the users of the functions must be aware of
the core limitations of the supporting technology (i.e.
GenAlI). Moreover, there exist multiple challenges that
must be addressed with respect to the use of GenAl in
LD (see also Contribution 4). However, this viewpoint
is shaped by the rapidly changing nature of GenAl,
marked by the continual introduction of new models,
versions, and tools, as well as the integration between
tools and the increasing facility of intervening in their
training. The view is coupled with recent research into
their capabilities and the knowledge about how advances
in educational technology have been seeking to aid in LD.
Yet, future research in the field must assess the possibili-
ties and limits of the proposed functions. If these func-
tions are to be offered to support actual practice, the
LD tools should be transparent about their limitations
and respect human centrality and agency in the design
process (Hernandez-Leo 2022). Human-centred Al
(Shneiderman 2020), human - Al collaboration (Akata
et al. 2020), and hybrid intelligence (Holstein, Aleven,
and Rummel 2020) are probably the most relevant pillars
to ensure that GenAlI may serve as a productive and ethi-
cal companion augmenting, rather than replacing, the
human intelligence of the stakeholders.

3.6. Contribution 6: the use of LLMs in learning
diagnosis and feedback content generation by
Mutlu Cukurova

This section explores the potential and limitations of
LLMs in diagnosing students’ learning challenges and

appropriate feedback generation. LLMs have demon-
strated promise in students’ discourse analysis to be
able to accurately detect student challenges and poten-
tial misconceptions, as well as use this information to
generate appropriate feedback (Suraworachet, Seon,
and Cukurova 2024). However, they also have some sig-
nificant limitations making them unlikely to be the
panacea for major challenges of AIED.

Recent advancements in LLMs have marked signifi-
cant evolution in AI, demonstrating that these models
can not only pass significant human professional
exams but also outperform human counterparts in
some instances. Notably, advanced LLMs have sur-
passed most law school graduates on the bar exam
(Katz et al. 2023), successfully completed medical, law,
and business exams (Achiam et al. 2023), and have
even excelled in a challenging US medical licensing
exam, albeit not yet at the level of human doctors
(Brin et al. 2023). These are significant achievements
for the state of the art in AL However, for AIED
research and practice, our goal is not necessarily to
improve the state of the art in Al or to build optimal
Als to pass our existing frequently criticised exams,
but to build AI systems that would support human
learning. The first outcomes might be considered as
initial steps toward the main goal. Nevertheless, how-
ever impressive these achievements of LLMs are, they
do not mean much for AIED research unless the impact
on the latter goal is evaluated and evidenced.

What is potentially more meaningful for AIED, is the
use of LLMs as diagnostic tools to detect students’
knowledge gaps and challenges, as well as generate rel-
evant feedback to support their learning. Indeed,
LLMs provide certain advantages on these fronts as
well. For instance, in our recent work, we found that
advanced LLMs (GPT4) can perform comparably well
to traditional NLP approaches (e.g. support vector
machines and random forest algorithms with feature
engineering) in detecting and identifying student chal-
lenges in their discourse without the need for resource
- and time-intensive feature engineering work and
model training expertise (Suraworachet, Seon, and
Cukurova 2024). We also tested LLM models to create
relevant feedback for students in higher education social
science contexts and found out that the models have
some potential to generate relevant feedback that is
likely to have a positive impact on students’ learning
(Leiker et al. 2023a). However, this is yet to be evidenced
at a scale with longitudinal impact evaluations. Expand-
ing feedback generation to further content generation
for adult learning in learning management systems
and to other modalities with multimodal foundation
models can also generate learning materials, and this



has the potential to be as effective as traditionally pro-
duced expert content (Leiker et al. 2023b). Despite
these promising findings, unless significant resources,
time, effort, and data are used to patch them, the lack
of stable world models in transformer-based LLMs
limits their ability to reason reliably and plan effectively,
making their performance in learning research and
practice inconsistent. Therefore, at these early stages
of development, caution is required in real-world
implementations at scale. It is our responsibility to vali-
date any LLM-based educational interventions before
their release in the real world. We should not be mes-
merised and stop at evaluations of the human likeness
of LLMs’ outputs. We need to consider the advantages
and disadvantages of the various LLMs for teaching
and learning, particularly for their potential to provide
meaningful feedback to students and teachers to close
the feedback loop. We do not have to be particularly
impressed with the evaluations of the models’ perform-
ance on existing exams for humans. Rather, we need
long-term evaluations of the impact of the use of
LLMs in diagnosing students’ learning challenges, as
well as the impact of their feedback on students’ learn-
ing outcomes and competencies. Supporting students in
their learning involves more than just providing correct
responses to questions for passing exams. Rather, it
requires motivating learners to engage with the feedback
in the first place, sustaining learners’ engagement with
the feedback, and ensuring support is aligned with the
learners’ affective and metacognitive states; it also
requires an understanding of the context in which the
learning takes place and the nurturing of key thinking
skills among learners so that they do not only learn
the answers to the questions posed but also progress
toward learning how to learn. Although AI excelling
in exams demonstrates computational prowess, this
does not necessarily equate to a capacity to indepen-
dently support broader educational objectives
(Bulathwela et al. 2024). This observation does not
diminish AD’s potential role in these areas but, rather,
emphasises that this role itself should be evaluated
before we get too excited about the real-world impact
on education. In addition, AI does not have to support
all aspects of teaching on its own, and some of these
goals require hybrid intelligence approaches, where
these broader objectives are met by systems that syner-
gistically combine the complementary strengths of
humans and AI (Cukurova 2024).

On this front, there might actually be some disadvan-
tages of foundational LLMs compared with more tra-
ditional rule-based and supervised ML models. For
instance, in the latter modelling approaches, feature
importance and keyword dictionaries could provide
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evidence of students” challenges and potential solution
examples in the form of lists of keywords, word clouds,
and so on, which could be clearly understood by lear-
ners and teachers. Not only could this potentially pro-
mote trustworthiness by helping learners and
educators understand the rationales behind the models,
but it could also provide an additional layer of visualis-
ing the student’s ideas and help identify common chal-
lenges. For instance, this would be particularly useful for
helping teachers decide whether to give whole-class
feedback (if the same issues emerge for multiple stu-
dents) rather than trying to provide individualised sup-
port to each group to address a commonly faced
challenge in practice. Previous work has indicated
that, when people are presented with content framed
as coming from AlI, they tend to judge it as less credible
compared with the same content framed as products of
educational psychology or neuroscience due to their
mistrust of AI (Cukurova, Luckin, and Kent 2020).
Similar results may be observed when Al-generated
content or feedback is presented to students and tea-
chers, and they might judge its quality lower if they
know that it is Al-generated content.

Transformer-based LLMs can also provide evidence
of their decision-making process regarding student
learning gaps with a stochastic model for word predic-
tion when prompted. Currently, these outputs on diag-
nosis and feedback suggestions are generated based on
the prompt the users give it; the most likely next word
is based on its training data and a random element, as
well as controlled patch training with reinforcement
learning with human feedback. For stochastic LLMs,
unlike deterministic rule-based approaches or other
modelling techniques, the same prompts posed might
indeed lead to different outputs. This is why tools
such as ChatGPT are sometimes referred to as ‘stochas-
tic parrots’ (Bender et al. 2021) - stochastic in that they
generate content based on probability analysis, and par-
rot because they do not necessarily have any under-
standing of the meaning of anything they generate.
Given this ‘black box’ and probability-based nature of
LLM decision-making processes, users would be less
likely to legitimize or rationalise the model’s outputs,
potentially lowering the trustworthiness of the system,
particularly when it makes a mistake (e.g. the LLM
fails to perceive the students’ challenges accurately or
generates inappropriate feedback). Preliminary research
on AIED has already indicated that teachers have unrea-
listic expectations of Al, specifically that its recommen-
dations should always be accurate (Nazaretsky et al.
2021).

Surely, a rule-based and supervised ML approach
requires higher development time - and domain-
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specific expert knowledge to engineer features for the
models to achieve satisfactory models. In contrast,
‘off-the-shelf LLMs, which have been pre-trained,
require only minimal effort to achieve similar/better
results, and, thus, their development time is notably
shorter. This also links to another key advantage of
LLMs, which is their high accessibility. LLMs require
no prior background in programming to create a
model, as the prompt is written in human language,
whereas the rule-based and supervised ML approaches
require designers to construct a model using a program-
ming language. In addition, one main drawback of the
traditional approaches in general is in the domain
specificity of the lexical corpus. In other words, tra-
ditional models tend to be tied to the terminologies pre-
sented in the contexts, resulting in low model
generalizability. However, LLMs gain advantages over
this issue through the utilisation of a ‘large’ corpus to
pre-train the model, assuming that this will mitigate
the model generalisation problem. Studies have shown
that LLMs have high applicability to perform tasks in
a wide range of domains. Hence, LLMs have a higher
capability to be generalised into other contexts than
the traditional rule-based and ML approaches.
Obviously, all modelling approaches, including
LLMs, have certain advantages and disadvantages. The
decision of which models should be used predominantly
depends on the use case, goals, and expertise of the
designers and users, as well as on multiple social and
ethical considerations. For example, on the one hand,
a novice teacher with no programming background
who wants to set up a short-term analytics system to
assist students during collaboration could consider con-
structing prompts for LLMs to perform the task. On the
other hand, an expert in programming who wants to
deploy long-term learning analytics to study students’
struggling moments and provide feedback on their pat-
terns might consider deploying the rule-based or ML
approaches. It is also essential to highlight that this is
not a mutually exclusive approach where users have to
select one method, but, rather, they can experiment
with different approaches and justify what is best for
which task to further complement the model advantages
in particular settings. However, consideration of LLMs
as the panacea to all challenges of the field is oversim-
plistic, and overemphasis on one particular approach
is likely to lead to stagnation in progress. It is important
to remember that our goal is to create Al that supports
human learners to make them more competent, not to
construct the best Al students (i.e. AI capable of excel-
ling in our exams). In our journey toward this goal, mul-
tiple AI techniques are beneficial to the toolkit of AIED
researchers and practitioners. LLMs are a valuable asset

and tend to outperform more traditional modelling
techniques in learning diagnosis and feedback content
generation, but are unlikely to be the only approach
used in the future.

3.7. Contribution 7: leveraging AIED foundations
in the age of GenAl: the case of mathematics
education by Manolis Mavrikis

3.7.1. Introduction

This contribution emerged from an observation that the
at-scale availability of GenAlI surfaced discussions about
applications of Al in Education that seem, at best, to re-
invent the wheel and, at worst, to overlook or even
undermine years of foundational research in the field
of AIED. Hastily adopting GenAlI technologies in edu-
cational settings raises concerns about the efficacy and
pedagogical soundness of such approaches. The objec-
tive of this section is to motivate leveraging the rich
foundations of AIED to inform and enhance the inte-
gration of GenAl To provide a concrete context, we
focus on the case of mathematics education in K-12.
We discuss how lessons learned from AIED and hybrid
approaches of ‘traditional’ AI and GenAlI have the
potential to not only address the limitations inherent
in, for example, current LLMs but also enrich the peda-
gogical strategies employed to support mathematics
learning.

3.7.2. Learning from AIED

A short section cannot do justice to the extensive history
of research under the umbrella of AIED. Regardless, we
refer the reader to reviews by McCalla (2023) and Mav-
rikis et al. (2021). In brief, and narrowing the lens to
mathematics education, past AIED research has primar-
ily focused on the design, development, and evaluation
of systems designed to enable adaptive learning experi-
ences for learners (Aleven et al. 2016; Koedinger et al.
1997) and support systems for teachers (Holstein,
McLaren, and Aleven 2017; Mavrikis et al. 2019).
Among the most frequently used approaches in the
field, as highlighted by Aleven et al. (2023), we focus
on three relevant to mathematics education: tutored
problem solving, OLMs, and support for exploratory
learning. We explore what these approaches offer and
how GenAlI can be integrated.

First, tutored problem solving refers to a variety of
techniques that aim to guide the learner through a pro-
blem-solving process by providing real-time adaptive
feedback and scaffolding. A prerequisite for achieving
this is the monitoring of students’ progress in relation
to specific ‘knowledge components’ (Aleven and Koe-
dinger 2013). This allows either selecting specific



problems for ‘deliberate practice’ (Ericsson, Krampe,
and Tesch-Romer 1993) or enables breaking down pro-
blems and providing feedback in specific steps during
the problem-solving process (Heffernan, Koedinger,
and Razzaq 2008). For the latter in particular, there is
a need for the system to have an accurate representation
of the solution space of the problem. In complex cases,
this can be achieved by solving the problem through, for
example, accessing a computer algebra system (e.g.
Melis et al. 2001) or even through conventional problem
solvers (c.f. Newell, Shaw, and Simon 1959). These var-
ious approaches to accurately representing the solution
space can offer a potential solution to one of the key
limitations of GenAlI models: potentially generating
incorrect solutions. More importantly, they offer a way
for the system to provide precise and pedagogically
sound feedback rather than a solution. An example
where such a hybrid approach shows promise, is a recent
pilot we are undertaking that involves the integration of
Wolfram Alpha’s computational engine with the natural
language interaction provided by OpenAI’s GPT-3 model
within a single notebook. Rather than directly providing
the steps to solve the problem, the notebooks are
designed based on research in mathematics education
about mathematical modelling (Blum and Leif3 2007),
resulting in a prototype support system that guides stu-
dents through a structured process of mathematical pro-
blem solving (Mavrikis et al. 2024).

Second, OLMs (Bull and Kay 2010) and similar
approaches are designed to ‘open’ (usually in the form
of visualisations) a system’s representation of a student’s
learning state for a student or teacher to scrutinise (Bod-
ily et al. 2018), and they have been studied extensively in
AIED. Such approaches have the potential to address
criticisms related to a lack of self-regulation when learn-
ing with AI (Molenaar et al. 2019). In the age of GenAl,
employing OLMs in appropriate ways has the potential
to provide learners and educators with a transparent
view of a learner’s progress (Conati, Porayska-Pomsta,
and Mavrikis 2018). For instance, consider the scenario
above where students engage in mathematical problem
solving aided by a GenAl-driven tutoring system, but
their interaction is closely mapped to a learner model.
In this case, the transparency offered by the OLM has
the potential to encourage them to take more control
over their educational journey. At the same time, their
teachers can benefit from access to OLM. By including
a question-driven design dashboard (Pozdniakov et al.
2022), the OLM can be queried in natural language to
ensure an intuitive and accessible user experience for
teachers.

Lastly, an important subset of AIED research focuses
on open-ended or exploratory learning environments
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and follows a constructivist approach infused with Al to
engage with concepts in a self-directed manner; the
focus is on problem solving within simulations and vir-
tual labs (Smetana and Bell 2012), microworlds (Mavri-
kis et al. 2013), or other contexts (Hannafin 1995). In
general, such environments prioritise inquiry-based
learning, allowing students to formulate their own ques-
tions and hypotheses while benefiting from real-time
feedback and potential collaborative experiences. Al
approaches have been effectively used to provide sup-
port in such environments (Gutierrez-Santos, Mavrikis,
and Magoulas 2012), and previous research has
suggested that combining guided exploration with
tutored problem-solving tasks supports students’ under-
standing in both conceptual and procedural knowledge
just as effectively as those who engage in tutored pro-
blem-solving alone (Mavrikis et al. 2022). Integrating
GenAl with such environments offers a pathway to
enhance their exploratory and inquiry-based nature.
For instance, apart from facilitating natural language
interaction, complex scenarios, examples, or questions
and hypotheses can be dynamically generated. Com-
bined with learner modelling and tutoring approaches
as mentioned above, these scenarios can be tailored to
the learners’ interests, curiosity, and skills.

3.7.3. Conclusion

This section looked into how the rise in interest in
applying Al in education can benefit from the rich foun-
dations of AIED. We only looked into three approaches
focusing on mathematics education due to space limit-
ations, but the field of AIED has several other method-
ologies and frameworks that could also offer valuable
contributions when integrated with GenAl technologies
(du Boulay, Mitrovic, and Yacef 2023). The approaches
discussed have broader applicability and could inform
AT applications in various other educational contexts.

4, Prospects and implications of GenAl in
learning technology research and practice

In the following subsections, we summarise the emer-
ging themes.

4.1. Utilising GenAl to learning design

LD refers to the process of designing effective learning
experiences (Mangaroska and Giannakos 2019), which
often requires the use of technological innovations
and consists of substantial amounts of written texts,
digital artifacts, and different learning materials. LD
defines the learning objectives and pedagogical
approaches that educators can reflect upon to make
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decisions and improvements. LD has been described as
the ‘application of methods, resources, and theoretical
frameworks to achieve a particular pedagogical goal in
a given context’ (Mor and Craft 2012, 88). Effective
LD is a cornerstone for traditional, online, and blended
learning settings. It has been recognised as a key factor
in any learning activity’s success and a major driver of
the learning experience (Nguyen, Rienties, and White-
lock 2022). In recent years, LD has gained momentum
due to its critical role in creating online and blended
courses, as well as in the corporate training space.
Although most contributions in this article touch
upon several LD aspects, Contributions 4 and 5 focus
on the importance of LD and potential opportunities
and implications for teaching and learning. First, it is
important to highlight that, with the introduction of
GenAl capabilities, LD will neither lose its importance
nor its central goals (designing the learning experience
with the learner in mind). Defining the key learning out-
comes, creating appropriate learning materials, and
orchestrating the learning approach will continue to
be at the epicentre of LD. At the same time, as we can
see a more detail account Contributions 4 and 5, LD
needs to embrace GenAl capabilities, and it is likely to
automate some LD routines (see initiatives from the
Open University UK and companies such as Magic-
School and Eduaide); moreover, additional roles and
processes will be required (see Contribution 5). In par-
ticular, GenAlI could create some of the learning activi-
ties, probably faster than traditional methods. Although
some of these LDs will be of high quality, it is almost
certain that human expertise will be required. Accord-
ingly, the craft of LD is likely to evolve with some of
the functions becoming obsolete (e.g. early drafts of
learning materials), whereas others will become
enhanced or new ones will emerge (e.g. glocalization
of the LD, human - GenAlI co-creation, and develop-
ment of deep and complex learning opportunities).
The aforementioned opportunities indicate how
GenAl can support LD. For example, with affordances
such as automatic content creation, content co-creation,
and a plurality of LD we can develop quick and person-
alised learning activities. At the same time, there are also
substantial challenges associated with these affordances.
These include concerns about data privacy and security
when training GenAl, as well as about intellectual prop-
erty rights, including publishers’ and pupils’ work.
Moreover, we are aware that deep and authentic learn-
ing is more than just the assimilation of written texts
and artifacts and that models or decisions working in
one context might not necessarily work in a different
one. Therefore, the importance (and even burden) of
proper contextualisation and quality assurance will

still lay on human experts, and they may become
more important than ever in the future. Moreover, the
lifecycle of LD will greatly benefit from data derived
through design, community, and learning analytics in
conjunction with the affordances of human - GenAlI
integration. However, the verdict is still out on whether
GenAlI could be used to design, implement, and criti-
cally evaluate automatic content for complete LDs. We
anticipate that GenAlI can be used in conjunction with
human experts to augment rather than replace human
intelligence, and, in this context, GenAl will serve as a
productive and ethical companion to human expertise.

4.2. Regulation of learning and GenAl

SRL refers to one’s ability to understand and control
their learning progress. With the rise of GenAl, it has
become more vital than ever for learners to be active
participants, and it is critical to understand how they
can expand their expertise and agency alongside the
use of AI. We argue that GenAlI has the potential to
empower learnerss SRL and SSRL processes in new
ways. For instance, such enhancement can utilise Al
algorithms to detect learners’ progress and adjust the
learning material accordingly. This approach can
become particularly powerful if one considers the
amount of multimodal data and the adaptivity capabili-
ties of advanced technologies (immersive, game-based).
These technological and data capabilities not only
improve researchers’ understanding of the SRL pro-
cesses, but they can also be utilised to augment and
empower peers, learners, teachers, and AI agents to
increase their awareness, monitoring, regulation, and
reflection of SRL. Although early results clearly indicate
this promise (see Contribution 2), future work is needed
focusing on GenAT’s capabilities toward the develop-
ment of novel theoretical and empirical grounds.
There are a number of challenges associated with the
research and practice of SRL and GenAl. Some of these
are long-standing challenges, whose importance has sig-
nificantly increased in recent years. For instance, accu-
rate measurement of SRL has been a challenge for
decades, and, despite GenAI’s capabilities to improve
this, the stochastic nature of GenAl models has raised
significant concerns about reliability (see Contribution
6). Another noteworthy challenge is associated with
aligning the various analytics (especially when multimo-
dal data come into play) for designing appropriate affor-
dances (e.g. visualisations, adaptations, and dashboards)
to support this new form of co-regulation (human -
GenAl regulation). Another challenge raised by GenAl
models has to do with the way we used to evaluate
and validate effects on SRL skills. Taking into account



one of the most prominent approaches in learning tech-
nology (i.e. design-based research), it becomes clear that
the usual evaluation cycle (identifying evidence of their
effectiveness [or lack thereof] and progressively revising
the tool/practice) is strongly challenged due to the
difficulties in identifying the shortcomings of the differ-
ent GenAl models. Therefore, though GenAlI presents
opportunities in conceptual, theoretical, methodologi-
cal, analytical, and educational issues, our interdisci-
plinary research community must still tackle various
challenges (Azevedo and Wiedbusch 2023; Jarveld,
Nguyen, and Hadwin 2023). Thus, future work should
focus on the development of theory-grounded and
empirically driven approaches that can overcome the
aforementioned challenges and utilise GenAl to trigger,
induce, support, and foster effective ways of empower-
ing students and educators to regulate their learning
and teaching.

4.3. Automated content

Educational institutions and professionals might be
attracted to the notions of free or cheaper automatically
created learning materials, especially due to the current
developments of automated content generation and the
fact that there are areas such as math and programming
(Contributions 3 and 7) where GenAlI is producing
effective learning materials. Despite the potential of
automated content (lower cost and increased content),
there are also obvious risks associated with it, as elabo-
rated in Contributions 4 and 5. In particular, GenAl-
generated content is likely to encounter glocalization
issues (i.e. lack of contextually relevant content) and
difficulties in achieving authentic learning, and this lim-
ited reliability makes LLMs’ performance in learning
inconsistent. Moreover, there are challenges associated
with potential infringement with copyright laws, univer-
sity policies, or government guidance.

Given the potential for automated content and the
different challenges associated with its use, an important
question is whether (and, if so, how) GenAT’s capabili-
ties for automated content creation are going to be uti-
lised to support teaching and learning. This question
heavily relies on the role of the teacher in adopting
such practices and how teachers can work together
with those tools to further develop their learning
materials and teaching practices. Another important
question is whether such resources will be used as cen-
tral components of teaching or simply to complement it.
Hence, for the efficient utilisation of GenAl content,
new roles, competencies, and processes are likely
needed (see also Contribution 5). Similar to the other
LD tasks, we are confident that GenAlI can be used in
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conjunction with human experts and relevant data ana-
lytics to enhance human expertise insofar as appropriate
policies, practices, and professional support are in place
and available to educators and students.

4.4. New skills and competencies

The use of technology is, by definition, disruptive,
enabling scientific knowledge to support the achieve-
ment of the practical goals of human life. When it
comes to teaching and learning, during the last century,
digital technologies have advanced human learning (e.g.
Pressey 1926). In this time, necessary skills, competen-
cies, and jobs, as well as the ‘technologies’ for teaching
and learning, have been continuously changing. In the
last 20 years, we can see how several developments
have changed the way humans learn. For instance, the
inception of advanced digital libraries and online learn-
ing has allowed, more or less, everyone access to infor-
mation, and the inception of video providers such as
YouTube has allowed everyone to access videos and lec-
tures about almost everything. Even during the last dec-
ade, the advancements of open online courses and
analytics have provided tremendous opportunities and
changed the way teaching and learning occur in several
spaces. Therefore, digital technologies have offered sev-
eral opportunities, disrupted our practice, and forced us
to update our skills and competencies (as both teachers
and learners) several times in the past.

Today, with the inception of GenAl and powerful
tools such as ChatGPT, we see a disruption of various
teaching and learning practices (see Contribution 1).
A volume of early studies and media outlets have
reported the advantages and best practices of ChatGPT
in education (Baidoo-Anu and Owusu Ansah 2023; Kas-
neci et al. 2023). Moreover, we see effective automated
generation of math word problems (Wang, Lan, and
Baraniuk 2021) and programming problems (see Con-
tribution 3), as well as promising uses for course design
(Contributions 4 and 5). The disruption caused by
GenAlI challenges established assumptions about the
skills required and the way teaching and learning will
function in the near future. It is indeed likely to see
changes in how teachers design their courses (Contri-
butions 4 and 5) and utilise automated learning
materials (Contributions 3 and 7), as well as how stu-
dents regulate their learning (Contribution 2) and are
assessed (Contribution 6). Such shifts have the potential
to increase efliciency, but this will require the develop-
ment of different skills to ensure that GenAlI capabilities
will support human learning instead of simply gaming
the learning process and contributing to the degradation
of important human skills.
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Therefore, focused work is needed to understand
what the new reality of education will look like and
what skills will be needed (to improve and not hinder
human learning). This will allow us to develop proper
policy, frameworks, and competence opportunities for
both teachers and learners. Thus, as GenAl technologies
such as LLMs are being established and our understand-
ing and expertise grow, there will be a gradual leaning
toward strategic embeddedness, which will eventually
contribute toward strategic, efficient, and sustainable
adoption in our society.

4.5. Feedback and assessment

GenAl has the capacity to provide personalised feed-
back to students based on the information provided
by students or teachers. A recent literature review on
LLMs in education has indicated that assessment and
grading (e.g. both formative and summative and taking
place in different forms, such as short answer grading,
essay grading, subjective question grading, and student
self-explanation) are promising areas for GenAl appli-
cation (LLMs specifically; Yan et al. 2023). In particular,
GenAl has demonstrated its ability to accurately detect
student challenges and potential misconceptions and to
use this information to generate appropriate feedback
(Suraworachet, Seon, and Cukurova 2024). Recent
research has evaluated LLMs’ ability to create relevant
feedback for students in different contexts and settings
(e.g. Escalante, Pack, and Barrett 2023; Meyer et al.
2023), finding that LLMs have some potential to gener-
ate relevant feedback that is likely to have a positive
impact on students’ learning. In particular, LLMs exhi-
bit impressive performance in typical programming
tasks associated with introduction to procedural -
and object-oriented programming (Finnie-Ansley
et al. 2023). Such tasks are oftentimes used for exams
and other assessments of CSEd students and graduates.
Along the same lines, we see LLMs passing medical, law,
and business exams (see Contribution 6). These early
outcomes suggest that GenAl (and LLMs in particular)
has a certain value in providing tailored feedback to stu-
dents and that some rethinking of assessments is
essential.

GenAlI models can utilise students’ input and provide
tailored feedback or suggest materials that align with
students’ learning needs, making them a useful resource
for teachers in helping provide personalised feedback
for students in a much faster and sometimes more
efficient manner. To be sure, the teachers should criti-
cally evaluate such feedback, but GenAl can still help
them save time and allow them to focus on other impor-
tant parts of instruction, such as engaging with

authentic tasks that are essential for establishing deep
and complex learning opportunities for learners. In
addition, there is a need for further research into stu-
dents’ and teachers’ trust in Al-generated content. Pre-
vious research has indicated that Al-framed content is
considered less credible (Cukurova, Luckin, and Kent
2020) and that teachers have unrealistic expectations
from Al-based educational technology (Nazaretsky
et al. 2022). Therefore, we should identify ways to
reinforce teacher — Al co-understanding and comple-
mentarity, which will help us tackle the increasingly
complex demands of upcoming Al-rich settings.
Although the potential of GenAlI (and LLMs in particu-
lar) to support students with relevant feedback at scale is
a genuine possibility, we are just scratching the surface
of the value of these approaches in real-world edu-
cational scenarios.

4.6. Domain-specific use and knowledge transfer

At-scale use of Al to support different levels of education
and domains is not a new topic. In today’s discussion, we
should ground our decisions on years of foundational
research in the field of AIED (McCalla 2023). There are
particular domains and contexts where Al has shown
particular promise to improve learning outcomes, such
as Al-assisted tutoring in algebra (see Pane et al. 2014).
As elaborated in Contribution 7, domains such as math-
ematics education have achieved tremendous progress in
the past, greatly advancing in a number of areas, such as
tutoring, problem solving, OLMs, and open/exploratory
learning environments. Therefore, if we want to seriously
consider the use of GenAl in education, we should draw
from previous AIED experience and examine how the
insights gained from the different case studies can be uti-
lised to inform GenAI use in other domains and contexts.

At the same time, we recognise the important recent
advancements of GenAl (and LLMs in particular; e.g.
Open Al Codex) and the potential impact in different
domains. In particular, this commentary also elaborates
on how LLMs can support the domain of CSEd, high-
lighting early success and identifying different chal-
lenges (Contribution 3). One important milestone for
CSEd is when Open Al Codex was additionally trained
on 159 gigabytes of Python code from 54 million
GitHub repositories, which allowed GitHub Copilot to
demonstrate a remarkable ability to solve programming
problems (Chen et al. 2021). This advancement made
the CSEd domain unique among other domains in
exploring the use of LLMs (as elaborated in Contri-
bution 7). For instance, the use of LLMs has several
shortcomings in the educational context, but, in the
training context (professional software developers),



such problems are overcome by the experience of the
professionals (who can assess the outputs of the
models), and this lack of reliable outputs can create
major problems on novices and students learning.
Therefore, the domain should use LLMs cautiously
and focus on students’ code comprehension and
interpretation (instead of merely solving a stated pro-
blem). This will equip students with the necessary com-
petence to assess the correctness and relevance of both
code suggestions and explanations generated by LLMs.

Although there are opportunities and challenges
across domains (e.g. reliability of the outcomes), it is
important that domain experts (e.g. experts in CSEd,
math education, and language learning) work to ident-
ify the proper practices for using GenAl in their
respective domains. In this direction, we have already
seen a working group in CSEd (Prather et al. 2023).
Moreover, it is important to mention that GenAl
does not have to support all domains and all aspects
of teaching in the same way; some domains and teach-
ing aspects will require hybrid intelligence approaches
(e.g. support teacher — AI complementarity; Holstein,
McLaren, and Aleven 2019), where these broader
domain objectives are met by systems that synergisti-
cally combine the complementary strengths of
human and machine intelligence.

4.7. Ethical dimensions

Although different universities, countries’, and inter-
national organisations (e.g. ACM) have clear and
detailed codes of ethics, it is not always clear what is
considered the ethical (or unethical) use of GenAl in
education. For instance, in the context of CSEd, Prather
et al. (2023) surveyed a large number of instructors and
identified major disagreement on what constitutes an
unethical use of GenAl tools by students. At the same
time, they identified several areas where the instructors
agreed that the use of GenAl tools should be allowed or
not. For instance, ethical use should be interpreted
within the context of use, and generating an entire sol-
ution is considered unethical as long as the students lack
an understanding of the provided solution. Moreover,
they highlighted that it is not unethical to use GenAl
tools to generate part of a solution, facilitate code
debugging, and enhance the readability of their solution.
In summary, the authors concurred that there are situ-
ations where GenAlI tools can be used in an ethical way
to help students (and teachers) save time and improve
their solutions, without negatively affecting the learning
outcomes; at the same time, the rise of GenAlI has raised
alarms about academic integrity issues, such as cheating,
plagiarism, and falsification.
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Another important ethical dimension of the use of
GenAl in education has to do with data privacy and
security, as student and teacher data are sensitive and
there are certain rights and obligations on the ways
these data can be used (e.g. universities need to have
data processing agreements with the technology provi-
ders to clarify such matters). Therefore, the way student
and teacher data are going to be used must follow cer-
tain security (e.g. on collection and storage) and trans-
parency (e.g. consent from students, parents, or
teachers) standards. Another important ethical chal-
lenge of the use of GenAl models is the lack of trust-
worthiness and reliability of their outcomes. GenAl
models may indeed perform very well at certain tasks,
but their output often contains errors, cites inappropri-
ate or fabricated sources, and, in many cases, provides
inaccurate, misleading, and even biased information.
Therefore, caution is required concerning how GenAlI
tools are being used, and human involvement is still
needed to verify the trustworthiness of the insights
and personalised offers.

5. Concluding thoughts and the way forward

GenAl tools are some of the most transformative tools
developed in recent years. The use of such tools in edu-
cation is a promising area of both research and practice,
offering many opportunities to revolutionise different
aspects of teaching and learning. At the same time, as
with all other revolutionary and transformative tools
in the history of learning technology, GenAl presents
significant challenges for educational institutions, edu-
cators, and individual learners. Therefore, the use of
GenAl tools in education needs to, first and foremost,
be put into practice in ways that follow our values and
augment our teaching and learning capacities. However,
with the current lack of evidence - and theory-based
guidelines and regulations, there is a high likelihood
of abuse and misuse of GenAl tools in education.
Therefore, to unleash GenATI’s full potential both
ethically and responsibly in support of human learning,
it is crucial to approach its use with caution and criti-
cally evaluate both its strengths and limitations by con-
sidering practical, ethical, and policy/legal challenges.
Currently, learning technology research is fully
absorbed with understanding and empirically evaluat-
ing GenAls capabilities to advance (and hinder)
human learning. With several guidance papers and
reports from prestigious international organisations
and publishers becoming available (e.g. Dwivedi et al.
2023; Kasneci et al. 2023; Miao and Holmes 2023) and
an increasing number of empirical results surfacing
(e.g. see recent GAIED workshop in NeurIPS: https://
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gaied.org/neurips2023/), the research community has
started to portray GenAl's best practices for learning,
as well as inappropriate practices. One direction that
becomes clear is that the best results would emerge
with appropriate augmentation and coordination of
technological developments of tools such as LLMs
with human intelligence. Another focal point of the
ongoing discussions is that future work is needed to
crystallize further and provide evidence and insights
into GenATl’s capabilities for human learning. In this
direction, we provide five thematic areas where future
research is needed to enrich our understanding of the
use of GenAl in education; shedding light on these the-
matic areas will help us establish widely accepted and
inclusive practices and accelerate its proper use.

e The role of human experts: Regardless of whether
humans are involved directly (teachers) or indirectly
(designers of an online course) in the learning pro-
cess, it is important to remember that GenAl cannot
fully replace human expertise. As GenAlI still lacks
nuance, context, and common sense, by keeping
human experts in the loop, we can mitigate potential
risks and ensure that LDs and instructions are prop-
erly contextualised and meaningful. Further work
should identify optimal ways for GenAl tools to be
used in conjunction with human experts (e.g. tea-
chers or course designers, who modify and approve
learning materials generated by GenAlI) in ways
that a certain level of ownership, agency, and control
is maintained by the expert.

e Strong and continuous evidence: Although there is
evidence that GenAl tools can be used in ways that
increase productivity and support learning (e.g.
Prather et al. 2023), this is yet to be evidenced at
scale with longitudinal impact evaluations and across
different contexts and content domains. Therefore,
long-term evaluations of the impact of using GenAl
on students’ learning must be conducted to clarify
whether, how, and under what circumstances stu-
dents’ learning outcomes and competencies are
impacted over time. Future work should utilise estab-
lished methods, including learner data and analytics,
to develop theory-grounded and empirically driven
knowledge and practice; this will help us overcome
challenges and identify effective ways of leveraging
GenAl to enhance teaching and learning.

e Design of technology: GenAI uses algorithms to cre-
ate new content and make predictions and interfaces
to deliver tailored feedback and recommendations to
learners. Those interfaces and algorithms should take
into consideration and actively reduce potential lack
of transparency, accountability, privacy, and fairness,

as well as bias (e.g. algorithmic bias and provided
information bias). Instead of adopting any techno-
centric approach, the design of these technological
components should always be human-centred and
strive for regularly updated, accurate, and open-
source models, valuing transparency of data use
and allowing further modification/extension. More-
over, researchers and practitioners should always
consider ways in which different variants of Al
(including non-generative ones) can synergistically
combine their strengths to reinforce eflicient, ethical,
and sustainable use of technology.

¢ Policy frame: There is an acute need for the learning
technology community to contribute toward the
enactment of new guidelines, regulations, and laws
to govern GenAl tools in education. The global
nature of GenAl requires international coordination
and cooperation to ensure our values are properly
guarded and can responsibly maximise the benefits
of GenAl in education. In particular, future work
should explore how the use of GenAl tools might
impact justice, equity, diversity, and inclusion in edu-
cation, as well as the potential impact on vulnerable,
marginalised, and underserved groups.

¢ Support and competence development: As research
on GenAl in education is progressing, it becomes
clear that there is a set of competencies that are
needed to enable individuals such as teachers, stu-
dents, and parents to critically evaluate GenAlI tech-
nologies and use them to directly learn/teach - or
to use them in one of the many other ways humans
learn indirectly (e.g. collaborate, socialise, and
work). The development of training and resources
for teachers and learners on how to use GenAl can
help them interpret its results, as well as fact-check
and corroborate the information provided. There-
fore, there is a need for additional research investi-
gating what new competencies will be necessary in
a future where GenAl has transformed the way that
we teach and learn.

We concur with the general skeptical optimism about
the use of GenAlI tools such as ChatGPT in education.
In this commentary, we have highlighted the danger
of hastily adopting GenAI tools in education without
deep consideration of the efficacy and pedagogical
soundness of such practices. We provided seven contri-
butions focusing on certain areas and highlighted seven
central learning technology topics that are likely to play
a pivotal role in the use of GenAl in education. We
emphasise the need for further work in understanding
both the opportunities and risks of GenAl to support
human learning by providing a research agenda. Such
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work will not only shed light on effective ways of
employing GenAl tools in education but also identify
technological and pedagogical frames appropriating
GenAI's use in education (or mitigating potential
misuse).

Before closing this commentary, it is important to
reflect on the contribution and limitations of its content.
The manuscript shares the views of nine experts and
provides critical reflections on the opportunities, chal-
lenges, and implications related to GenAlI technologies
in the context of learning technologies and education.
Based on experts’ insights, the manuscript also provides
an agenda for future research in the area of GenAl in
education. Although the provided perspectives can
inform readers about the recent developments and cru-
cial topics of GenAl in education, it is also important to
highlight that the commentary presents the authors’
viewpoint. It indeed serves as an intellectual exercise
to contemplate the potential opportunities and chal-
lenges of GenAl in education, and although efforts
were made to ensure a certain degree of reliability®,
they may still be influenced by the individual contribu-
tors” dispositions and biases. Moreover, it is important
to consider that GenAl continues to improve in tools’
reasoning and other capabilities, which is likely to
affect the educational uses of these tools and can address
some of the limitations and critiques highlighted in this
manuscript. While today’s research, policy, and practice
discussions are dominated by LLM technologies, and
most of the early works on GenAl in education are
based on LLM tools, we currently see a growth of multi-
modal GenAl technologies (e.g. Gemini) that is likely to
bring in new opportunities as well as challenges for
teaching and learning.

Notes

1. We use GenAl when referring to statements that are
relevant to the general notion of Generative Al tools,
while we will be using the term LLM when the state-
ment refers to the subset of GenAlI that focuses on pro-
ducing text, finally we will be using specific tool names
(e.g., ChatGPT, Gemini, BERT and GitHub Copilot)
when the statement refers to this specific tool.

2. https://www.datatilsynet.no/regelverk-og-verktoy/sand
kasse-for-kunstig-intelligens/

3. For Norway, see https://sikt.no/tjenester/sikt-ki-chat

4. https://rm.coe.int/regulating-artificial-intelligence-in-
education-26th-session-council-0/1680ac9b7c

5. https://library.educause.edu/resources/2021/2/horizon-
reports

6. https://www.open.ac.uk/blogs/innovating/

7. EU guidelines on ethics in Al https://www.europarl.
europa.eu/RegData/etudes/BRIE/2019/640163/EPRS_
BRI(2019)640163_EN.pdf
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8. the degree to which members of a designated commu-
nity concur on interpretations (Krippendorft 2018).
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