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Abstract

Photoconductive Microscopy of Strained
Donor Bound Excitons in Silicon

Pierandrea Conti

The silicon donor spin has one of the longest coherence times among quan-
tum systems and has shown great potential for quantum information and mag-
netic sensing applications. Among the research focus on the challenge of donor
spin readout, the donor bound exciton (D0X) optical transition offers a promis-
ing hybrid optical-electrical spin readout method, spin-selectively ionising the
donor via Auger decay.

This work explores the miniaturisation of D0X photoconductive readout
to the microscale in silicon devices. The electrical detection of ∼2000 shallow
implanted phosphorus donors is achieved with a 2 µm focused laser beam within
a pair of microfabricated metal-oxide planar contacts. High frequency D0X
detection is further demonstrated by LC-resonant RF reflectometry, and it is
employed to achieve microsecond pulsed D0X detection.

Donor bound excitons are sensitive to lattice strain due to the strong silicon
valence band spin-orbit coupling, yielding broadened, split peaks, a key factor
in thermally strained microfabricated devices. The effect of strain on the D0X
transition is first explored in an isotopically purified 28Si:P sample subject to
calibrated uniaxial strain, detecting D0X induced spin polarisation by electron
paramagnetic resonance. Strained bound excitons in micro-devices are then
studied by means of laser scanning microscopy, showing good agreement with
theoretical predictions by FEM solid mechanics simulations and highlighting
the potential of donor bound excitons for micro-strain sensing.

Finally, D0X induced donor spin polarisation is explored in microfabricated
devices, with neodymium magnets and PCB antennas for magnetic field and
microwaves generation. Electron spin polarisation is achieved under a con-
tinuous laser pump, and its sensitivity to experimental conditions is studied.
Transient pump-probe and optical-microwave spin driving is explored, display-
ing a total absence of lasting donor spin polarisation and suggesting likely fast
spin relaxation.
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Impact Statement

Donor spins in silicon have demonstrated some of the longest coherence times
among quantum systems. Leveraging the advanced development of the semi-
conductor industry, they show promise in key applications such as quantum
memory and magnetic sensing.

This thesis develops and downscales the sensitive, hybrid donor spin read-
out technique of photoconductive donor bound exciton readout. Having pre-
viously been limited to the millimetre scale, this work advances the minia-
turisation of donor bound exciton readout to the microscale, approaching the
diffraction and the few donors detection limit.

Novel electrical techniques are developed for the sensitive electrical detec-
tion of donor bound excitons in silicon, validating experimental parameters
for future fabrication. MOS contacts are demonstrated to be sensitive to local
donor ionisation and suitable for near interface detection. Donor bound ex-
citon detection is further demonstrated for the first time at high frequencies
via LC-resonant RF reflectometry, opening the way to fast transient electrical
detection. These new electrical techniques open the way to sensitive, near in-
terface photoconductive detection in silicon, with potential for fast detection
approaching the sub-microsecond Auger limit.

The subject of strain in microfabricated devices is explored, and a novel
technique is developed to locally detect the strain of near-surface donors, pro-
ducing accurate, near diffraction scanning microscopy maps of local donor
strain. This result advances donor bound exciton readout as a promising
and accurate surface strain mapping technique. Photoconductive readout is
demonstrated near oxide interfaces, pushing the microscale limit of D0X de-
vices.

Finally, through pump-probe experiments in magnetic fields, this work
highlights the potential spin depolarising effect induced by the electrical mea-
surement fields, introducing a delicate and crucial topic that should be explored
in future research.

This work explores all key aspects of microscale photoconductive donor
bound exciton detection: optical electrical, mechanical and magnetic. Novel
techniques were developed or adapted from other fields, and multiple issues
were identified, in the hope that they may be considered and addressed in
future work on the subject, with the goal of fully developing this technique
for microscopic photoconductive magnetic resonance of donors in Silicon. Fur-
thermore, beyond the specific case of donor bound excitons, some of these

5



6

techniques could also find use in other areas of semiconductor photoconduc-
tive detection, as well as for sensitive strain sensing applications.
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1. Introduction

1.1. Silicon Donor Spins
Silicon and the invention of the MOS transistor have defined the modern in-
formation age. Seventy years of research and industrial development have
made silicon the purest and most cost-effective semiconductor with applica-
tions in the computing, photonics and energy sectors. In the past 25 years,
since the proposal of the donor spin-based Kane quantum computer [1], silicon
has further been the subject of renewed attention as a host material for a spin
quantum memory and magnetic sensing. The high purity and established fab-
rication techniques make silicon an ideal, well understood platform for solid
state research. With the use of isotopic purification to isolate the spin-0 28Si
isotope, long spin coherence times have been demonstrated in the order of sec-
onds for the electron [2, 3] and almost an hour for the donor [4], rivalled only
by trapped ion qubits [5, 6].

Due to its small magnetic dipole and periodic wavefunction, there has been
a considerable focus on the difficult tasks of coherent coupling and readout of
the donor spin. Traditional electron paramagnetic resonance (EPR) is fun-
damentally limited to trillions of spins using 3D macroscopic resonators and
thousands of spins using thin film superconducting resonators [7]. To overcome
this sensitivity limit, hybrid detection techniques have been explored, gener-
ally involving the coupling and conversion of a spin state to a more readily
detectable quantum system.

Beyond the sensitivity of traditional, macroscopic ESR resonators, mil-
limeter superconducting resonators have been studied with the goal to couple
donor spin ensembles to superconducting qubits, providing a long coherence
quantum memory to an advanced platform which has already demonstrated
systems consisting of hundreds of qubits [8] and practical quantum computing
results [9]. Effectively, superconducting resonators also have a use as sensitive
ESR resonators, having achieved the detection of an ensemble of 2000 donor
spins [7], while schemes for the nanoscale detection of a single donor have been
proposed [10]. The limitations again pertain to the required millikelvin tem-
peratures and the quantum sensitivity limit from the small magnitude of the
spin magnetic moment.

Quantum dots are promising qubits of their own accord, with gate and spin
coherence times in the region of nanoseconds and milliseconds respectively [11].
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14 1.2. Donor Bound Exciton Readout

Recently, research has strived to couple the dot electron to the donor spin to
access their longer coherence lifetimes. This field has advanced remarkably in
the past few years, successfully coupling to individual donor spins via the spin
blockade [12] and electron exchange [13, 14]. Quantum dots are unparalleled
in single donor detection sensitivity, while practical limitations mostly involve
the need for millikelvin dilution refrigeration temperatures to reach accept-
able charge lifetimes, as well as the need for state-of-the art CMOS nanoscale
fabrication.

This work falls within the framework of hybrid spin detection for quantum
information and magnetic sensing, exploring, developing and downscaling the
optical-electrical readout of the donor spin through the optical D0X bound
exciton transition and its electrical Auger decay.

1.2. Donor Bound Exciton Readout
The donor bound exciton state (D0X) consists of an electron-hole exciton
bound to a neutral D0 donor, practically a 3-particle electron-electron-hole
bound state. Although it can naturally form through the pinning of free
excitons, the resonant optical excitation has drawn considerable attention
due to the possibility of coherently pumping the state via a sharp, resonant
near infrared ∼1 µm optical transition. This narrow resonance has been mea-
sured down to 10 neV [15] in 28Si and is theoretically lifetime limited to only
2.5 neV(600 kHz). This allows for the resolution of donor electron and nuclear
spin states, allowing for spin-selective optical pumping.

P+
e-

P+

e-

P+
e-

h+

e-

Auger
recombination

optical
excitation

D0 D+ & e-D0X

Figure 1.1: D0, D0X and D+ donor states with their transitions.

More notable, however, is the decay path of the D0X state: its radiative
lifetime is comparatively long at a few milliseconds, and the dominant decay
mechanism is through Auger recombination, where the hole and an electron
recombine, transferring the resulting energy to the second electron, which is
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ionised into the conduction band as a hot electron. The Auger lifetime is rel-
atively short, 270 ns for a phosphorus donor [16], thus effectively generating a
spin-selective, transition D0 → D+, effectively a technique for spin to charge
conversion. Electrical readout has attracted significant interest as it is poten-
tially simpler than photoluminescent detection, it may be able to overcome
the 1 µm diffraction limit and reach a higher detection efficiency.

The donor bound exciton transition has been studied extensively, with most
research initially focused on purely optical pumping and detection of the donor
bound exciton no-phonon line and phonon replicas [17–21]. The Auger decay
pathway was first proposed by Nelson [22], and new interest was sparked by
the Kane proposal [1] of a silicon spin quantum computer.

0 10 20 30 40

−2

−1

0

1

2

3

time

MW spin driving D 
0
 X spin readout

photocurrent

D 
0
 X spin initialisation

Figure 1.2: D0X photoconductive spin initialisation, manipulation and read-
out sequence.

Only as recently as 2015, Lo [23] demonstrated the full optical-electrical
initialisation and readout of the phosphorus electron spin state in an epitax-
ial 28Si sample, together with microwave spin manipulation. Franke [24] used
D0X electrical readout to achieve donor electron nuclear double resonance (EN-
DOR). Ross further demonstrated bulk level capacitive D0X detection and spin
readout [25, 26], again in a 28Si phosphorus doped sample.

Previous D0X work has so far focused on bulk level donor detection and
near millimetre detection. The smallest detection geometries employed before
this work were a pair of 700 µm long contacts with 100 µm separation under
millimetre sized beam illumination [23]. Loippo performed electrical detection
on a 50 µm laser spot on a bulk doped sample [27], however without donor spin
polarisation detection. Attempts to scale down and electrically detect D0X
Auger electrons in nanoscale devices such as finfets were so far not fruitful
[28], likely due to the large shifts of the optical line under strain, a major topic
of this work, as well as possibly the high electric field conditions near metal
interfaces.

D0X photoconductive readout stands out compared to other spin detection
techniques in allowing for comparatively high temperature operation, only re-
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quiring liquid helium temperatures. The electrical detection further promises
efficiencies outclassing photoluminescence and magnetic sensing.

Finally, optical scanning microscopy offers flexibility of operation and local
spin selectivity down to the diffraction limit, with proposed schemes to scale
below it using strain and electrical selectivity.

1.3. This Work
This work expands on previous research of electrically detected donor bound
excitons by exploring the downscaling of electrical detection to the near diffrac-
tion limit through the use of scanning close-working distance optical setup and
microfabricated optical devices.

Figure 1.3: Render of this works’ D0X laser microscopy technique.

Chapter 2 discusses the physics and literature relevant to this work. The
topic of semiconductor silicon transport at low temperatures is discussed, cru-
cial to develop an understanding of electrical devices at liquid helium temper-
atures. Shallow donors are then discussed, in particular regarding their role
as a model Bohr atom and spin platform in a solid state system. Finally, the
physics of the donor bound exciton state is explored, with particular emphasis
on magnetic and strain theoretical models.

Chapter 3 describes the experimental methods employed in this work: the
experimental devices, optical and electrical setups as well as the hardware and
software used and developed.

Chapter 4 explores electrical detection technique of the D0X transition in
microscale devices under focused laser illumination of a few thousand localised
donors, analysing the impact of contact chemistry and detection techniques.
Regarding the choice of contacts, it is shown that Schottky contacts lead to a
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strong sensitivity to the low-density residual bulk donors of nominally intrinsic
silicon, but fail in detecting local implanted donors. It is then shown that
metal-oxide-semiconductor (MOS) contacts are able to effectively detect the
D0X ionisation of local donors, with only a marginal signal from the bulk
residual donors. Then, two techniques are explored and optimised for sensitive
detection of the D0X signal: low frequency capacitive detection and radio
frequency LC resonant reflectometry.

Chapter 5 explores the crucial theme of strain in microfabricated devices.
The issue of strain splitting and broadening of the D0X spectrum has been ex-
plored extensively before, and strain appears to have so far hindered attempts
of D0X device downscaling significantly. D0X detection in silicon-on-insulator
(SOI) substrates, which would eliminate the issue of substrate background sig-
nal, has so far proved elusive due to the large built-in strain from the oxide
interface stress [29], and for the same reason attempts at detecting donor bound
excitons in nanodevices have not been fruitful [28]. This chapter explores strain
in microfabricated device employing a focused laser scanning microscopy setup,
demonstrating position dependent strain splitting. The strain profile of multi-
ple microscale devices is analysed, with contact separations down to 5 µm and
directly underneath thin oxide layers.

Finally, Chapter 6 explores the use of D0X photoconductive readout for
donor electron spin polarisation and readout. Donor bound exciton pho-
toconductive spectra are explored and modelled in magnetic fields parallel
and perpendicular to the dominant strain axis, and donor spin polarisation is
demonstrated under D0X continuous optical pumping, but is observed to be
short-lived, undetectable in transient experiments. The cause of spin relax-
ation is investigated, with the measurement AC electric field identified as the
likely cause of the short lived spin polarisation. Finally, experimental meth-
ods and attempts at transient donor spin polarisation experiments and hybrid
microwave pEDMR experiments are discussed.
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2. Theory and Background

2.1. Semiconductor Silicon
Monocrystalline silicon, shown in Figure 2.1a(a), is a diamond cubic lattice,
with each atom sharing a valence electron with one of 4 nearest neighbours in
a covalent bond, and a lattice constant of 5.42 Å [30]. A hard, brittle crystal,
silicon is usually grown from a molten precursor and a crystal seed. The most
popular growth technique is the Czochralski method, where a seed attached
to a rod is dipped in molten silicon and slowly pulled out, crystallising as it
cools [31]. Silicon owes its industrial popularity to the efficiency and scalability
of its fabrication as much as its electrical properties, and Czochralski silicon
(CZ-Si) amounts to 90% of worldwide production and can reach resistivities
up to 2 kW [32].

Sensitive optical and electrical applications, of which this work is a prime
example, require an even higher crystal purity with lower concentrations of
impurities, as these can lead to a multitude of issues such as carrier emission,
trapping and scattering, localised strain, magnetic noise and optical broad-
ening. Higher purity is primarily achieved with the float-zone silicon growth
technique, starting with a polycrystalline rod and a seed crystal at one end. A
thin heating coil wraps around the rod, and sweeps through the rod, melting
the polycrystal, which then crystallises as the coil sweeps away [33]. Most
impurities originally present in the rod are segregated in the molten zone, and
thus float to one end of the rod where they can be discarded. The higher purity
of float-zone silicon (FZ-Si) leads to resistivities upwards of 10 kW cm and im-
purity concentrations down to 1011 cm−3. Other techniques can be employed
for specialised applications, most notably epitaxial growth for depositing thin
silicon layers on a multitude of base substrates.

2.1.1. Electronic Properties
The electronic structure of a crystal describes the energy and momentum states
electrons may occupy and arises from the overlapping atomic potentials of the
individual atoms in the lattice. Thanks to the periodicity of the crystal, the
wavefunction of an electron can be described as the product of a set of products
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20 2.1. Semiconductor Silicon

(a)
(b)

Figure 2.1: (a) Silicon crystal structure, modelled in VESTA 3 [34]. (b)
Silicon electronic band structure, reproduced from Chelikowsky [35]

of local functions, bound within a unit cell, and periodic terms [36, p. 21].
Ψ(x) =

∑
k

Akuk(x)eikx (2.1)

This basis set is employed to solve the energy equation of the potential en-
ergy equation of the overlapping atomic potential, leading the band structure,
which describes the energy-wavevector relation which derives from solving such
wavefunction equation in the crystal potential. It can be limited to a small
range of wavevectors

(
− π

aSi
, π

aSi

)
due to the periodicity of the lattice.

As shown in Figure 2.1b, silicon is a semiconductor due to the indirect
bandgap at the Fermi level, 1.12 eV [37] at room temperature. The valence
band lies at the k = 0 center of the Brillouin zone and consists of 3 bands due
to the spin-orbit coupling. At the top there are 2 degenerate |S = 3

2 ,ms =
±1

2⟩,|S = 3
2 ,ms = ±3

2⟩ light and heavy hole bands and one |S = 1
2 ,ms =

±1
2⟩ split-off band. The conduction band does not present significant spin-

orbit coupling, but instead consists of 6 symmetric minima at the k0 points
perpendicular to the cubic cell faces [001].

The electronic structure of a solid determines its electrical properties. The
forbidden band gap determines the semiconductor behaviour of silicon, and the
quadratic band bending determines the electrical transport properties. This
arises from the Bloch formulation of the electron wavefunction of Equation 2.1
and the effective mass approximation. As the energy bands have a dominant
parabolic term at their minima, they follow the quadratic relation [36, p. 69]

Ek = E0 + ℏ2k2

2m∗ (2.2)

where m∗ determines the band parabolic shape but can classically be inter-
preted as an effective mass of the carrier in the band from the energy mo-
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mentum equation. Thus, effective mass theory simplifies the lattice field as
generating a band dependent mass tensor. In silicon, the electron has an ef-
fective mass of 0.92me along its bands and 0.19me perpendicular to them [38].
The valence band requires a spin orbit correction, and results in two different
relative effective masses depending on the spin quantum number of 0.17me for
the light hole and 0.46me for the heavy hole in the [001] axis [39], as well as a
separate split-off band.

In its pure, undoped and unbiased form, the Fermi level lies exactly between
the valence and conduction band, and silicon is effectively an insulator. The
Fermi level can be shifted with charged impurities or the application of a bias
voltage, thus tuning the conductivity between an insulator and a conductor.
Donors substitute a silicon atom in the crystal matrix but have one or more
valence band electrons. The silicon valence band is full, so the extra electron
is promoted to the conduction band. The extra charge of the dopant atom
would bind the electron in a local conduction band state, so doping is usually
achieved with shallow dopants with low binding energies that can be overcome
thermally, leading to a free conduction band electron and conductive silicon.
This is usually achieved with group V dopants such as phosphorus (P), arsenic
(As), antimony (Sb) and bismuth (Bi), while group VI elements form deeper
impurities with 2 extra valence electrons. Inversely, group III acceptors such
as boron (B), aluminium (Al) and gallium (Ga) have one less valence electron,
thus generating a hole in the valence band.

2.1.2. Optical Properties
Silicon is a high dielectric (ϵSi = 11.7 [40]) material employed in a wide variety
of optical applications, such as photovoltaics, sensitive light detectors and
photonics.

The optical properties of silicon can be divided in two broad categories:
bulk and impurity based. Bulk optical absorption is largely due to band to
the band electron transitions, leading to significant absorption cross sections
only above the bandgap level. The bandgap sits in the near infrared region
and has a mostly quadratic temperature dependence, which is well described
by Varshni’s empirical model [41], unifying the asymptotic linear dependence
where T ≫ θD and quadratic dependence where T ≪ θD, with θD = 645K the
Debye temperature for silicon.

Eg (T ) = Eg0 − αT 2

T + β
(2.3)

This model is used in this work for all temperature dependent transport cal-
culations presented in Section 2.2, and still gives a reasonable match down
to zero temperature, however it loses some accuracy at the very low liquid
helium temperatures employed in this work, which is crucial for the accurate
modelling of the temperature dependent D0X energy shifts. In this <5 K low
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temperature regime, the bandgap is well described by the model of Cardona
[42].

Eg(T ) = Eg0 − AT 4 (2.4)
The temperature dependence of the bandgap leads to a strong temperature
dependence of the absorption spectrum as shown in figure 2.2. The experi-
mentally measured bandgap at low temperature is 1.17 eV at 10 K [37]. silicon
is an indirect semiconductor: its valence band maximum and conduction band
minima are at different k-points, shown in Figure 2.1b, which means that op-
tical band to band transitions must be phonon assisted, apart from transitions
to higher, k = 0 bands. This means that bulk optical absorption can still
occur below the bandgap where phonons exist with sufficient energy, leading
to a broad absorption slope at high temperatures, and a sharp transition at
low temperatures as the phonon population energy cools down.

Figure 2.2: Experimental temperature dependent optical absorption of sili-
con, adapted from Macfarlane [43].

In the near infrared region below the bandgap, roughly between 1–7 µm
[44] and especially at low temperatures, the bulk is largely transparent to
illumination with low losses and a large dielectric constant. Also thanks to
the low cost and quality of silicon fabrication, resulting from the maturity of
the industry, silicon photonics has flourished [45], opening the possibility for
the donor bound excitons to be combined with photonic structures, as it has
already been demonstrated by Nur [46].

While the bulk of silicon is highly transmissive in the below bandgap NIR
and FIR regions, impurity states and lattice defects can be optically active.
Regarding donor states, which are the subject of this work, various schemes for
optical donor and spin manipulation have been explored. Orbital transitions of
the shallow donor are the equivalent of the Bohr atom orbital transitions and
lie in the far infrared terahertz region of 30–40 µm [47–49], while increasing up
to 3 µm for deeper donors such as selenium [50]. In this regard, silicon has not
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been nearly as popular as other optically active impurity platforms such as
diamond vacancy centres [51] or more recently silicon carbide [52]. Recently,
colour centres such as T and G centre defects have attracted attention due
to their optical activity in the popular NIR region [53, 54], which is also the
reason why the here discussed donor bound excitons are of particular interest.

2.2. Transport in Cryogenic Silicon
Using the approximations of effective mass theory, the transport of electrons
and hole carriers in silicon can be derived from the semiclassical transport
equation [36, p. 205].

m∗
(
d2xi

dt2
+ 1
τ

dxi

dt

)
= −Ei (2.5)

Where the first order term represents scattering of the carrier with an average
time constant τ . Solving for the velocity and using the definition of current
Ji = nq dxi

dt
, with n the density of carriers and q the carrier charge, gives the

general transport equation [55, p. 74]

Ji,drift =nqdxi

dt

=n qτ
m∗Ei

=nµEi

(2.6)

where µ = qτ
m∗ is the carrier mobility. This yields the conductivity σ = 1

ρ
from

the Ohmic current relation, which including transport from both electron and
hole carriers is σ = q (µene + µhnh) [36, p. 205]. Simplistically, the conductivity
of a semiconductor is equal to the number of carriers multiplied by their ability
to move unscattered.

The above is relatively straightforward for non-interacting carrier trans-
port, however the charged carriers generate a potential of their own, with non-
isotropic carrier densities leading to a potential gradient and consequently a
diffusion current

JD,i = −qD ∂n

∂xi

(2.7)

where the diffusion constant D = µkBT
q

comes from the Einstein relation [55,
p. 179][56, p. 119]. The two currents are generally referred to as drift current
from an applied electric field, and diffusion currents from a carrier density
gradient, yielding the total current

Ji = e (nµe + pµh)Ei + eDe
dn

dxi

− eDh
dp

dxi

(2.8)

At room temperature transport is dominated by the carrier density, which
mostly depends on the intrinsic and doping carrier density n = ni +nn. Mobil-
ity is limited by electron-phonon scattering, and thus more or less independent
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of doping density. At low temperatures, however, several notable changes must
be accounted for, invalidating several semiconductor assumptions and requir-
ing a careful analysis which is given below.

2.2.1. Intrinsic Carrier Density
The electron and hole carrier density of a semiconductor in the absence of
a potential gradient depends on the intrinsic thermal carrier density and the
ionised dopant densities, N+

D , N+
A . Electrons and holes are fermions and thus

follow Fermi-Dirac statistics. For non-degenerate, low carrier densities this can
however be safely approximated to a Boltzmann distribution, leading to the
conduction and valence band populations from Equation 2.9.

ne = Nce
Ef −Ec

kBT , nh = Nve
Ev−Ef

kBT (2.9)

Nc here is the effective density of states of the conduction band, EF is the
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Figure 2.3: Temperature dependent intrinsic carrier density ni of silicon
calculated from Equation 2.10.

Fermi energy and Ec if the conduction band energy. The intrinsic carrier
density is the carrier density of the silicon crystal without any doping, and is
given by [55, p. 110]

ni = √
nenh =

√
NcNv e

− Eg
2kBT (2.10)

At room temperature the intrinsic carrier density is a non-negligible ∼1010 cm−3,
but quickly vanishes at lower temperatures, as shown in Figure 2.3, and can
be safely ignored at the typical liquid helium temperature of 4 K employed in
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this work(≪1 cm−3). This means that, without some form of carrier gener-
ation mechanism, such as optical excitation, impurity ionisation or junction
injection, at cryogenic temperatures silicon is a perfect intrinsic insulator, re-
sembling the behaviour of high bandgap semiconductors at room temperature.

2.2.2. Impurity Carrier Freezeout
Charged dopant impurities are the main source of free carriers in the regu-
lar room temperature operation of semiconductor. The typical substitutional
dopant impurity is typically assumed ionised in light of its low, 10s of meV
binding energy. Phosphorus, which is employed in this work, has a ground
state binding energy E0 = 45.59meV [57]. The ionised impurity assumption
however no longer holds at low temperatures where kBT ≪ e0, and the relative
populations of the neutral D0 and ionised D+ must be expressively calculate.
The bound D0 and A0 state against the free conduction and valence band
states respectively follow the Fermi-Dirac distribution of a two-level system,
similarly to the calculation for the intrinsic carrier density.

ND+

Ntot

= 1

1 + 2e
E0−Ef

kBT

(2.11)

Gutierrez solves this for the Fermi energy [58, p. 24]

Ef = 1
2 (Ec + Ed) + 1

2kBT ln
(
Nd

2Nc

)
− kBT sinh−1

(√
Nc

8Nd

e
Ed−Ec
2kBT

)
(2.12)

which can then be substituted in eq.2.11 and 2.9 to get the ionisation ratio.
As shown in Figure 2.4, at room temperature shallow impurities are almost
completely thermally ionised, thus shifting the fermi level and contributing to
the conduction band density. This decreases with temperature, sharply below
30 K to the point where all carriers are effectively frozen in the impurity neutral
D0 state. At ∼4 K, the conduction band carrier density is at a negligible
10−13 cm−3. The calculation is potentially more complex when accounting
for the fermi level shift from both donor and acceptor impurities, however,
under the low carrier density conditions typical of this work, the fermi level of
electrons and holes can be treated independently under the quasi fermi level
approximation [55, p. 220].

Finally, these approximations do not take into account the donor inter-
actions, which is safe for the low to medium doping densities considered in
this work but breaks down at high doping densities above ∼1019 cm−3, where
donor-donor exchange interactions and appreciable donor ionisation are ob-
served even at low temperatures [59, 60].

Overall, at the low temperature and dopant concentrations employed in
this work, the thermal equilibrium has all shallow impurities frozen in the
D0 state, requiring non-thermal mechanisms such as optical, impact and field
ionisation for the generation of ionised impurities and free carriers.
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Figure 2.4: Theoretical temperature dependent conduction band carrier den-
sity for silicon doped with 1015 cm−3 phosphorus donors.

2.2.3. Carrier Mobility
Mobility determines the ability of a charge carrier to move unscattered, as
described in Equation 2.6, and it is related to the carrier effective mass and
scattering time constant τ [55, p. 160]

µ = qτ

m∗ (2.13)

Carrier scattering is temperature dependent and includes a series of diverse
processes. At room temperature this is largely dominated by phonon scatter-
ing, but as the phonon energy decreases other scattering processes begin to
dominate. At deep cryogenic temperatures, the main scattering processes to
consider are phonon scattering, neutral and ionised impurity scattering, and
velocity saturation. Carrier-carrier scattering and surface scattering are still
potentially relevant at low temperatures, however in the low carrier density,
bulk conditions employed in this work they can be safely ignored.

1
τ

= 1
τph

+ 1
τi0

+ 1
τi+

+ 1
τvs
, µ =

(
µ−1

ph + µ−1
i0 + µ−1

i+ + µ−1
vs

)−1
(2.14)

Several mobility models have been proposed, in particular for the usually
dominant, and related, phonon and charged impurity scattering. Notably, the
Conwell-Weisskopf model [61] treats the low concentration unscreened regime
and the Brooks-Herring model [62] the screened impurity one. Ridley recon-
ciles the two models with a thorough theoretical treatment [63]. A popular
model is the Caughey-Thomas model which treats phonon and ionised im-
purity scattering together [64]. Here, a variation of this model developed by



Chapter 2. Theory and Background 27

0 100 200 300

10 
3
 

10 
4
 

10 
5
 

10 
6
 

10 
7
 

10 
3
 

10 
4
 

10 
5
 

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

N D  = 1×10 
11

 cm 
-3

 

N D  = 3×10 
15

 cm 
-3

 

temperature (K) ionised donor ratio

μ
 (

c
m

 2
 V

 -1
 s
 -1

 )

μ
 (

c
m

 2
 V

 -1
 s
 -1

 )
σ

 (
S

 c
m

 -1
 )

(a) (b)

(c)

Figure 2.5: Mobility and conductivity of silicon at cryogenic temperatures.
(a) Temperature dependence of electron mobility for float-zone residual and
medium donor densities. (b) electron mobility and (c) electron conductivity
against ionisation ratio at 3 K and 3 × 1015 cm−3 phosphorus doping.

Klaassen [65, 66] is employed, due to its independent temperature treatment
of the phonon and impurity scattering components. Other popular models
are the [67] and Dorkel-Leturg [68] models. Phonon scattering, also known as
lattice scattering, is theoretically complex, depending on the frequencies of the
acoustic and optical phonons. For this reason, a phenomenological tempera-
ture model is used instead, following a power law with experimental parameter
θ = 2.285 for silicon electrons [66].

µph = µmax

(300
T

)θ

(2.15)

Impurity scattering is caused by the Coulomb potential of donor and acceptor
centres, and occurs for both ionised and neutral impurities, although clearly
the former is stronger. Klaassen derives a phenomenological model [65] from
the Caughley-Thomas model and then applies a temperature dependence to
the individual terms [66]

µi+ = µ2
max

µmax − µmin

(
T

300

)3α1−1.5 (Nref

ND+

)α1

+ µminµmax

µmax − µmin

(300
T

) 1
2 n

ND+
(2.16)
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where both µmin, µmax,Nref ,α1 = 0.711 and θ = 2.285 are material specific
parameters determined experimentally.

Neutral impurity scattering is an important low temperature scattering
mechanism which is usually overlooked, as above ∼50 K most impurities are
ionised and charged impurity scattering dominates. The model from Sclar [69]
and Li [70] has shown good agreement with experimental data and it is used
in this work, in the form presented by by Li

µi0 = 1
3µN

2
√
kBT

EN

+
√
EN

kBT

 (2.17)

µN = 2πq3m∗

5ϵSih3ND0
× 10−2 (2.18)

Figure 2.5a shows the temperature dependent mobility under thermal equilib-
rium freeze-out for both doped and undoped silicon, with significant differences
due to neutral impurity scattering at low temperatures. Figures 2.5a,b further
show that there is a large change in mobility under donor ionisation, due to the
higher scattering from ionised impurity than neutral ones, yielding a non-linear
conductivity-ionised donor ratio relationship.

Finally, as mobilities tend to increase significantly at very low temperatures,
velocity saturation must be accounted for, leading to a field dependent mobility
[55, p. 170], although this effect is only usually relevant at high electric fields.
and high mobilities.

2.2.4. Donor Impact Ionisation
It was established that at low temperatures shallow impurities such as donors
are thermally frozen in the neutral D0 state. There are however other non-
thermal pathways for donor ionisation, including the subject of this work,
optical ionisation. On top of that, donors can be ionised even at the low fields
F < 105Vcm−3, from the often-overlooked process of shallow level impact
ionisation. In the case of a donor, this involves an electron gathering sufficient
kinetic energy, usually from an electric field, to ionise a D0 neutral donor and
generating a D+ charged donor and a conduction band electron. This is similar
in principle to the process of band-to-band impact ionisation but requires far
less energy due to the small binding energy of the shallow donor, and is thus
favourable at low temperatures and low fields. The subject has been explored
extensively [71–73], but has proven quite difficult to treat, as it is not simply
a matter of considering the average carrier energy, but the full distribution as
to be modelled, as the high energy tails can have a significant effect. Dierickx
and Simoen explore the subject in depth from a theoretical standpoint [74–80],
in particular at the relevant 4 K liquid helium regime, and produce a useful
semi-empirical expression for the rate of shallow donor impact ionisation rate
coefficient AI [78]

AI (F ) =
√

2
π

√
2Ed

m∗
σ0

x
3
2
I (x) (2.19)
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where

I (x) =
(
x2 + 2x3

)
e− 1

x −
(
3x2 + 2x3

)
e− 2

x

x =
(1

2 + α)F 2m∗µ2 + kBT

Ed

(2.20)

This is useful to get a broad approximation for the magnitude of the effect and
the regime where it is relevant. Notably, impurity impact ionisation depends
strongly on the carrier mobility, as naturally high mobility carriers are less
frequently scattered and thus able to gather the threshold kinetic energy at
lower fields, indicating that the use of high-quality FZ-silicon and low dop-
ing densities enhances this effect. Figure 2.6 shows how for a high mobility
µ = 105 cm2V−1s−1 impact ionisation starts to become significant at electric
fields as low as 103 V m−1, and is maximised at around 104 V m−1, low fields
employed throughout this work. At higher fields, other ionisation mechanisms
become relevant, namely Poole-Frenkel and tunnelling ionisation [81], which
are however not explored in this work. There are also some limitations to
this model, such as the difficult definition of the field dependent α parameter
determining the kinetic energy of a drift carrier kT + (1

2 + α)m∗v2
d.

2.2.5. Donor Electron Capture
As electrons are ionised from donors, they can also be recaptured to the ener-
getically favourable D0 state, and although the complete freeze-out of carriers
may suggest otherwise, this is often a slow process. The subject is strictly
related to shallow impurity impact ionisation, and it usually is the competing
mechanism at low temperatures. In general, the capture cross section of a
charged impurity is given by

σ = 4πr3
c

3λ (2.21)

The thermal capture rate is extended and calculated by Dierrickx under an
electric field [78]

BT (F ) =
√

2
π

2πr3
c

λ

√
2kBT

m∗
1 − (y + 1) e−y

√
y

y = kBT

kBT +
(

1
2 + α

)
m∗µ2F 2

(2.22)

The capture rate is thus partially related to the impurity impact ionisation
rate, and as shown in figure 2.6, they follow an opposite relation where AI
increases and BT decreases with electric field. At the high mobilities typical of
high resistivity float-zone silicon, this crossover occurs near the 3 × 103 V m−1,
which is very relevant to this work as it is equivalent to only 60 mV across
2 contacts 20 µm apart, although a significant voltage drop at the interfaces
must be accounted for.
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Figure 2.6: Impact ionisation(AI) and thermal capture(BT) rate coefficients
against electric field in silicon at 4 K, mobility µ = 105 cm2V−1s−1. Higher
drift energies of conduction band electrons increase the cross-section of
impact ionisation and reduce that of thermal capture.

In the absence of additional ionisation and capture processes, the first order
differential of the capture-ionisation process is given by

dND+

dt
= n (AIND0 −BTND+) (2.23)

Equilibrium is reached where dND+
dt

= 0, yielding an equilibrium ionisation
ratio of

ND+ = ND
AI

AI +BT
(2.24)

thus independent of carrier density. Further solving the full differential yields
an exponential where changes in ionisation occur with a time constant

τ = 1
n (AI +BT) (2.25)
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2.2.6. Carrier Diffusion
As described in Equation 2.7, a carrier density imbalance generates a potential
gradient and resulting diffusion current. Although this is largely avoided with
modern trenched finfets or similar nanoscale devices, diffusion currents and
their timescales are extremely important for microscale bulk devices such as
those presented in this work. The diffusion current is related to drift current by
the Einstein relation, D = µkBT , meaning that the diffusion-to-drift current
ratio is lower at cryogenic temperatures, but the diffusion constant itself may
increase due to the large nobilities observed at low temperatures, in particular
for nominally intrinsic high resistivity silicon.

Full diffusion dynamics requires complex finite-element-methods simula-
tions which are particularly difficult to converge at low temperatures [82], but
a simple back-of-the-envelope calculation can already yield important infor-
mation on the relevant timescale for the process with an order of magnitude
estimate [83].

τD(r) ∼ r2

2Dn

(2.26)

2.3. Stress-Strain Formalism
Stress and strain describe the mechanical deformation of a solid under com-
pressive, tensile and shear forces. As strain is a major topic of this thesis,
this section presents a brief introduction to the relevant formalism employed
in this thesis, which is employed in the next sections of this chapter as well as
in Chapter 5.

Strain describes local, infinitesimal distortion of a lattice ϵij = ∂u
∂xi

, which
can be viewed as the deformation of the lattice’s frame as [84, p. 9]

x̂′ = (1 + ϵxx) x̂ + ϵxyŷ + ϵxzẑ (2.27)

and similarly for the other ŷ′ and ẑ′ axes. Strain is a 2-rank symmetric tensor.

ϵij =

ϵxx ϵxy ϵxz

ϵxy ϵyy ϵyz

ϵxz ϵyz ϵzz

 (2.28)

Strain is induced by forces acting on a solid, which is usually described in
a form normalised by surface area as stress, which when normal to a surface
can be simplified to the simple definition of force divided by area. Like strain,
stress is also a 2-rank tensor.

σij =

σxx σxy σxz

σxy σyy σyz

σxz σyz σzz

 (2.29)
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Figure 2.7: Deformation of a 2D square under [110] strain displays both axial
and shear strain components.

For small, elastic deformations, stress and strain are related by the 3-dimensional
generalised Hooke’s law and is governed by a fourth rank tensor pair, the elas-
ticity tensor Cijkl and compliance tensor Kijkl, with CijklSijkl = 1 [85].

ϵij = Sijklσkl

σij = Cijklϵkl

(2.30)

The elasticity and compliance tensors simplify significantly under the cubic
symmetry of crystalline silicon to having only 3 independent components:
c11 = 165GPa, c12 = −65GPa and c44 = 80Gpa at 0 K [86]. c11 represents
the deformation response in the axis where stress is applied, c12 the Poisson
like deformation of the perpendicular axes, and finally c44 the shear deforma-
tion.

Practically, it is often easier to work with the matrix-vector pair described
in Equation 2.31, where thanks to the tensor symmetry the stress and strain
tensors are flattened to 6 × 1 vectors, and the stress and compliance tensors
can be expressed as matrices



ϵ11
ϵ22
ϵ33
2ϵ23
2ϵ13
2ϵ12


=



s11 s12 s12 0 0 0
s12 s11 s12 0 0 0
s12 s12 s11 0 0 0
0 0 0 s44 0 0
0 0 0 0 s44 0
0 0 0 0 0 s44





σ11
σ22
σ33
σ23
σ13
σ12


(2.31)
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As an example, a stress T applied along the x̂ axis gives

ϵ =



s11 s12 s12 0 0 0
s12 s11 s12 0 0 0
s12 s12 s11 0 0 0
0 0 0 s44 0 0
0 0 0 0 s44 0
0 0 0 0 0 s44





T
0
0
0
0
0


=



s11T
s12T
s12T

0
0
0


(2.32)

which in matrix form is

ϵ[100] =

s11T 0 0
0 s12T 0
0 s12T

 (2.33)

Notably however, as silicon is anisotropic, the above holds where the princi-
pal axes are perpendicular to the [100] planes. New compliance matrices must
be computed where that is not the case, which is done numerically. However,
in this work it is preferred to work in the [100] coordinate frame and rotate
the stress tensor where needed, as most parameters and conventions are in the
[100] frame.

For example, expressing uniaxial strain is straightforward in the case of
uniaxial stress applied along one of the principal axes, where all elements of
the stress tensor are 0 except for one σii component. However, where stress
is applied at an angle, the stress tensor is non-trivial and requires a rotation
of the stress matrix. This is best achieved applying a rotation matrix to the
stress tensor.

A generalised 3-dimensional rotation matrix is given by the Rodrigues for-
mula in Equation 2.34 [87], which rotates a vector u′ = Ru, and a matrix as
M ′ = RMRT . The rotation matrix can be constructed in a few different ways,
here the generalised Rodrigues formula is employed, where a rotation θ around
an arbitrary unit vector ω̂ = (ωx, ωy, ωz) is given by

R =

 cos θ + ω2
x (1 − cos θ) ωxωy (1 − cos θ) − ωz sin θ ωxωz (1 − cos θ) − ωy sin θ

ωxωy (1 − cos θ) − ωz sin θ cos θ + ω2
y (1 − cos θ) ωyωz (1 − cos θ) − ωx sin θ

ωxωz (1 − cos θ) − ωy sin θ ωyωz (1 − cos θ) − ωx sin θ cos θ + ω2
z (1 − cos θ)


(2.34)

Hence to find the stress tensor along a generalised direction, one starts with
a principal tensor and applies the required rotation. For example, to express
uniaxial stress applied in the [110] direction, one can start with a uniaxial
strain tensor in the x̂ axis and rotate it by 45◦ on the ẑ axis, yielding

σ[110] = Rz(45◦)σ[100]R
T
z (45◦) (2.35)

It should be noted that the rotation formalism can be applied to the stress
tensor, which is isotropic by definition. However, it cannot be applied to the
strain tensor due to the anisotropy of the compliance matrix.
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2.4. Shallow Donors in Silicon
Shallow dopants are key to the tunability of a semiconductor’s electrical prop-
erties, shifting the fermi energy level and increasing the bulk carrier density.
Donors are atoms that have more valence electrons than silicon, thus provid-
ing an extra electron to the conduction band, as described in Section 2.1. A
main assumption of doping theory is that, at room temperature, thermal en-
ergy is sufficient to overcome the binding energy of the donor nucleus, leaving
the extra donor electron free and unbound in the conduction band and an
ionised, positively charged nucleus, a state referred to as D+. However, as
discussed extensively in Section 2.2, when the thermal energy is sufficiently
low the donor binds the electron in the stable neutral state D0, often described
as a solid-state hydrogen atom due to its singly charged nucleus and single
electron. The shallow donor state has some notable physical properties as a
model hydrogen atom. Due to the high dielectric constant in silicon of 11.7
[40], the Bohr radius of the phosphorus donor is extremely large at 1.8 nm [88],
against the vacuum hydrogen atom Bohr radius of 52.9 pm [89], while deeper
impurities have smaller radiuses due to the stronger localised potential.

Si Si Si SiSi Si Si

SiSi Si Si SiSi Si Si

SiSi Si Si SiSi Si Si

Si Si Si SiSi Si Si

Si Si Si SiP+ Si Si

SiSi Si Si SiSi Si Si

SiSi Si Si SiSi Si Si

Si Si Si SiSi Si Si

Si Si Si SiSi Si Si

SiSi Si Si SiSi Si Si

SiSi Si Si SiSi Si Si

SiSi Si Si SiSi Si Si

e-

Figure 2.8: Representation of a substitutional phosphorous donor in
Silicon(Si : P) and its bound electron. Drawing not to scale: the Bohr
radius of the phosphorus donor is 1.8nm [88], the silicon covalent bond
length is approximately 0.236nm [30].

The silicon D0 state is well modelled under the Kohn-Luttinger effective
mass theory of an electron in a perturbed periodic potential [90], with mul-
tivalley and central cell corrections. The bound electron wavefunction must
solve the Hamiltonian [91, 92]:(

− ℏ2

2m∂2
i + V (r) + U (r)

)
Ψ (r) = EΨ (r) (2.36)
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where V is the periodic potential of the semiconductor, and U is the Coulomb
potential of the donor’s nuclear charge, which includes a screened Coulomb
term Uc and a central cell correction Ucc [93].

Uc (r) = − e2

ϵSi|r|
, Ucc = e2

ϵSi|r|
(1 −B|r|) e−b|r| (2.37)

The central cell correction, with parameters specific for each impurity, is nec-
essary due to the asymptotic behaviour of the dopant’s potential, which is
screened in the far limit r >> rSi but unscreened near the impurity centre.
Various approaches have been explored, including phenomenological correc-
tions [94]. Here the potential form by Hui [93, 95] is presented. B and b are
experimental parameters determined from the A1 energy level.

The donor Hamiltonian can be solved under the effective mass approxima-
tion by the product of a series of envelope and Bloch functions.

Ψ =
∑

i

Fi (r) Φ (kir) (2.38)

where Φ (kir) = ui(k, r)eik·r are the Bloch functions centred around the con-
duction bad minima ki. Fi(r) is the envelope function, which must solve the
hydrogen equation now devoid of the periodic term, but with the effective mass
tensor m∗

i . (
− ℏ2

2m∗
i

∂2
i + U (r)

)
Fi (r) = EFi (r) (2.39)

Effectively, the donor electron wavefunction is the product of the conduc-
tion band Bloch functions and a hydrogen-like envelope function in a screened
medium. Notably, this means that the wavefunction is oscillating, with peri-
odicity determined by the conduction band minima wavevector k0.

ky

kx

kz

Figure 2.9: Conduction band valleys of silicon in k-space
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Finally, a valley orbit correction must be included, to account for the in-
teractions between the conduction band minima due to the localised potential
[96–98]. Silicon has six conduction minima, symmetrically at the k0 points on
the [001] planes.

HVO =



E0 (1 + δ)∆ ∆ ∆ ∆ ∆
(1 + δ)∆ E0 ∆ ∆ ∆ ∆

∆ ∆ E0 (1 + δ)∆ ∆ ∆
∆ ∆ (1 + δ)∆ E0 ∆ ∆
∆ ∆ ∆ ∆ E0 (1 + δ)∆
∆ ∆ ∆ ∆ (1 + δ)∆ E0


(2.40)

Where ∆ is the interaction of perpendicular bands, and (1 + δ)∆ is the inter-
action between opposite bands. This leads to a splitting in the ground state
energy level in valley states with separation of the order of a few meVs.

Modern computational resources allow one to go beyond the effective mass
approximation and fully solve the Hamiltonian numerically in k-space around
the conduction band minima [99], or with tight binding models [100], leading
to the calculation of accurate parameters. However, multivalley effective mass
theory remains an accurate and insightful approximation to understand the
energy level and its shifts under for example electric or strain fields.

2.4.1. The Donor Spin State
As a solid-state hydrogen atom equivalent, the Bohr-like D0 neutral donor
offers a spin system in a favourable amagnetic material. Beyond its electronic
and optical properties, silicon also has important magnetic properties. Of the
3 stable, naturally occurring silicon isotopes, 28Si (92.2%) and 30Si(3.1%) have
zero spin angular momentum [89]. Only 29Si, with a natural occurrence of
4.7 % has a spin of 1/2 [101]. Silicon is thus an excellent magnetic insulator,
and it can be further improved through the isotopic isolation of the 28Si isotope
[102].

A neutral shallow donor(D0) in silicon can be modelled as a Bohr atom
according to effective mass theory, as described above. The spin system of
such atom comprises the spin-1/2 negatively charged electron orbiting a single,
positively charged atom with a spin dependent on the nuclear species, mI = 1/2
in the case of the ubiquitous phosphorus employed in this work. The spin
system is modelled, just like the Bohr atom, as a 2-particle system, with two
Zeeman terms and a hyperfine interaction term [103].

Ĥr =
∑
x,y,z

(
geµB

ℏ
BiŜi + gnµn

ℏ
BiÎi + Ahf ŜiÎi

)
(2.41)

Here Ŝi represents the electron spin operators Ŝx, Ŝy, Ŝz of the electron, and
Îi the nuclear spin operators. In the case of the phosphorus donor those are
both spin-1

2 Pauli operators. ge is the electron g-factor, which is a 2 rank tensor:
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the whole term is given by BigijJj. The g-factor of the electron can be derived
from effective mass theory, and for a single valley it is anisotropic with principal
components g|| = 0.87 and g⊥ = 1.92 respectively parallel and perpendicular to
the valley axis [104, 105], which are dependent on the directional effective mass
and donor potential. Under symmetric contributions by all the 6 valleys this
still results in an isotropic, scalar g-factor, with some anisotropy resulting from
the symmetry breaking due to large strains or electric fields [106]. The nuclear
Zeeman term is much smaller than the electron’s due to the higher mass of the
nucleus, to which the magneton constant is related by µ = Cℏ

2m
. This leads to a

nuclear Zeeman term about 3 orders of magnitude smaller than the electron’s.
The main contribution of the nucleus results from the hyperfine term, which
is due to the contact interaction of the electron and nucleus, effectively the
overlap of the electron and nuclear wavefunctions [107–109]. The hyperfine
constant Ahf represents the strength of the electron-nuclear spin interaction
and is proportional to the electron wavefunction amplitude at the nucleus.

Ahf ∝ |Ψ2
e(0)| (2.42)

In the case of the phosphorus donor, the hyperfine constant is 117.53 MHz [21],
with deeper donors such as bismuth presenting higher hyperfine couplings in
the gigahertz region.
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Figure 2.10: Simulation of the phosphorus donor spin energy levels in a
magnetic field for the states |ms,mI⟩ in the limit geB >> Ahf , and al-
lowed flip-flop, electron paramagnetic resonance(ESR) and nuclear mag-
netic resonance(NMR) transitions. The sixth transition is forbidden hav-
ing ∆mS = 2.

The manipulation of the donor spin is usually achieved with the use of a
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small oscillating magnetic field B1(t) = cos(2πft + ϕ) perpendicular to the
static magnetic field B0. This can be understood in terms of the Larmor
precession of a magnetic dipole or alternatively the time evolution of 2-state
system. The full Hamiltonian is given by H = H0 +H1(t), each resulting from
the static and oscillating magnetic field components.

Figure 2.10 shows the resulting 4 energy levels of the phosphorus donor
spin system, with zero field splitting given by the hyperfine constant, and 2
pairs of states at higher magnetic field states.

This electron state has shown extremely long relaxation times exceeding
seconds [105, 110, 111]. Coherence times at low temperatures are mainly
limited by the coupling to the magnetic 29Si isotopes but can reach lifetimes
in the order of seconds [2] in isotopically purified 28Si. The nuclear state is
significantly more difficult to drive due to the small hyperfine and nuclear
magnetic moment but has shown extremely long coherence times of almost
one hour [4]. The 29Si spin is indeed a source of decoherence and local strain,
however it can also be harnessed as a nuclear spin quantum memory [112].

2.4.2. Strained Donors
The silicon donor spin is relatively impervious to strain, due to the vanishing
spin-orbit coupling of the conduction band. The main strain effects are a
quadratic shift due to the relative valley energy shifts inducing repopulation
and consequent g-factor anisotropy, as well as a linear hyperfine modulation
due to the hydrostatic strain component.

The conduction valley strain can be expressed in the valley reference [113,
114]

∆cb = ΞdTr {ϵij} +
∑

i=±x,y,z

Ξux̂iϵii (2.43)

One must thus solve the valley orbit Hamiltonian with the added valley strain
energy shifts and add the hydrostatic component

HVO
(

ϵij

)
= ΞdTr

{
ϵij

}
+


E0 + Ξuϵxx (1 + δ)∆ ∆ ∆ ∆ ∆

(1 + δ)∆ E0 + Ξuϵxx ∆ ∆ ∆ ∆
∆ ∆ E0 + Ξuϵyy (1 + δ)∆ ∆ ∆
∆ ∆ (1 + δ)∆ E0 + Ξuϵyy ∆ ∆
∆ ∆ ∆ ∆ E0 + Ξuϵzz (1 + δ)∆
∆ ∆ ∆ ∆ (1 + δ)∆ E0 + Ξuϵzz


(2.44)

leading to a repopulation of the electron population to the energetically
favourable valley. As the g-tensor is anisotropic for each valley, and only
becomes isotropic from the symmetrical valley contributions, this leads to a
quadratic change in the g-factor and anisotropy.

Although the conduction band shifts are non-negligible, the g-factor effect
is small and only become significant at large strains ≫ 10−5. At small strains,
the dominating effect is a linear hydrostatic tuning of the hyperfine constant
[115, 116]. Nevertheless, these effects are small compared to the sensitivities
of the D0X optical transitions of this work. The conduction band shifts are
indeed relevant and are incorporated, but the spin shifts are ignored as below
the resolution limit.
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2.5. Donor Bound Excitons in Sili-
con

The Silicon donor bound exciton is a remarkable, short lived state with prop-
erties and applications concerning all of semiconductor silicon’s key themes:
optical, magnetic and electrical. This section explores the literature of donor
bound excitons, as well as theoretical models that are employed in the following
experimental chapters.

2.5.1. Wannier Excitons
Electrons and holes in a semiconductor interact through the Coulomb force
and can go as far as forming a two particle bound state: the exciton. The
exciton state is generally divided in two species depending on the strength of
the Coulomb attraction: ionic crystals have electrons and holes tightly bound
around the nuclei thus forming tight, unscreened excitons known as Frenkel
or molecular excitons [117, 118]. In the opposite regime, semiconductors with
high dielectrics and screened carriers, such as silicon, typically form loosely
bound excitons known as Wannier-Mott excitons [119, 120]. These large exci-
tons can be well modelled by effective mass theory. The dynamic can be sepa-
rate between a hydrogen like interaction dynamic with a coordinate r = re−rh
and a centre of mass coordinate R dynamic [36, pp. 279–280]

− ℏ
2M ▽2 ψ(R) = ERψ(R) (2.45)

(
− ℏ

2µ ▽2 − e2

4πϵ|r|

)
ϕ(r) = Erϕ(r) (2.46)

Hence the exciton behaves as a donor state moving within the semiconductor
as a free particle with reduced mass 1

µ
= 1

m∗
e

+ 1
m∗

h
.

The semiconductor exciton is a neutral quasi-particle composed of an elec-
tron and a hole, electrostatically bound to each other. Similar to the two-
particle hydrogen atom, it is usually excited optically by the promotion of
valence band electron to the conduction band, leaving a hole in the valence
band. In silicon, free excitons cannot be excited by a direct photon transi-
tion due to the indirect bandgap, but must be excited via a phonon assisted
transition, with the phonon compensating for the electron momentum.

Excitons can exist as free, drifting particles, but they are often and easily
pinned around impurities, leading to an energetically favourable bound state,
the bound exciton.
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2.5.2. Donor Bound Excitons
Excitons can be bound to impurities forming localised states known as bound
excitons. Generally binding can occur to both charged and neutral impurity
centres, however in Silicon only neutral impurity centres give rise to a sta-
ble bound state, as ionised impurities cannot bind excitons since m∗

e ≫ m∗
h

[121]. This weak binding occurs through a London like dispersion force, as
both the donor and the exciton have a symmetrical charge distribution. Op-
tically, donor bound excitons are of particular interest as, lacking the kinetic
energy broadening of free excitons, they often display very narrow linewidths.
This work focuses specifically on the donor bound exciton state D0X, which
has attracted significant research due to its narrow, spin resolved phononless
optical transitions, as well as its electrical Auger decay.

The donor bound exciton is overall a complex, three particle state with
individual and interaction terms [26, p. 83].

HD0X = He1 +He2 +Hh +He1,e2 +He1,h +He2,h (2.47)

which can indeed be treated employing tight binding numerical methods. On
a practical level, significant insight can be gained by considering the individual
terms of the bound exciton transition, which takes the single particle e to the
three particle eeh state.

ED0X = Eg − EX − EbX + Ees + Ehs (2.48)

Here, Eg is the bandgap, EX is the free exciton binding energy, EXb is the
exciton binding energy, and finally Ees + Ehs are the excited electron and hole
spin energies. Notably, the excited electron spin state must be opposite to
that of the D0 electron. Throughout this section the analysis of the bound
exciton energy states is done in terms of the terms above, where EX and EbX
are generally assumed fixed, with most shifts and splittings arising from the
bandgap and spin terms.

2.5.3. Optical Excitation of the D0X State
The silicon donor bound exciton state can be excited via a phononless optical
transition. Free excitons require the electron to be excited to a specific valley
state ki and hence assume a finite momentum. Due to the donor potential,
the 6 conduction valleys interact, as described in 2.4, leading to a ground
state symmetric superposition with net wavevector k = 0, hence allowing a
phononless transition under conservation of momentum.

The D0X single photon transition is amplified by a giant oscillator effect
[122], which yields an oscillator strength amplified by

fD0X =
(
E0

Eb

)3/2

fint (2.49)
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where Eb is the exciton binding to the donor and E0 is the exciton band-
width ℏ∆k. Due to the low, meV binding energy and large, eV bandwidth, this
results in an amplification of ∼104 for silicon shallow donors, and a large oscil-
lator strength of 7.1 × 10−6 for Si:P [123]. A simplistic interpretation suggests
that the primitive unit cell oscillator strength is multiplied by the number of
unit cells within the large radius of the bound exciton, as this is the collective
excitation valence band electrons, not the single D0 conduction band one.

2.5.4. Decay the D0X State

D0

e- e- e- e- e- e- e- e-

e-

e- e- e-e- e- e- e-

e- e-

h+
e- e- e- e- e- e- e- e-

e-

conduction band

valence band

D+D X0

Figure 2.11: D0X optical excitation and Auger decay process.

The D0X state can decay via two pathways: phononless radiative emission
and Auger decay, and is largely dominated by the latter, which is the focus of
this work. Radiative emission can be derived from the oscillator strength and
yields a lifetime of ∼2 ms [16].

The Auger decay mechanism, first suggested by Nelson [22], involves an
electron and a hole pair annihilation, with the resulting energy absorbed by
the remaining electron, which is thus excited into the conduction band. The
Auger decay rate is related to the radiative emission rate.

Γauger =αΓrad

α = a4kAug

(a0krad)3
(2.50)

Which results in an Auger lifetime almost 4 orders of magnitude shorter than
the radiative lifetime at 272 ns [16, 124], severely limiting the radiative quan-
tum efficiency. Nevertheless, Purcell enhancement has been explored for in-
creasing the radiative efficiency through the use of photonic cavities, such as
in the work of Nur [46].

The dominant Auger decay mechanism effectively renders the donor bound
exciton transition a spin selective D0 → D+ spin-to-charge converting transi-
tion, which has been demonstrated in electrical spin resonance [23, 25, 26, 125]
and nuclear spin resonance [24] experiments.
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2.5.5. Donor Bound Excitons in a Magnetic
Field
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Figure 2.12: Simulation of the D0X hole spin energy levels in a magnetic
field along the [100] and [111] crystallographic axes.

The D0X Hamiltonian in a magnetic field depends on the hole Zeeman
Hamiltonian [126]. The system is similar to that of a hole spin qubit [127],
with the difference that there is no hyperfine interaction with the nucleus, as
the nucleus and hole have the same charge, and due to Coulomb repulsion
|Ψ2

h(0)| = 0.

Hh(B) = µB

∑
i=x,y,z

(
g1JiBi + g2J

3
i Bi

)
(2.51)

Unlike the electron, the hole Zeeman Hamiltonian is strongly anisotropic,
and due to the cubic J3

i term it has a different g-factor for the light mj = ±1
2

and heavy mj = ±3
2 hole. Figure 2.12 shows the hole Hamiltonian for B ∥ [001]

and B ∥ [111] orientations. This model breaks down at higher fields B ≫ 1 T,
where the hole state displays diamagnetic properties [128], but this is not a
concern in the low field regime explored in this work.

In the D0X state two electrons are present with opposite spin state and the
Zeeman terms cancel out. Magnetically, the D0X transition magnetic compo-
nent is the difference between the hole Zeeman and the electron spin from the
D0 state.

∆ED0X(B) = Eh(B) − Ee(B) (2.52)
with the electron energy levels discussed in Section 2.4. This potentially leads
to 8 distinct transitions, 16 including the D0 hyperfine splitting. However,
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Figure 2.13: Energy levels and transitions of the D0 → D0X transition under
a magnetic field B ∥ [001].

conservation of spin number forbids two of these, as optical dipole transitions
must have ∆mj = 0,±1. Hence the −1

2 → 3
2 and 1

2 → −3
2 are forbidden,

leaving a total of 6 transitions, 12 with the hyperfine splitting. This work is
largely based on samples and conditions where the hyperfine is not resolved,
therefore it will be ignored. However, it is important to note that the hyperfine
lines can and have been resolved in 28Si samples at low, ∼1 K temperatures
[18, 21].
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Figure 2.14: Simulation of the D0X light and heavy hole transition energies
under uniaxial stress along the [100] [111] crystal axes.

2.5.6. Strained Donor Bound Excitons
The silicon donor bound exciton state is strongly affected by lattice strain due
to the spin orbit coupling (SOC) of the valence band. This is one of the main
themes of this thesis, as well as much past research on the subject, as small
amounts of strain can lead to large shifts and splittings in the D0X transition
energy lines. Unlike the conduction band, the valence band of silicon displays
strong spin orbit coupling, this is well described with the Kohn-Luttinger k · p
model.

The D0X hole spin splitting under strain has been observed to follow closely
the Pikus-Bir Hamiltonian [129].

Ĥpb = aTr{ϵ} + b
∑

i

(Ĵi

2
− 5

4 Î)ϵii + 2d√
3
∑
j>i

{
ĴiĴj

}
ϵij (2.53)

with a similar effect resulting from the application of electric fields [130].
The D0Xstate generates 2 electrons and a hole, thus the strain shift will be

the sum of the hole strain shift and the electron strain shift, which is described
in Equation 2.43 from Section 2.4.2

∆D0X (ϵ) = ∆Ee + ∆Eh (2.54)

The resulting strain shift, shown in Figure 2.14, is anisotropic, with a linear
shift only under uniaxial stress along the [111] axis, and quadratic terms for
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all other orientations. Notably, however the strain shift is equal and linear for
small, ≲ 5 MPa stresses.

Strain is a key theme of donor bound excitons, with discernible splitting
arising even from small mounting strains. It has even been proposed that
strain may be responsible for the natural silicon line broadening due to the
random distribution of 29Si and 30Si isotopes.

Attempts to work with donor bound excitons in silicon-on-insulator (SOI)
substrates have particularly been hampered by the high interface strain [29],
which leads to high deformations of the silicon device layer.
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3. Setup and Experimental Meth-
ods

3.1. Silicon Devices
The silicon samples employed in this work are lithographically defined, micro-
fabricated devices consisting of aluminium metal contacts, dry silicon thermal
oxide and phosphorus ion implants. The substrate is a commercial high re-
sistivity (10 000 W), 250 µm float-zone grown silicon wafer. The devices were
designed and fabricated by Dr Marc Philipp Ross in the London Centre for
Nanotechnology cleanroom, except for the dry oxide growth at the Southamp-
ton Nanofabrication Centre and the donor implantation at the Surrey Ion
Beam Centre. The fabrication is fully described in Dr Ross’ PhD Thesis [26,
p. 70], where characterisation and some photoconductive experiments are also
presented.

(a) (b)

30nm Al contact

FZ-Si substrate

ion implanted phosphorus layer

11nm SiO2 oxide

Figure 3.1: Electrical D0X device model. (a) device model including feed line
and bond pad. (b) device model MOS contacts and phosphorous implant
side view.

All fabricated structures are defined with a photolithography mask. The
devices, with an example shown in Figure 3.1, consist of 10 µm wide metal
capacitors of various length and separations within the photolithography pro-
cess limit, connected to a pair of 200 × 200 µm bonding pads by a 10 µm wide
feed line. The metal contacts are composed of 30 nm thermally evaporated

47
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aluminium. The oxide consists of an 11 nm thick SiO2 layer grown in an oxy-
gen atmosphere (5 min, 950 °C). The oxide is etched everywhere except for
under the metal to limit the substrate strain, extending ∼2.5 µm off the metal
to prevent a direct contact. The phosphorus donor patches consist of 100 nm
thick ion beam implants at the shallow depth of 150 nm. The implantation
dose is 7 × 1010 cm−2, resulting in a peak density of 5 × 1015 cm−3. Although
higher donor densities would yield a stronger photoconductivity response, the
D0X transition is sensitive to large donor densities due to long range exci-
ton interactions, leading to significant linewidth broadening [123, 125]. A low
donor concentration also enables the investigation of the few-donor photocon-
ductive D0X detection limit, but this needs to be balanced against the residual
substrate donors for local selectivity.

3.2. Cryogenic Sample Mounting

3.2.1. Cryogenic Sample Refrigeration
The coherent manipulation of donor and bound exciton spin states requires
cryogenic temperatures to maximise spin and exciton states lifetimes and min-
imise the transitions narrow linewidths, allowing the resolution of the spin fine
structures. Cryogenic cooling to liquid helium temperatures is achieved with
a Montana Instruments S100 Cryostation1. This is a 2-stage closed-cycle cold
finger cryostat designed for low working distance optical access with a room
temperature objective.

Figure 3.2: Sample space of the Montana Instruments S100 cryostat, with
3-axis Attocube piezo-stack for top sample mounting and positioning.

The sample chamber, shown in Figure 3.2, consists of a sample platform
enclosed by an aluminium radiation shield, itself enclosed by a vacuum housing.

1https://www.montanainstruments.com/products/s100

https://www.montanainstruments.com/products/s100
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The vacuum housing creates a sealed enclosure for establishing a vacuum. This
is essential as any gas would thermally couple the sample to the enclosure
and thus room temperature. The radiation shield is thermally coupled to
the 1st stage of the cryocooler, reaching down to approximately 30K, and is
designed to shield the sample from the radiation of the warm room temperature
environment. The sample platform is thermally coupled to the 2nd, coldest
stage of the cryocooler by a thermally conductive metal connection, referred
to as cold finger, and can reach down to a temperature of 2.8K under optimal
operating conditions.

The cryostat has electrical access through 4 high frequency SMP coaxial
cables and 10s of single wire dip connectors. The sample chamber and cry-
ocooler are mounted on an optical table, taking advantage of the vibration
dampening from its pneumatic stabilisation. The air-cooled helium compres-
sor is located in a service vault outside the optical laboratory, and connects to
the cryocooler via two supply and return helium high pressure lines of approxi-
mately 15m length. The compressor is the largest source of noise and vibration
of the entire system, and its delocalisation further reduces vibrations to the
sample. The vacuum pump and control unit are placed on the floor under the
optical table.

This configuration of the S100 cryostat is set up for vertical optical access:
the sample is mounted at the very top of the sample chamber, as close as
possible to the radiation shield window to allow the use of a low working
distance, high magnification objective. The distance between the bottom of the
radiation shield window and top of the vacuum housing windows is only0 mm.
This allows the achievement of a near diffraction limited spot diameter of
∼2 µm, crucial to this work investigating the dimensional limits of D0X devices.
Previous D0X research was limited to larger laser spot diameters upwards of
30 µm [26, 27], due to the use of longer optical working distance setups.

3.2.2. PCB Sample Mounting
The sample is mounted on the piezo stage via a printed circuit board (PCB)
with soldered SMP electrical connectors. After the PCB is assembled, the
sample is glued to the PCB with the use of silver paste or cryogenic GE
varnish, for a secure positioning and thermal connection. Extreme care is
placed on limiting mounting strain by using minimal adhesive located far from
the active device. The active devices, at most two per run, are connected
to the PCB by ultrasonic aluminium wire bonding. Two wire bonders were
used over the course of this work: a Kulicke & Soffa 4123 wedge manual wire
bonder with a 75 µm wire, and a Bondtec 56i series automatic bonder with
a 25 µm wire. Special care is placed on achieving low profile bonds to limit
capacitive coupling to the cryostat radiation shield and outright contact shorts.
To achieve this, the bonds are run PCB-to-silicon so that the tall, loopy side
of the bond sits lower on the PCB. Unusually low loop heights are employed,
and the second bond is performed with a closed clamp to further bring down
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the bond height. Overall, the bond height over the silicon does not normally
exceed 100 µm, enduring sufficient clearance to the cryostat’s radiation shield.
This low profile bonding tends to create a degree of stress on the bonds, and
the narrower bond-wire is highly preferred to minimise any tension on the
sample mounting adhesive. Finally, the bottom PCB is mounted on to the
piezo stage via 2 non-magnetic titanium screws, with a thin layer of cryogenic
thermal grease (Apiezon N grease) for improved thermal transfer.

(a) (b)

Figure 3.3: (a) D0X device sample mounted on a custom PCB on the S100
cryostat piezo-stack (b) Low profile device wire bonding process.

The first iteration displayed in Figure 3.3 is designed for both 50 W impedance
matched AC lines, as well as simple dip DC lines. Subsequent PCBs only in-
cluded impedance matched lines, as the DC lines proved unsuitable for the low
noise electrical measurements involved in D0X detection. They presented high
levels of noise and electromagnetic interference despite the cryostat’s metal
shielding and the use of twisted pairs. The 50ohm impedance matched lines
are connected to flexible coaxial cables via SMP connectors and then routed
outside the cryostat through rigid coaxial cables. The AC traces are therefore
ground shielded in their entirety, except for the short, 5 to 10mm wire bond,
and result in a noise level at least an order of magnitude lower than the DC
lines.

In subsequent PCB versions the Montana mounting stage is removed, and a
double stacked PCB setup is employed to allow for the mounting of neodymium
permanent magnets under the silicon samples. As displayed in Figure 3.4, a
first PCB is screwed onto the piezo stage. A second PCB is then attached to
the second PCB via brass standoffs and custom modified low-profile screws.
Regular screws have a thickness of 1mm or more that clashes with the cryostat’s
radiation shield. The screws are filed by attaching them head down to a pillar
drill, as if they were drill bits, and then pushing them against files or filing
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Figure 3.4: Double stacked PCB sample mount, with underside niobium
magnets, OFHC copper thermal coupling ribbons and flexible SMP coaxial
cables.

paper. Where necessary, the screw slot is deepened with a thin hacksaw. The
drill rotation allows for rotationally symmetric filing. The screw head can be
filed down to approximately 200um, below the silicon sample thickness while
still maintaining sufficient functional integrity.

Regarding thermal connections, PCBs have thin ∼30 µm copper layers and
thus limited thermal conductivity. To avoid the thermal coupling having to
traverse two PCBs, the top PCB is directly connected to the base tempera-
ture stage via 3 oxygen-free high thermal conductivity (OFHC) copper strips.
These are screwed to the PCB on one side and clamped to the cryostat on the
other side. All thermal joints are again improved with a thin layer of cryogenic
thermal grease.

All PCBs were designed using software suites DipTrace and KiCad and
manufactured by Martin Scott in the UCL department of electronic and elec-
trical engineering on a FR-4 or RO4003C laminate.

3.3. Optics
The optical setup for all microscale D0X experiments is built around the Mon-
tana S100 cryostat vertical optical access window. Two distinct optical setups
were built in succession throughout this work: a simple, tube mounted and
single laser access setup with a 0.35NA objective followed by a more complex,
optical table based, multi-laser setup with a 0.65NA objective. These setups
were designed and built together with Dr Siddharth Dhomkar, with parts of
the setup later modified for photoluminescent detection by Felix Donaldson.

In both setups, the key elements are two tunable 1078 nm lasers:

Toptica DL-Pro diode single frequency laser with DLC Pro controller. The
laser has a linewidth of 20 kHz and a coarse tuning range between 1070–
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1160 nm. The continuous, mode-hop tuning range is however limited to
100 pm mainly via piezo tuning of the laser cavity but also of the diode
current and temperature. The laser has a free space output in a form of
an elliptical, linearly polarised laser beam, which is fed through a 90-10
beam-splitter and collimated in a polarisation maintaining (PM) and a
single mode fibre respectively, as shown in Figure 3.5b The PM fibre is
fed to the main experimental optical path via a collimator, while the
single mode fibre is plugged in a wavemeter.

NKT-photonics koheras adjustik Y10 single frequency diode laser with
a 20 kHz linewidth, a wavelength range of 1077.5–1078.5 nm tunable via
the diode temperature and 20 pm piezoelectric cavity fine tuning win-
dow. The output power is practically limited to ∼50 mW due to internal
reflections. The laser is internally fed through a non-polarisation main-
taining single mode fibre, giving an output with slow, large fluctuations
in linear polarisation angle and likely circular polarisation components.

Two wavemeters are employed for determination of the laser frequency mode,
a HighFinesse WS6 and WS7. The WS7 alone is used throughout most of the
work, except for the dual laser pump-probe experiments in Chapter 6 where
both wavemeters are employed simultaneously.

3.3.1. Single Laser Optical Setup
The first optical setup, whose diagram and photo are displayed in Figure 3.5,
consists of a manual 3-axis linear stage holding an array of tube mounted op-
tics. One of the two 1078nm lasers is fed via a fibre collimator, taken through
a 10 nm bandpass filter and a ND2 filter, deflected through a 50/50 beam-
splitter and focused on the sample by a Nikon CF Plan 20x 0.35NA objective
through the cryostat window. The laser reflection from the device surface
goes through the beamsplitter and is imaged on a tube mounted Thorlabs
DCC1545M 1280 × 1024 CMOS camera with a plano-convex lens focused at
infinity.

A 1050 nm LED is placed right above the optical window to apply broad il-
lumination to the sample for navigation and above bandgap carrier generation,
yielding an image of the sample surface on the camera. A 1078nm band-stop
filter is placed before the camera to limit the incident focused laser power and
bring the intensity of the imaged laser spot close to the LED illuminated sur-
face image. The result is a crisp image of the device surface and the laser spot
at the same time, as shown in Figure 3.6, making the steering and targeting of
the laser spot straightforward. For alignment and focusing, the 3-axis linear
stage enables rough alignment of the objective above the cryostat window and
is only used once after a cooldown.

The 3-axis ANPx101-ANPz101 Attocube piezo-actuator tower inside the
cryostat finely positions the device under the objective and brings the sample
surface into focus, allowing for remote controlled sample navigation using the
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(c)

Figure 3.5: Single laser optical setup (a) Optical setup diagram. (b) Toptica
DL-pro dual fibre coupling (c) Photograph of the optical setup. 2

experiments.

2Optical vector components adapted from the "gwoptics ComponentLibrary" by Alexan-
der Franzen, http://www.gwoptics.org/ComponentLibrary c.

http://www.gwoptics.org/ComponentLibrary
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Figure 3.6: CMOS image of D0X devices and 1078 nm laser spot, captured
with single laser optical setup and illuminated with an out-of-cryostat LED.

3.3.2. Image Convolution for Automatic Po-
sitioning

The live feedback of the CMOS camera and the fine, nanometre steps of the
cold piezo-actuator allow for very accurate manual positioning, at least better
than the laser spot resolution of 3 µm. The piezo-actuator alone is not however
suitable for positioning and scanning, due to this model’s lack of position
feedback. A small uncertainty on the step size builds up over large scans,
and displays significant hysteresis when inverting motion, essential for any 2D
scan. On top of this, occasional missteps lead to very inaccurate scanning
maps. All the data needed for precise positioning is however already recorded
in the form of the CMOS camera images, and indeed it is already used for
manual positioning: all that is really needed is a software routine to translate
this information into a precise position.

To perform accurate 2D scanning maps, a software routine is developed in
Python to determine the device relative position from the CMOS image, gen-
erating a software level positioning feedback loop with the piezo-actuators to
accurately position the laser spot and perform consistent, precise 2-dimensional
scanning maps.

This use case only requires translation detection, where more general sce-
narios can also include transformations such as rotation, scaling and shear.
Many options exist, including edge and shape detection techniques. Here, a 2-
dimensional convolution is employed, as it was found to be suitably robust and
precise. This is achieved using the OpenCV library function matchTemplate()
with the TM_CCORR_NORMED method [131]. This is a 2-dimensional
convolution, where the position image is multiplied by the reference image over
a range of offsets in the x and y axes, yielding a global maximum where the
images overlap, as shown in Figure 3.7.

The procedure works as follows: At the start of an experiment, the user
records and stores a reference image for position (0, 0). Then, he moves to two
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Figure 3.7: Device photos and their 2D convolutions for software device po-
sitioning. (a),(b) are microscopic device photos before and after a ∼65 µm
device translation by the piezo-actuator. (b),(d) are plots of a of each
photo’s 2D convolution with a reference photo(a crop of (a)). The circled
global maxima of the convolution plots precisely measure the vector dis-
placement of the device.

more known positions (x1, 0), (y1, 0) to calibrate the absolute units of position
and the approximate piezo-actuator step-size. To move to an arbitrary position
(x, y), an image is recorded for the current position. A 2D convolution with
the reference image determines the current position (xc, yc). If the difference
dx = x− xc or dy = y− yc exceeds the accepted tolerance, the piezo-actuator
is instructed to move by the estimated distance dx and dy, and the procedure
is repeated until dx and dy are below the accepted tolerance.

The position precision is limited by the CMOS camera resolution in re-
lation to the objective and camera lens magnification, which works out to
approximately 700 nm per pixel, well below the objective resolution. A brief
thought was also given to z-axis autofocus, which can be achieved via contrast
detection of the substrate surface features, similar to how certain modern mir-
rorless cameras achieve autofocus. However, this was not implemented as the
z-axis proved sufficiently stable even over long, multi-day scans, as well as over
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fears a software error could crash a device into the radiation shield under focus
wandering. In the x and y axes the PCB is in fact designed not to be able to
crash into the radiation shield even under full actuator extension, which was
not possible in the z-axis.

3.3.3. Multi-laser Benchtop Optical Setup
The optical setup built around the S100 optical cryostat was expanded to allow
for greater component flexibility, stability and the incorporation of multiple
lasers in the optical path, as well allowing for unrelated photoluminescence
experiments.

The crucial vertical periscope, shown in Figure 3.8 is composed of three 1′′

pillar posts. Two of these are placed at opposite ends of the cryostat, with
a sliding breadboard mount holding the objective a downward periscope mirror
and the Olympus 50X, 0.65NA objective with correction collar (LCPLN50XIR).
The breadboard also holds a removable mount for the camera system consist-
ing of a cage mounted beamsplitter, lens and CMOS camera. The third post,
directly opposite the objective periscope, holds two periscope mirrors for ele-
vating the table level optical path. A Thorlabs GVS012 2-axis galvo-scanner
is placed before the periscope, followed by two lenses to steer and expand the
beam by approximately a factor of 2. Before the galvo-scanner, the optical
path is split by a 50-50 beamsplitter on a flip-mount. When the beamsplitter
is removed, the system becomes a full photoluminescence setup, with a 980 nm
laser fed through a 960 nm dichroic mirror. When the beamsplitter is active,
it connects to the optical path of the two 1078 nm lasers for D0X readout and
pumping. The first laser’s optical path, starting from a fibre collimator, is
focused on an acousto-optic modulator in single pass mode, and then colli-
mated again after beam clipping with an iris. The acousto-optic modulator
is an Isomet M1404-T150L-0.25 employed in a single pass configuration. The
second laser, again starting from a fibre collimator, is pulsed using a Thorlabs
mechanical shutter. The two lasers optical paths are combined using a 50-50
beamsplitter. Common optical elements are added after the beamsplitter, in-
cluding a 10 nm bandpass filter, a linear optical polariser or alternatively an
optical depolariser, and a neutral density filter wheel.

The PL excitation path is still used for the above bandgap laser input,
a 980 nm fibre laser and the device area illumination. The simple LED area
illumination technique is not possible here, as the objective is now directly
against the cryostat window, with a clearance of only about 100um. Instead,
an incandescent light source is used, inserted in the optical path via a flip-
mounted beam-splitter and focused on the objective by a plano-convex lens,
such as to illuminate a large surface area, as shown in Figure 3.8c.

Finally, a silicon amplified photodetector is added to capture all 3 lasers off
of the combining beam-splitter. With its output connected to the oscilloscope
or the digitizer card, this allows for the live detection of all the laser powers,
and it is further calibrated by recording the laser power at the objective input
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Figure 3.8: Multi-laser optical setup with for fast amplitude modulation and
2D galvo-scanning. (a) Optical diagram, dashed optical elements are either
on flip-mounts or on removable magnetic posts 3(b) removable periscope
photo (c) Epitaxial illumination CMOS image with visible ghosting.

3Optical vector components adapted from the "gwoptics ComponentLibrary" by Alexan-
der Franzen, http://www.gwoptics.org/ComponentLibrary c.

http://www.gwoptics.org/ComponentLibrary
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at the beginning of a cooldown. The laser power is further used to perform a
slow, software level power stabilisation routine.

3.4. Electrical Setup

3.4.1. Lock-in Capacitive detection
The low-frequency photocurrent measurements presented in Section 4.2 were
performed using the 2-port current amplification lock-in setup as shown in
Figure 3.9. Every connection but the aluminium wire-bonds are 50 W lines:
CPW transmission lines on PCB and SMA or BNC coaxial cables elsewhere.
Impedance matching is not particularly important at low frequencies, and
this is done for shielding for shielding purposes as the single wire lines of the
cryostat were found to introduce large amounts of electromagnetic noise.

+

–

CSi

Cox Cox

RSi

Cf

Rf

D0X device, 3.2K

DLPCA-200 IV amplifier

SR830 lock-in amplifier

ADC ch1 ADC ch2

90°

Xout

sine out

internal
oscillator

Yout

input A

Figure 3.9: Low frequency lock-in detection setup. All external connections
use coaxial SMA and BNC cables for shielding purposes.

The device input port is driven by the SR830 internal oscillator amplified
output, with a Vrms range 0.004–5 V. The device output is connected to a low
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noise transimpedance amplifier, specifically the femto DLPCA-200. This is
preferred to the SR830 on-board IV amplifier for the lower noise figure and the
low footprint, which allows the placement on the optical table right outside the
cryostat, minimising cable length, parasitic capacitance and triboelectric noise.
An amplification of 106–107 V A−1 is used depending on the signal strength and
driving frequency. The voltage output of the IV amplifier is then fed to the
lock-in input, where it is further amplified, demodulated against the internal
oscillator and filtered. The quadrature X and Y outputs are then connected
to two channels of either a DSO2014A oscilloscope or a National Instruments
USB-6341-BNC IO card for transient photocurrent detection in response to the
1078 nm laser pulses. The SR830 is thus allowed to run continuously, while the
digitizer detection is triggered by the laser shutter pulse itself or a sync pulse.
The pulse/sync pulses are generated with a variety on instruments, depending
on availability, including the internal waveform generators of the DSO2014A
and NI card or an external Keysight Agilent 33522A 30 MHz 2-channel AWG
or a 33220A 20 MHz 2-channel AWG.

3.4.2. RF Reflectometry
RF reflectometry is a single port measurement technique to detect small changes
in a complex impedance by embedding it in a high-Q, line-impedance matched
LC resonator. Changes in the resonator impedance affect the reflection ac-
cording to

Γ = Z − Z0

Z + Z0
(3.1)

Z
transmission line Z0Z0

Figure 3.10: General RF reflectometry diagram.

The reflectometry measurement consists of a time-resolved reflection mea-
surements, akin to an S11 reflection measurement performed with a vector
network analyser (VNA). The reflectometry measurements are performed with
a Rohde & Schwarz SMC100A 1.1 GHz source and a custom built reflectom-
etry bridge. As described in the diagram of Figure 3.11 and shown in Figure
3.12(a), the source first connects to the first Mini-Circuits ZX30-15-5-S+ direc-
tional coupler, providing a ∼ 0dBm input to the IQ mixer LO. The coupling
signal (−17dB) is instead routed to a second directional coupler, such that
the input has a high loss (−17dB) while the output is unattenuated. High
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transmission return could alternatively be achieved with a circulator. The in-
put signal is then routed into the cryostat and to the PCB via a series of 50 W
coaxial cables. The return signal is routed to a series pair of ZX60-112LN+ low
noise RF amplifiers, and then to a Polyphase Microwave AD0540B quadrature
demodulator. The I and Q quadrature outputs are finally low pass filtered
and fed to two channels of a DSO2014A oscilloscope or a National Instru-
ments USB-6341-BNC IO card for laser pulse triggered transient detection,
exactly like for the low-frequency setup. The reflectometry bridges employed
were designed, assembled and tested by Simon Schaal, Virginia Ciriano, Sofia
Patomaki, Edward Thomas and Jingyu Duan.

-17dB

Cc
LCpCSi

Cox Cox

Rp

RSi

-17dB
27dB 27dB

Q
RF

LO
IADC ch1

RF source

ADC ch2

RF bridge

tank circuitparasitic elements

PCB

Cryostat sample stage, 3.2K

D0X device, silicon

20dB

Figure 3.11: RF reflectometry measurement setup. All external lines are
50 W SMA/SMP coaxial cables with grounded shields. The PCB lines are
GCPW lines.

Normally, the second directional coupler and at least one amplification
stage are placed inside the cryostat at low temperatures to take advantage
of the lower thermal noise or even quantum noise limited amplification [132].
Here, the amplification stages are all at room temperature due to surmountable
yet tricky space and design constraints, as well as to provide a like-for-like
comparison with the low frequency lock-in technique.

The on-PCB LC resonator consists of a series coupling capacitor and a
parallel inductor. This is described in full details in Section 4.3. The PCB
lines are the same 50 W CPW transmission lines used for the low frequency
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experiments, with a small gap cut with a scalpel for the coupling capacitor
and a hand wound 0.5 mm wire soldered across ground as a inductor.

(a)

(b)

Figure 3.12: Reflectometry Setup (a) Reflectometry bridge (disconnected)
(b) Measurement PCB modified with coupling capacitor and parallel in-
ductor for RF reflectometry.

3.4.3. Microwave Generation
Vector microwave pulses for the attempted hybrid optical-microwave D0X ex-
periments of Section 6.3 were generated with a Rohde & Schwarz SGS100A
12GHz Vector Signal Generator, amplified with a solid-state amplifier. Pulse
modulation and IQ vector analogue modulation was generated with a Swabian
Instruments Pulse Streamer 8/2 AWG with 2 125 MSa s−1 analogue channels
and 8 1 GSa s−1 digital channels. Transmission to the PCB is done with the
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cryostat built-in hard coaxial lines and flexible coaxial lines with SMP connec-
tors. For the Abe antenna experiments, a circulator with a 50 W terminator
is added after the amplifier to prevent standing waves and reflections. For
the wire transmission setup, a 50 W terminator is added on the cryostat’s mi-
crowave output port. Full details of the microwave antennas and choice of
pulse sequence is presented in Section 6.3.

3.5. Electron Spin Resonance Setup
The hybrid optical-microwave experiment described in Section 5.1 was per-
formed using an X-band cavity inside a liquid helium cryostat and a custom
assembled microwave spectrometer. These were the only low temperature ex-
periments presented in this performed on a different cryostat than the Montana
S100. Therefore, the whole setup is different, including cryostat, optical path
and microwave setup, and are described separately in this section to avoid
confusion with the main D0X photoconductive setup.

(a) (b)

(c)

Figure 3.13: Strained D0X ESR setup. (a) Base and top portion of the peek
rods for sample straining. (b) Cryostat and magnet. (c) Bruker X-band
resonator.

The cryostat is an Oxford Instruments CF935 liquid helium flow cryostat,
shown in Figure 3.13b operated by a coaxial transfer arm connection to a
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120 L liquid helium dewar from BOC. The cryostat is operated with helium
naturally flowing out of the dewar in overpressure mode, thus achieving a base
temperature of 4.2 K.

3.5.1. X-Band Cavity Resonator
Paramagnetic resonance usually employs a resonator to achieve a strong and
uniform microwave B1 field. Here a cylindrical sapphire cavity resonator is
used, with a diameter of ∼6 mm, in the form of a Bruker Flexline EN 4118X-
MD4W1 resonator, shown in Figure 3.13c with its whole loading mount and
strain rod attached. A warm mounting of the resonator is performed to avoid
unnecessary thermal shocks to the strain rod setup. The cavity antenna is
tuned to a rough value of 1000 to balance the need for amplified but short
microwave pulses.

3.5.2. Pulsed ESR Spectrometer
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Figure 3.14: Zoidberg X-Band pulse spectrometer, design, and assembly by
G. Wolfowicz and M.P. Ross. Diagram reproduced from Ross [26, p. 78].

The pulsed ESR experiments to detect the donor spin polarisation were
performed using a custom built X-band pulsed ESR bridge, designed and built
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by Dr Gary Wolfowicz and Dr Philipp Ross. The microwave signal is gener-
ated by a Keysight E8267D vector signal generator (VSG), with IQ envelopes,
switch and detection triggers from a Keysight 81180B AWG. The demodu-
lated quadrature IQ signal is detected with a Keysign Agilent MSO3014A
oscilloscope. The spectrometer is operated using the GARII custom Matlab
programme by G. Wolfowicz and M.P. Ross., which handles instrument com-
munication, pulse sequence design and data saving.

3.5.3. Resonant Bulk Sample Illumination
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Figure 3.15: Optical setup for the bulk 28Si sample illumination inside the
helium flow cryostat and X-band resonator. 4

The donors of the bulk silicon sample are illuminated with the same NKT-
photonics koheras adjustik Y10 1077.5–1078.5 nm used throughout other parts
of this work. A simple optical path is setup on the optical table behind the
cryostat to steer and route the laser’s fibre collimated output beam through a
mechanical SR475 mechanical shutter, an ND filter wheel and finally through
the cryostat window and to the cold silicon sample. A second, above-bandgap
CNI MIL-III-1047 500 mW laser is employed to reset and repopulate the donor
spins, with heavy ND filtering and slightly staggered optical paths to combine
the beams.

4Optical vector components adapted from the "gwoptics ComponentLibrary" by Alexan-
der Franzen, http://www.gwoptics.org/ComponentLibrary c.

http://www.gwoptics.org/ComponentLibrary
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3.6. Software and Hardware
All experiments presented in this work, apart from the ESR one from Section
5.1, are run in a Jupyter Lab/Notebook interface using the Python program-
ming language and data acquisition framework QCoDeS [133]. QCoDeS han-
dles instrument communication as a wrapper to the pyvisa class, on top of the
NI-VISA driver. Many instruments are already wrapped, while custom classes
are create for those not present. Data saving is also handled by QCoDeS,
which saves the recorded data in a series of SQLite databases.

Analogue and digital pulse generation is performed with a variety of wave-
form generators, including a Keysight Agilent 33522A 30 MHz 2-channel AWG
and a 33220A 20 MHz 2-channel AWG. For the dual laser and microwave ex-
periments of Chapter 6, where more than two channels are needed, as well as
fast pulse modulation of a WURST microwave pulse, a Swabian Instruments
Pulse Streamer 8/2 AWG with 2 125 MSa s−1 analogue outputs and 8 1 GSa s−1

digital channels. All analogue transient signals are recorded with a DSO2014A
oscilloscope or a National Instruments USB-6341-BNC IO card for transient
photocurrent detection in response to the 1078 nm laser pulses. The lock-in
experiments are performed with a Stanford Research SR830 lock-in amplifier.
A low noise Keysight B2962A power source is used for the DC measurements
of Section 4.1, and for powering LEDs.
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4. Photoconductive D0X Detec-
tion in Microscale Devices

This chapter investigates the electrical characteristics of microscale devices for
the electrical detection of donor bound excitons. The devices investigated,
described in more detail in Section 3.1, consist of a planar capacitor struc-
ture with two rectangular, aluminium contacts of width 10 µm and length
10–800 µm separated by 2–50 µm. Each capacitor is connected via a 10 µm
thick feed line to a large 200 × 200 µm contact pad for wire bonding the device
to a custom PCB. The contact pads and the feed line are always isolated from
the silicon via a thin, ∼11 nm oxide layer. Regarding the capacitors, three
contact types are investigated: Schottky contacts, where aluminium is de-
posited directly on the Silicon substrate, n-type pseudo Ohmic contacts where
high concentration arsenic dopants are implanted underneath the aluminium
contacts, and finally metal-oxide-semiconductor (MOS) type gated contacts
where the aluminium contact and silicon substrate are separated by a thin
12 nm layer of thermal oxide. As this chapter discusses, only MOS contacts
display electrical sensitivity to local donor illumination. On the other side,
Schottky and pseudo-Ohmic contacts display photoconductive responses to
bulk donors, with no discernible local selectivity.

Having established a promising contact chemistry, MOS devices are system-
atically explored, first using low frequency capacitive lock-in detection tech-
niques, and then via LC-resonant RF reflectometry.

4.1. DC Device Contact Analysis

4.1.1. Dual Schottky Metal Contacts
Double Schottky device are often used as photodetectors, known is an MSM
type, and are considered sensitive due to the low dark currents and fast [134].
The fundamental idea is that a Schottky contact on silicon tends to be a bad
carrier injector but a good collector. This is ideal as under above-bandgap
illumination, electron-hole pairs are generated and, without carrier injection,
only photocarriers contribute to the current. The matter is naturally more
complex when photocarrier generation is asymmetric, such as in this work
where D0X ionisation only generates electrons.

67
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Despite expectations, all attempts on multiple devices displayed a complete
lack of sensitivity to the localised near contact implanted donors, and instead
showed a response to the low-density donors present in the whole sample, which
will be referred to as residual bulk donors.
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Figure 4.1: IV scan of a 20 × 100 µm dual Schottky contact device.

First, the IV behaviour of Figure 4.1 is characteristic of a double Schottky
junction with a relatively high ideality factor. A high ideality factor implies
a behaviour dominated by the depletion region of the junction, most likely
depletion region recombination [135].

Regarding the photoconductive response, Figure 4.2 shows how IR illumi-
nation has relatively little effect on the current, almost undetectable at low
voltage levels. The current appears to show a near linear dependence with
laser power, with some signs of saturation at the highest power.

A D0X resonant peak is observed when scanning the resonant 1078 nm laser,
consistent with the D0X transition energy of phosphorus donors, as shown in
Figure 4.3. However, the resonant peak appears, mostly identical in shape and
magnitude, regardless of whether the laser spot is placed on the implanted
device patch or off the device entirely. Furthermore, the peak shows a very
low splitting between the mostly overlapping light and heavy hole peaks, in-
compatible with the strain expected near a silicon-metal interface at cryogenic
temperatures. This suggests with certainty that the source of this peak is
not, as would be expected, the high density implanted Si:P donors between
the metal contacts, but rather the low density Si:P donors of the silicon bulk.
Despite the substrate being the highest purity standard float-zone silicon, a
residual concentration of phosphorus in the range 1011–1012 cm−3 is always
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Figure 4.2: 1078 nm illumination dependent IV scan of a 20 × 100 µm dual
Schottky contact device. (a)IV curve. (b)Power dependent photocurrent
at V = 0.4 V.
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Figure 4.3: D0X photoconductive spectrum in a 20 × 100 µm dual Schottky
device, with illumination •ON the device and the implanted donor patch,
and •OFF the device entirely.
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present. And although the laser beam is focused on the surface, a diverging
beam does illuminate the bulk residual donors, albeit at a much lower mag-
nitude. Considering the illumination cone, the volume behind a device can
contain a significant number of residual donors. For example, in a substrate
of thickness 250 µm, the volume illuminated in the bulk can contain over a
million residual donors, against only few thousand that are illuminated in the
implanted patch. Even considering the difference in illumination density, the
bulk donors can dominate the detection signal if there is no electrical discrim-
inant favouring local photo-carriers.

This result was consistent across multiple devices and extremely similar in
pseudo-Ohmic devices, and led to a choice to focus on the much more locally
sensitive MOS devices. It should be noted that previous work successfully
employed Schottky contacts for the photoconductive detection of donor bound
excitons [23, 27], albeit in bulk doped samples. Finally, the potential use of
these devices should not be fully ruled out, as the detection of residual donors
in a high resistivity sample is itself non-trivial.

4.1.2. Dual MOS Contacts
Conversely to the Schottky contacts, metal-oxide (MOS) contacts displayed a
strong sensitivity to the illumination of local implanted Si:P donors, and very
little signal from the bulk residual donors.
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Figure 4.4: 1078 nm illumination dependent IV scan of a 20 × 50 µm dual
MOS contact device. (a)IV curve. (b)Power dependent photocurrent
∆I±0.2V.

As shown in Figure 4.4, the IV curve of the MOS devices present a con-
stant leakage current, typical of oxide interfaces at low fields, with an almost
perfectly linear response to above bandgap illumination, as well as much lower
levels of current noise. This is quite surprising behaviour at DC, as a MOS
contact should be insulating, especially at the low temperature of 3 K, however
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both the dark and illuminated current response are compatible with literature
observations in thin oxide structures [136]. The behaviour is understood as
a tunnelling regime limited not by electric field but by the carrier generation
rate in the silicon. A wavelength sweep, displayed in Figure 4.5, unequivocally
shows the photoconductive response sensitivity to the resonant D0X illumina-
tion of implanted donors between the device contacts. Of the three curves,
illumination off the device results in a lower, flat response, while illumination
on the implanted donor patch yields a higher current curve with two distinct
peaks split by approximately 30 nm, compatible with strain induced light and
heavy hole splitting. The absence of the peaks off device indicates that the
signal is indeed from the implanted donors, while the difference in off resonance
current suggests that even the non-resonant above-bandgap photo-response is
due to the implanted donors, specifically their direct ionisation. The third
curve is recorded while illuminating the implanted patch on a neighbouring,
unconnected device, and again shows no signal, suggesting that the contacts
are only sensitive to locally generated electrons.
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Figure 4.5: D0X photoconductive spectrum in a 20 × 50 µm dual MOS de-
vice, with illumination •ON the device and the implanted donor patch,
•OFF the device entirely, and •on the implanted donors of a neighbour-
ing, unconnected device.

Having established that MOS contacts present the strongest response to
above bandgap illumination, and especially the only response unequivocally
attributable to implanted donors, we further explore two electrical detection
techniques on MOS devices: low frequency transimpedance detection and RF
LC resonant reflectometry.
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4.1.3. Power Dependence of the Resonant Pho-
tocurrent

The donor bound exciton transition can, in principle, be driven coherently, but
is subject to fast electrical Auger decay to the D+ state with a time constant
of 270 ns, hindering any attempt at coherent driving slower or close to this.
The first sanity check on the behaviour of the observed photocurrent spectrum
is therefore to verify the power behaviour of the D0X transition. To do this, a
photocurrent laser wavelength scan is repeated while varying the laser power.
Due to the limited range in laser power, this is then repeated with the addition
of a neutral density filter. As shown in Figure 4.6a, at the highest power levels
a central peak is also visible, compatible with the residual phosphorus donors
of the bulk silicon substrate.
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To extract the peaks amplitude, a three peak Lorentzian model is fitted to
the photocurrent curves. Figure 4.6c shows the extracted power dependence.
For the implanted donors’ peaks, the sum of the amplitudes is plotted. The
amplitude power fitting is performed on the respective logarithms log10(P ) −
log10(A) to take advantage of the large power range investigated. Assuming a
power law power dependence A = mPα, a log-log fitting gives

log10(A) = log10(m) + α log10(P ) (4.1)

This allows the extraction of the dominant power factor α and the multi-
plicative factor which is now the intercept. The result is a clear linear fit
with αimpl = 1.03, αbulk = 1.02 and thus a linear power relation. The am-
plitude coefficients are more than an order of magnitude apart, with mimpl =
3.98 × 106pAµeV and mbulk = 0.21 × 106pAµeV. This sits in stark contrast
to what was observed in the double Schottky devices, with a well visible bulk
peak and no local strained peaks at all.

The second notable effect of increasing laser power is a visible change in
the linewidth of the heavy hole peak with resonant laser power. This may be
indicating a degree of power broadening. This is not surprising considering
the high power densities resulting from the small laser spot of ∼2.5 µm. The
power density range here corresponds to 3.6 × 107 W cm−2 for the lowest 20 µW
and 1.8 × 109 W cm−2 for the 1 mW incident power. Power broadening in the
D0X transition has previously been observed by Yang [15] in a pump probe
experiment at much lower power densities only up to 10 W cm−2, albeit in an
isotopically purified 28Si sample and thus a much smaller intrinsic linewidth.
So, it is clear that this is a regime of high power broadening. From a practical
standpoint, this is not necessarily an issue for these small levels of broadening,
given that the natural FZ-silicon D0X linewidth is approximately 3 µeV, as
confirmed by the bulk peak fit. Various attempts were made at modulating
the laser wavelength, showing no impact on amplitude while δλ < FWHMλ,
indicating that subset excitation does not affect the amplitude of the peaks.
The issue arises if one was to attempt to address a subset of the donor pop-
ulation, resolved by the strain splitting. This is however best addressed in a
pump-probe experiment, and the matter is explored further in Chapter 6.

4.1.4. Bias Voltage Shift of the D0X Energy
The donor bound exciton transition energy has been theoretically predicted
to vary with electric field [130, 137, 138], as discussed in detail in Section
2.5.2. Understanding such behaviour is key to the operation of any electrical
detection method, as this is likely to involve an electric field and possibly
charge noise from free carriers. Ross [26] observed a quadratic electric field
shift in a bulk doped device, and Lo [23] observed a linear electric field shift
in an epitaxial 28Si device.

Here, this is investigated under direct current conditions on the 20 × 50 µm
device discussed in this section, by recording wavelength-photocurrent curves
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under variable bias a variable voltage bias parameter. The result of this ex-
periment is shown in Figure 4.7(a), where a selection of the recorded curves
is displayed. The minimum bias voltage which produced an observable pair of
resonant peaks was 15 mV, negative or positive. The curves with observable
peaks are fitted to a pair of Lorentzian peaks to extract the parameters of
interest: centre, FWHM and amplitude.
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Figure 4.7: Direct current D0X spectrum under variable voltage bias. (a)
wavelength sweeps (b) linewidth against voltage bias (c) Fitted linear light
and heavy hole peak ship against voltage bias.

The asymmetry in the noise spectrum should first be addressed, as the
positive voltage bias curves are significantly noisier in spite of a similar peak
amplitude. The reason for this is not fully understood: the back of the silicon
was silver pasted to a metal pad to secure the sample; however this was left
floating, unconnected to ground. It is possible that if the bulk was somehow
grounded, then the positive bias accumulated carriers generating a higher level
of charge noise. In any case, this did not appear to influence the amplitude
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or bias shifts of the peaks. It could also possibly be a result of a suboptimal,
asymmetric response in the current amplifier. Secondly, the amplitude was ob-
served not vary significantly across the bias range, in line with the observation
of a flat IV curve for this device. Considering now the peak centres, there is
an appreciable, negative linear shift of both peaks following a linear relation

∆E = −m|Vbias| (4.2)

with a slope of 0.98(2)µeVV−1(19.6(4)µeVµmV−1) for the heavy hole and
0.61(2)µeVV−1(12.2(4)µeVµmV−1) for the light hole. The issue with quan-
tifying the magnitude of this effect with respect to electric field is that unlike
for ohmic contacts, there is likely to be a significant voltage drop across the
MOS oxide, making it difficult to estimate the exact electric field in the sil-
icon. However, the values obtained are in reasonable agreement with those
of Lo [23], who obtained 33µeVµmV−1. This work’s lower parameter is most
likely explained by the potential drop across the oxide. It is also interesting
to compare the light and heavy hole electric field splitting, which Bir predicts
following a linear ∆E ≈ 2pχE relation at low electric fields [130]. He esti-
mates 2pχ ≈ 10−6µeVV−1m, which is in reasonable agreement with this works’
6.4(5) × 10−6 µeVmV−1. Finally, there is a very significant, linear broadening
of both the light and heavy hole peaks, with the linewidth approximately dou-
bling in the range 0.15–4.5 V. This is possibly related to the shift of the peaks,
as it is similar in magnitude. However, it is hard to imagine there is such a
large, almost 100% variation of electric field within a small, 4 µm spot at the
centre of a 20 µm wide device. The thin, ∼100 nm implantation profile further
ensures a homogeneous electric field distribution, and the Lorentzian profile
suggests a homogeneous broadening mechanism. It is most likely that the high
electric field is broadening the peak due to some other mechanism, such as trap
capture and emission charge noise. For example, this is a regime where shal-
low level impact ionisation is expected, and it has already been identified as a
source of quenching for the D0X transition at high fields [139]. It is plausible
that an increase in the slow shallow donor or trap ionisation rate, competing
with the carrier recapture, could lead to an increase in charge noise.

4.2. AC Capacitive Detection
The previous section established that a device consisting of a pair of MOS
contacts under a voltage bias can produce a resonant DC current under the
D0X resonant illumination of a small patch of donors. The insulating, high
resistance nature of an oxide layer however suggests that this is far from opti-
mal, and an alternating current detection is more suitable, both to lower the
impedance of the dielectric oxide layer and to reduce the low frequency 1/f
noise, thus improving the sensitivity to the photoconductive response. Capac-
itive detection of D0X photoconductivity was demonstrated by Ross [25] in
a bulk sample using a pair of metal electrodes, also achieving lasting donor
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spin polarisation and thus spin to charge conversion. This section advances
this concept demonstrating that capacitive detection can be effectively scaled
down to the microscale and to the detection of only a few thousand donors.

Cox

CSi

RSi

Cox

in out

Figure 4.8: D0X MOS device circuit diagram.

The detection technique presented here involves a simple 2-port low fre-
quency AC detection setup: a small oscillating voltage is applied to one con-
tact, while the second contact is connected to a low noise transimpedance am-
plifier and onto a lock-in amplifier, where the output is demodulated against
the source wave. The demodulated I and Q outputs of the lock-in amplifier
are then fed into an oscilloscope for the detection of transient responses. The
full list of equipment is described in Section 3.4.1.
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Figure 4.9: Comparison of AC and DC photocurrent D0X spectra in a
50 × 20 µm MOS device.

As expected from a capacitive device, a first direct comparison in Figure
4.9 shows that AC voltage driving yields resonant photocurrents over an order
of magnitude greater than DC, needing lower voltages. Having established
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this simple duality, the rest of this chapter focuses on a systematic, multi-
parameter study of this detection technique to determine the photo-electrical
device behaviour as well as its optimal operating conditions. Regarding the
optical setup, the data presented so far in this section was recorded using the
0.35NA single laser setup described in Section 3.3.1. This setup only allows
for limited polarisation, power and transient control, as well as limited power
calibration and stabilisation. The rest of this chapter is entirely based upon
the 0.65NA, multi-laser fast modulation setup described in Section 3.3.3 to
present a systematic, well calibrated electrical study.

4.2.1. Device Impedance
It is first useful to analyse the device frequency dependence impedance. The
result of a frequency sweep is shown in Figure 4.10 in fully dark conditions,
without illumination. The impedance magnitude here is simplistically obtained
from the source voltage and output current as |Z| = |Vrms|

|Irms| , as the absolute
phase of the signal is not recorded.

The model is fitted to the simple RC circuit shown in Figure 4.8, consisting
of a parallel resistor and capacitor, representing the silicon substrate, sand-
wiched between two capacitors, representing the oxide layers. This is of course
a simplification, as Section 4.1.2 showed that the oxide also has some leakage,
but at higher frequencies the dielectric capacitance is expected to dominate.
Regarding the silicon, for low carrier densities this can be modelled as a paral-
lel RC circuit, where the capacitance derives from the high dielectric strength
of the material, and the non-infinite resistance from the free carriers. The ex-
perimental impedance matches this model reasonably well, deviating by only
about 10% at the highest frequencies. In the fit, the oxide capacitance Cox is
held constant, calculated from the size of the contacts and the oxide dielectric
strength and thickness as Cox = AϵSiO2 ϵ0

tox
, which works out to 1.44 pF. The Sili-

con parameters are allowed to vary, yielding a resistance of RSi = 137MΩ and
a capacitance CSi = 255fF. Naturally, there are some large approximations
involved, as for example the silicon depletion layer capacitance was ignored
and incorporated in the oxide capacitance, but the model nonetheless yields
some reasonable parameters.

Previous work on donor bound excitons in silicon has shown that a degree
of above bandgap illumination is useful for electrical detection of the Auger
generated electrons, in order repopulate the donor states. To understand the
device behaviour under above bandgap illumination, the frequency sweep of
Figure 4.10 is repeated under the continuous illumination of a 980 nm laser
with a range of small, picowatt level powers.

The results of this sweep, displayed in Figure 4.11, show a strong depen-
dence of the device impedance on the generated photocarriers, lowering the
impedance to less than 1 MΩ with less than 1 nW of power. Furthermore,
the simple RC circuit of Figure 4.8 quickly breaks down, indicating a complex
behaviour and a frequency dependent capacitance under higher photocarrier
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Figure 4.10: Dark impedance magnitude curve of of a 20 × 50 µm MOS
device, fitted to a simple parallel RC model. The good fit indicates a
largely frequency independent MOS interface at low carrier densities.

densities.

4.2.2. D0X Resonant Photocurrent
Figure 4.12 shows the frequency dependent response, recorded by varying the
1078 nm laser on and off the D0X optical resonance, with a 980 nm laser provid-
ing a fixed, minimal 2 pW of above bandgap illumination. The on-resonance
response is averaged between the light and heavy hole peaks, while the off-
resonance response is recorded ∼40 µeV, more than 5σ, from the light hole
peak.

Notably, both the on and off resonance photocurrent amplitudes follow a
broad, slow rise. The phase and magnitude responses follow similar broad
peaks but are slightly offset, with the magnitude leading and the phase follow-
ing by approximately 15 kHz. Ross suggests that, under capacitive detection, a
resonant capacitive response occurs where the silicon resistivity and reactance
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Figure 4.11: Device impedance magnitude (|Z| = |Vrms|
|Irms| ) curve of of a

20 × 50 µm device under variable above bandgap laser illumination. Above
bandgap illumination reduces the device impedance due to the carrier gen-
eration photoconductivity. The impedance curves at higher illuminations
deviate from the simple RC model of Figure, indicating a frequency depen-
dent interface layer at higher conductivities.

match [25], regardless of geometry, demonstrating it on a bulk sample

ω = σ

ϵSiϵ0
= enµ

ϵSiϵ0
(4.3)

This is not strictly a capacitive detection, as no reference capacitor is used,
however the same formalism leads to the phase and magnitude response peaks
observed. The admittance of the simple model circuit of Figure 4.8 is therefore
used to fit the complex response signal. Due to the large changes in magnitude
of up to a 50%, the derivative cannot be used, instead, the response is explicitly
calculated as δY = Y (Rphoto) − Y (Rdark). To further prevent overfitting, Cox
is kept fixed at theoretical expectation, and CSi and especially Rdark are fixed
to the value obtained from fitting the dark impedance, shown in Figure 4.10.
The fit correctly matches the characteristic phase and magnitude peaks, with a
good low frequency match. At higher frequencies, the model appears to break
down to an extent, diverging from the experimental data. This is likely due to
the approximation of an oxide interface capacitance independent of frequency.
Generally, the result of Figure 4.12 appears to confirm the validity of Ross’s
model in a microscale device and for very small carrier densities, yielding a
reasonable fit with a single free parameter.
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4.2.3. Photocurrent Response under AB illu-
mination

Above bandgap illumination is a crucial component to D0X detection. Several
past research works have reported using small amounts of AB illumination
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[15, 19, 23, 25, 27] to favour the neutralisation of ionised donors. Poor D0X
photocurrent signals without AB illumination suggest that a quasi-equilibrium
state of ionised donors is reached in the absence of an appreciable conduction
band density. Furthermore, above bandgap illumination also affects the de-
vice’s electrical behaviour. Section 4.2.1 discussed how the dual MOS devices
effectively behave as a capacitor in parallel with a photoresistor, and Section
4.2.2 showed how there is a peak in the magnitude and phase photocurrent
where the silicon resistance matches its reactance. Assuming a constant sili-
con capacitance, the resonance depends on the silicon conductivity and thus
carrier densities. For bulk level illumination and complete freeze-out condi-
tions the carrier density is mostly dependent on the D0X Auger electrons, but
this is no longer the case when illuminating only a few thousand localised
donors. Furthermore, the resonant electron generation rate is best left up to
one’s discretion to control important parameters such as polarisation rate or
power broadening. Instead, the carrier density can be modified with the use
of very small, picowatt levels of above bandgap illumination, generating free
electron-hole pairs and thus tuning the silicon conductivity.

Figure 4.13 shows the validity of this concept, with above bandgap illu-
mination as low as 100 pW shifting the phase and magnitude response peaks
from 1 kHz to over 100 kHz. The almost total lack of a resonant signal with-
out AB illumination further highlights an issue that was already observed in
bulk level D0X work, where some above-bandgap illumination was required
to observe a D0X signal [23]. The amplitude of the complex response |∆I|,
displayed in Figure 4.13(c), presents itself with a greater frequency stability
above the resistance-admittance resonance, and for this reason it is used for
most wavelength-photocurrent curves in this work. However, under stronger
illumination it also displays a notable dip at higher frequencies that cannot be
explained from the simple RC circuit of Figure 4.8. This is possibly the result
of a transition in the MOS interface behaviour under higher carrier densities,
or simply a transition to a regime where the impedance is dominated by Cox
due to the higher silicon conductance. This results in a frequency dependent
capacitance which reduces the photocurrent at higher frequencies. This is also
compatible with the flat impedance curves under high illumination shown in
Figure 4.11.

Having confirmed the resonant capacitive behaviour under a range of above-
bandgap illumination induced carrier densities, the ideal detection conditions
are analysed. It is clear from Figure 4.13(a,b,c) that the complex response
amplitude |∆I| yields a high signal over a broader frequency range. Figure 4.12
analyses the signal strength and signal to noise ratio under variable frequency
and illumination conditions, to determine the ideal detection parameters the
technique’s sensitivity.

Figure 4.14 shows clearly that the ideal signal strength and signal to noise
ratio is obtained in a narrow window of low power, ∼2 pW above bandgap
excitation. Under these ideal conditions, a photocurrent maximum of 1.2 nA is
observed at a frequency of 40 kHz, but the signal to noise ratio is maximised at
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Figure 4.13: )off-resonance (Eoff = 1150.025meV) and ( )on-resonance
(E1 = 1149.959meV, E2 = 1149.981meV) frequency dependent AC pho-
tocurrent response under different levels of above bandgap illumination.
(a) phase response (b) amplitude response (c) magnitude of the response
(d) AB power dependence of the response magnitude peak|∆Iphoto|.

the highest frequency of 100 kHz nonetheless, most likely due to the dominating
1/f noise. There is also virtually no signal, resonant or not, without above
bandgap illumination, a fact already observed in previous D0X work [23, 26].
At higher levels of illumination, the photocurrent response slowly decreases and
the noise floor increases, most likely due to the increasing charge noise. The
highest signal-to-noise ratio achieved is 25 in a single shot detection window
of 20 ms and a resonant laser power of only 20 µW illuminating approximately
2000 phosphorus donors.
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Figure 4.14: )off-resonance (Eoff = 1150.025meV) and ( )on-resonance
(E1 = 1149.959meV, E2 = 1149.981meV) frequency dependent pho-
tocurrent response under different levels of above bandgap illumination,
Vrms = 100mV (a) photocurrent (b) on-resonance signal to noise ratio(SNR)
in a 20 ms detection window (c) AB power dependence of the response pho-
tocurrent and SNR. Almost no D0X photocurrent is observed without AB
illumination, while the optimal working point is at ∼1.5 pW.
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4.2.4. Photocurrent Voltage Saturation
Section 4.1.4 discussed extensively the MOS device’s behaviour under a DC
bias voltage, showing a largely voltage independent photocurrent, as well as
a broadening and a shift in the D0X peak energies. The subject of source
amplitude is slightly different under a sinusoidal voltage source, as transport is
no longer dominated by the limited oxide leakage, and thus a level of amplitude
dependence is expected. Lowering the source amplitude as much as possible
however remains of paramount importance, considering the broadening and
shifts involved, as well as the impact on donor spin polarisation discussed in
Chapter 6. To determine the ideal source voltage, as well as the range of
functional amplitudes, the frequency dependent experiment from Section 4.2.3
are repeated while varying the source voltage amplitude.

Figure 4.15 shows a clear saturation in the resonant and non-resonant pho-
tocurrent response, with a maximum photocurrent of 1.2 nA and SNR of 25
achieved with a source amplitude of 100 mV. Beyond simple saturation, higher
source voltages result in a reduction of the photocurrent, while there is only
a slight reduction in signal to noise. Furthermore, the ratio of resonant to
non-resonant photocurrent also shows a dependence on the source amplitude,
displaying a marked reduction with increasing voltages even before the peak
threshold of 100 mV, from a maximum ratio of ∼3 to a minimum of ∼1.5.
Electric field has been previously associated with various phenomena regard-
ing the D0X state. Weman showed that D0X photoluminescent is quenched
under weak electric fields as low as 5 × 103 V m−1, vanishing almost entirely
above 1.5 × 104 V m−1, following the sample conductivity. This appears to
suggest that this is due to the increase of field assisted impact ionisation of
the shallow donors, which is explored extensively in Section 2.2. Considering
the 20 µm contact separation, this appears to match well the threshold voltage
observed at 100 mV, corresponding to an electric field of 5 × 103 V m−1. Of
course, the field drop across the oxide interface must be accounted for, but
for a kilohertz AC voltage and Coc > CSi most of the voltage drop should be
across the silicon substrate.

4.2.5. Transient Response Analysis
The previous sections explored the amplitude of the photocurrent response
under the variable experimental parameters of frequency, voltage and above
bandgap illumination. A secondary, yet crucial aspect to consider is the speed
and shape of the photocurrent transient. The techniques explored in this chap-
ter are designed to be employed in hybrid pulsed laser-microwave schemes for
the detection and manipulation of donor spin states, and the photoconductive
transient response limits how fast or slow this sequence could be. Most exist-
ing research has been limited to millisecond or higher sequences [23, 24, 26],
but raises the question of how fast D0X Auger detection can be. This sec-
tion analyses the transient photocurrent response under variable experimental
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Figure 4.15: )off-resonance (Eoff = 1150.025meV) and ( )on-resonance
(E1 = 1149.959meV, E2 = 1149.981meV) frequency dependent photocur-
rent response under different AC source measurement voltages, AB laser
power fixed at 2 pW (a) photocurrent (b) on-resonance signal to noise ra-
tio(SNR) in a 20 ms detection window (c) AC voltage dependence of the
response photocurrent and SNR.

parameters.
The laser pulses are generated using a fast acousto-optical modulator with

a rise-time below 100 ns, described in Section 3.3.3, to ensure that the tran-
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sients are not limited by the pulse shapes itself. The demodulated signal is
fed into the NIDAQ digitizer card, with a sampling rate set at ∼62 kHz. The
transimpedance amplifier itself has a bandwidth of 200 kHz for the 106 V A−1

amplification employed. The risetime is limited by the lock-in filter time con-
stant of 100 µs. Faster transients are discussed in the next section under ra-
diofrequency LC reflectometry.

The clear result is that the photocurrent transients, resonant or not, are
slow. Without bandgap illumination the actual value depends largely on the
pulsed IR laser power, but it is generally in the range of tens of milliseconds.
Illumination with even a small amount of above bandgap light rapidly decreases
the transient time constant, also leading to a kink of sort in the risetime.
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Figure 4.16: Transient photocurrent response to a 20 ms resonant laser pulse
under variable continuous above-bandgap illumination, fitted to a pair of
exponential pulses.
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Figure 4.16 shows the shape of the transient photocurrent resulting from a
square, 20 ms laser pulse under a few different AB laser powers. The photocur-
rent pulses show a marked symmetrical rise and fall, as well as a symmetrical
overshoot at higher AB powers where the risetime is short. The overshoot is
most definitely a byproduct of the steep (100µs, 12dB/octave) lock-in output
low pass filter, as the overshoot occurs where the transient approaches, and
likely exceeds the filter time constant, and changes depending on this setting.
Furthermore, no overshoot is observed under reflectometry detection in Sec-
tion 4.3 where a much higher cutoff frequency can be used. The transients can
thus be described with two exponentials

I (t) = A0

(
1 − e

− t−ton
τ0

)
− A1

(
1 − e

− t−ton
τ1

)
(4.4)

with exactly the same parameters for rise and fall. This appears to describe
well most of the curve, apart from a few asymmetries in the fall at low levels
of above bandgap illumination. The symmetry of the curve is quite surprising,
and it appears to indicate that the limiting factor in the response speed is not
the ionisation rate, which would lead to an asymmetric behaviour. Section 2.2
discussed the rate equation, which worked out at

τ = 1
ΓD0X + Γdirect + n (BT + AI)

(4.5)

Under this assumption, the time constant is largely dominated by the faster
rate constant, which would give asymmetric rise and fall times if ΓD0X was to
dominate. Symmetrical transients rather suggest that the dominant rate must
be one of the impact ionisation or thermal capture rates

Transient Response under AB illumination

To systematically analyse the transient response, the rise time is fitted to a
pair of exponential functions described in 4.5. To accurately capture the time
constant, only the pulse rise is fitted, to avoid the small asymmetries in the
pulse fall affecting the measurement.

The result, shown in Figure 4.17 shows a time constant rapidly decreasing
with above bandgap laser power, from ∼15 ms without AB illumination down
to 200 µs at 100 pW, most likely limited by the lock-in amplifier time constant.
Notably, the optimal working power of 1.3 pW still yields a relatively slow rise-
time in the region of milliseconds, and only suboptimal, high above-bandgap
powers lead to rise times in the region of 100s of microseconds.

It is unclear what may lead to the slow transients observed, although the
symmetrical rise and fall transients strongly suggest an electrical process. The
potential causes for the slow transients are explored below.

Slow D0X ionisation The simplest explanation would be for the D0X ioni-
sation be slow itself, in the order of milliseconds. However, this would
result in asymmetrical photocurrent rise and fall transients: the D0X
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Figure 4.17: Transient photocurrent response to a 20 ms resonant laser pulse
under variable continuous above-bandgap illumination. (a) Transient re-
sponse fitted to a pair of exponential pulses (b) AB laser power dependence
of the transient time constant.

ionisation dynamic cannot affect the donor electron capture once the
laser is shuttered off. Furthermore, the high power densities employed
are expected to cause much faster rates of ionisation, in the order of
microseconds and down to the Auger limit. Furthermore, the fast tran-
sients observed in Chapter 4.3 would seem to rule out a millisecond rate
of D0X ionisation.

Carrier Diffusion Carrier diffusion is certainly a relevant dynamic in this
configuration, as only a small area is illuminated and generates Auger
electrons. For device wide conductance, it is reasonable to assume that
carriers must diffuse through the whole device, albeit against the ionised
donor potential, thus generating a transient. An approximation for the
time constant of such an expansion is τD(r) = r2

2Dn
, where Dn = µnkBT

e

is the electron diffusion constant [83]. Despite the inverse tempera-
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ture relation, the diffusion process is very fast due to the high mobility
µn ∼ 105cm2V−1s−1, and for a 50 µm it should be in the order of hun-
dreds of nanoseconds. Bulk level diffusion in the order of millimetres can
indeed take milliseconds, but it would reasonably be associated decrease
in current, as the generated carriers diffuse away.

Oxide charge Conductance of the oxide and the silicon interface depletion
layer can display complex dynamics, with charge trapping, neutralisa-
tion and asymmetric carrier dynamics with complex transients [79]. The
device is illuminated at its centre, thus far from the oxide. However,
interface charging and discharging dynamics may still create slow signal
transients.

Donor impact ionisation Donor impact ionisation, explored in detail in
Section 2.2, could potentially lead to degree of carrier amplification that
justifies the observed slow transients. Under this theory, the generated
Auger electrons collide with other donors, not necessarily illuminated
ones, thus generating more carriers, but at the symmetrical rate de-
termined by the shallow level impact ionisation and thermal impurity
capture, τ = 1

n(AI+BT) . The time constant would then depend on the
electric field and carrier density, which is indeed observed.

Transient Response under variable AC voltage

The AC source voltage was found to cause strong saturation, and even a fall in
the photocurrent response in Section 4.2.4. The slow transients observed fur-
ther suggest that a field dependent mechanism may be at play, possibly donor
impact ionisation. Here, the transient rise-time dependence on the source
voltage amplitude is analysed by repeating the experiments presented in the
previous section under variable AC source voltage.

Figure 4.18 shows a strong, near linear log-log relationship between voltage
amplitude and rise time. This is surprising, but it may possibly be explained
by the argument made in Section 4.2.4 on the onset of shallow level impact
ionisation under high AC voltages. As discussed extensively in Section 2.2,
under equilibrium conditions the ionised donor fractions is given by ND+

ND0
=

AI
AI+BT

. At low AB powers the carrier density, and hence conductivity is very
small, and thus mostly dependent on the rate of donor ionisation n ∝ ND+ .
The electric field therefore acts on the time constant in two ways by increasing
the rate of impact ionisation and the free carrier density, similarly to above
bandgap excitation. As the time constant is given as τ = 1

n(AI+BT) , both
the increase in n and AI may affect the response time, although which is
dominating is unclear.

Overall, the slow transient behaviour and its dependence on the carrier
density and electric field would suggest an electrical, not optically limited
mechanism. The dual balance mechanism of shallow level impact ionisation
and thermal impurity capture is proposed as a potential explanation, although
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Figure 4.18: Transient photocurrent response to a 20 ms resonant laser pulse
and 1.3 pW AB illumination under variable AC source voltage, fitted to a
pair of exponential pulses. (a) photocurrent transients (b) plot of transient
risetime against voltage.

it cannot be proven with the available experimental data. The matter should
certainly be explored further, particularly as the mechanism might also result
in a degree of multiplication of the Auger generated electrons, effectively a
device level electrical amplification of the small generated D0X photocarriers.



Chapter 4. Photoconductive D0X Detection in Microscale Devices 91

4.3. LC Resonant RF Reflectometry

Section 4.2 explored a low frequency capacitive detection technique aimed at
maximising the relative photoconductive response by matching the reactance
and conductance of the silicon substrate. It was shown that for useful back-
ground carrier densities this optimal window is between the relatively low
frequency range of 10–100 kHz. Higher frequencies could not be tested due to
equipment’s limits, but known parameters such as the circuit’s RC time con-
stant and the bandwidth of existing transimpedance amplifiers put a higher
bound in the region of ∼1 MHz, confirmed by Ross [25] in a bulk sample.
The response time is further increased to as high as milliseconds by an unclear
mechanism. Therefore, while such technique has the advantage of being simple
yet sensitive, it is fundamentally limited in bandwidth.

To overcome these experimental constraints, this section explores an al-
ternative, high bandwidth detection technique: radio-frequency (RF) LC-
resonant reflectometry. In RF reflectometry, a high frequency resonant circuit
is designed comprising the device impedance of interest. A high frequency
wave is then reflected off this circuit, with the amplitude and phase of the
reflected wave depending on the resonant characteristics of the circuit. As the
investigated impedance is part of the resonant circuit, any impedance variation
will affect the resonance, and thus the reflected wave. Where a narrow reso-
nance is created, a small change in impedance is amplified by the resonator’s
Q-factor resulting in a large change in the reflected wave.

An LC resonator can generally be simplified to an inductor, capacitor and
dissipative resistor in series. Other configurations exist, most notably a parallel
configuration, however most circuits can be approximated back to the series
case in the limiting high frequency case employed in this work.

(a)

L
C

R

(b)

L C R

Figure 4.19: LC resonators. (a)Series LC (b)Parallel LC.
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The impedance of the series circuit from Figure 4.19 given by

Z = R + i
(
ωL− 1

ωC

)
(4.6)

A resonance is present as the impedance is minimised where the imaginary
component is zero, at

ωr =
√

1
LC

(4.7)

where the circuit has impedance R. Similarly, the parallel LC resonator has
impedance

Z = L2Rω2

L2ω2 +R2 (CLω2 − 1)2 − i
LR2ω (CLω2 − 1)

L2ω2 +R2 (CLω2 − 1)2 (4.8)

The imaginary component is again zero where ωr =
√

1
LC

, leaving a resonance
circuit impedance R.

4.3.1. LC Resonator Design
To design and understand an LC resonator including a D0X device, it is first
important to develop a circuit model for the latter. The device circuit model
described in Figure 4.8 has to be reanalysed in the high frequency limit. In
the 100s of megaHertz region ω ∼ 109, the impedance can be approximated
under the limit ωCox/SiR ≫ 1, yielding

Zd = lim
ωRSiCSi≫1

1
RSiCSiω2 − i

ω

( 2
Cox

+ 1
CSi

)
(4.9)

This is almost identical to the limiting case of the silicon parallel RC, without
an oxide. The only difference is the oxide capacitance term, which is only a
small correction as the silicon capacitance is much smaller than the oxide’s. It
is significantly easier to work with a simple RC pair, which can be achieved
with two possible approximations: either assume Cox ≫ CSi and drop the
oxide term entirely, or define a device capacitance Cd = 1

CSi
+ 2

Cox
and a de-

vice resistance, Rd = RSi
2Cox+CSi

Cox
. Although the former would certainly be

sufficiently accurate, the latter approach is more generally applicable. Thus,
at high frequency an MOS device can fully described as a simple parallel RC
pair, mostly dominated by the silicon impedance terms.

As discussed, there are two fundamental types of LC resonators, series
and parallel, which although largely equivalent after some rearranging, differ
substantially in impedance, which must crucially be matched to the input line
50 W impedance for perfect absorbance at resonance. Series LC resonators
have been used extensively for relatively small device resistances in the order
of 10s of kΩ such as single electron transistors [140, 141], where matching can
be achieved with relatively small inductances. Recently, a parallel inductor



Chapter 4. Photoconductive D0X Detection in Microscale Devices 93

design has gained popularity, which allows the impedance matching of high
device resistances with a small inductor and a small series coupling capacitor.
In order to maximise the resonator Q-factor, after discussions with Dr. Simon
Schaal the parallel design was chosen in light of the extremely high, > MΩ

resistances observed in Section 4.2.

+

−

input
Cc

Lt Cp Cd Rd

Figure 4.20: Full LC resonant circuit, with the silicon device expressed as
capacitor-resistor pair with Cd = 1

CSi
+ 2

Cox
and Rd = RSi

2Cox+CSi
Cox

.

The idea is that the parallel circuit of Figure 4.19b, which would naturally
have a very high resonance impedance Zωr = Rd, is modified with the addition
of a small, Cc ≪ C series coupling capacitor. This adds a small term to the
imaginary component, shifting the resonant frequency

Z = L2Rω2

L2ω2 + R2 (CLω2 − 1)2 + i

(
−L2ω2 − R2 (CLω2 − 1

) (
Lω2 (C + Cc) − 1

))
Ccω

(
L2ω2 + R2 (CLω2 − 1)2

)
(4.10)

The resonance frequency has only slightly changed to

ωr ≈
√

1
L(C + Cc)

(4.11)

The effect on the resonant frequency is small, however substituting this result
in the equation above leads to a strong change in the impedance at resonance,
which becomes

Zωr = L2Rω2

L2ω2 +R2C2
cL

2ω4 − i
L2ω2

Ccω (L2ω2 +R2C2
cL

2ω4)

2 ≈ lim
R2C2

c ω2≫1

L (C + Cc)
RC2

c
= 1
RC2

cω
2
r

(4.12)

The resonant impedance can thus be reduced at will with relatively small
coupling capacitances. Effectively, the coupling capacitor is acting as an LC
matching network, where the inductor is incorporated in the resonator induc-
tor.

The impedance can be further expanded near the resonance frequency by
applying the substitution ω = ωr + δω, and expanding to the first order [142,
p. 77].

Z(ωr + δω) ≈ Zωr + i
2 (C + Cc)
Ccωr

δω

ωr
(4.13)
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This can be employed to compute the full complex reflection coefficient Γ =
Z−Z0
Z+Z0

. However, it if first convenient to extract the energy parameters of the
resonator. Generally, the internal(unloaded) Qint of a resonator can be defined
as the fraction between averaged stored magnetic energy and resistive power
loss [143, p. 278]. An equivalent equation can be derived in terms of stored
capacitive energy, but the presence of multiple capacitors complicates that
calculation. Ahmed [142, 144] derives a similar expression for the external
quality factor.

Qint =2ωr
EL

PR

= 2ωr

V 2
amp

4Lω2
r

V 2
amp

2Rd

= Rd

√
C + Cc

L
= Rdωr (C + Cc)

Qext =C + Cc

Z0C2
cωr

= ωr

Z0C2
cL

QL =
(
Q−1

int +Q−1
ext

)−1

β =Qint

Qext
= Rd (C + Cc)Z0CcL = RdC

2
cZ0ω

2
r

(4.14)

The

Γ (ωr + δω) = Z (ω) − Z0

Z (ω) + Z0
=

1
RC2

c ω2
r

− Z0 + 2(C+Cc)
Ccωr

δω
ωr

1
RC2

c ω2
r

+ Z0 + 2(C+Cc)
Ccωr

δω
ωr

=
1 − β + 2Qint

δω
ωr

1 + β + 2Qint
δω
ωr

(4.15)

Thus, describing the resonator entirely in terms of its dimensionless parame-
ters. Equation 4.15 is used to fit all the complex resonant reflections through-
out this section, with the addition of a relative phase correction term eiϕ.

Overall, including the device elements and the inevitable parasitic capaci-
tance, the employed LC resonant circuit is fully described by the diagram of
Figure 4.20.

This is entirely identical to the case discussed in Equation 4.10, with the
capacitance being given by the sum of the parasitic and device capacitance
C = Cp +Cd. Notably, no loss terms are added for other resistive losses, such
as the series resistivity of the inductor or parasitic conductance. These can
generally be incorporated into the device resistance term, although naturally
the aim is to keep them small to maximise sensitivity.

The resonator is designed with a target frequency in region of 400–600 MHz,
chosen to allow compatibility with the available RF components, as well to
avoid potential complications arising from response thresholds at higher, giga-
hertz frequencies. The design assumes the parameters derived in Section 4.2.1,
thus Cd = 250 fF and Rd = 10 MΩ as a middle ground for medium levels of
illumination. The parasitic capacitance is estimated from the leftover length
of stripline at Cc = 1 pF. This gives an inductance Lt = 80 nH. The coupling
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capacitor is calculated from a target impedance of 50 W for perfect matching,
at Cc = 15 fF, rounded to 20 fF as the closest available. The choice of coupling
capacitor, as it will be shown, was however most likely incorrect and led to an
overcoupling.

The LC tank circuit described in Figure 4.20 is assembled on a standard
50 W line, by cutting a small gap with a scalpel where the coupling capacitor Cc

is then solder. The coupling capacitor is placed as close as possible to the end
of the CPW line to limit the resonator’s parasitic capacitance Cp. Practically,
the resonator line capacitor is approximately 5 mm, which works out to a
parasitic capacitance of approximately 0.7 pF. The inductor is soldered after
the coupling capacitor to the ground plane. It consists of a thick, 0.25 mm
thick copper wire with two windings, as shown in Figure 3.12. The wire is
wound on a small screw bit of the wanted diameter and subsequently twisted
to lock the loop in place, yielding an estimated inductance given by:

L = µo

(
d

2

)[
ln
(

8d
t

)
− 2

]
(4.16)

The inductor series resistance is a sensitive design parameter, so much
that previous work used superconducting spiral inductors to maximise the
inductor Q-factor [142, 144]. Attempts were originally made to employ a
traditional surface mount inductor for a tidier PCB, but these yielded broad
resonances with Q-factors as low as 50. This is most likely due to the high
frequency skin depth resistance of their thin wired windings. Here the simpler
solution of a thick, coiled wire maximises surface area, minimising resistance
and thus achieving room temperature Q-factors over 100. Furthermore, these
floating inductors allow for a degree of tunability in the circuit resonance, as
the winding can be tightened and loosened by hand, modifying the inductance
and fine tuning the circuit. A pencil or sloped pen works well for widening
and tightening the winding.

An assembled resonator can be observed in Figure 4.21 as measured at
room temperature, unconnected. It is slightly over coupled with an internal
Q-factor of ∼200, likely limited by the inductor wire resistance or possibly
parasitic leakage. Once a dual MOS device is bonded, the resonance vanishes
at room temperature due to the comparatively low, kW resistance due to the
large bonding pads oxide leakage.

4.3.2. Device LC Resonance
After cooldown to a 3.2 K base temperature the resonance reappears at a very
close central frequency of ∼600 MHz, denoted by the light grey line in Figure
4.22 and a narrower, yet more over coupled and thus less prominent peak. It
should be noted that under the used configuration the handcrafted inductor is
slightly handled during device and PCB mounting, such that the inductance
may have been slightly tweaked since the measurement from Figure 4.19, so
the frequency shift should not be trusted further than observing that no large
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Figure 4.21: (a)magnitude and (b)phase S11 reflection measurements of an
LC resonator without device bonds at 300 K.

shift is found. As the PCB is raised with the piezo-stack against the radiation
shield, necessary for high-NA optical illumination, the resonance downshifts
by ∼10 MHz, most likely do to additional parasitic coupling to the radiation
shield and thus ground. It is unclear if this is from the board CPW line or
perhaps the wire-bonds.

The blue trace with a red fitting from Figure 4.22 shows the resonance that
is employed in these next few subsections for the detection of a D0X photo-
conductive readout. It has gained an extremely high Q-factor with Qint ∼ 700,
but is even more over coupled due to the external Q-factor Qext ∼ 250. The
coupling capacitor was chosen under the assumption that some other parasitic
resistance would have limited the internal Q-factor beyond the high silicon
resistance, but that is clearly not the case. Future designs should consider this
and employ smaller coupling capacitors to achieve higher load Q-factors.

To maximise sensitivity to D0X Auger electrons, it is important that the
internal Q-factor be limited by the silicon resistance RSi, and not other dissipa-
tive factors such as the inductors series resistance or CPW dielectric leakage.
This resonator’s Qint is indeed limited by the silicon conductance, and this
can be demonstrated by tuning this conductance using above-bandgap illumi-
nation. This reduces RSi, which in turn should reduce the internal Q-factor.
For this over coupled resonator, this should result in better coupling and a
more prominent resonance, while for a perfectly matched resonator it should
reduce the resonance dip and broaden the peak. To extract the resonance
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Figure 4.22: (a)magnitude and (b)phase S11 reflection fitted measurements
of an LC resonator connected to a dual MOS device at 3.2 K, ( ) far
from the cryostat radiation shield and (•) close to the radiation field, at
operating distance. No resonance is observed at 300 K.

parameters, the complex IQ reflectometry signal is fitted to Equation 4.15. A
multiplicative factor to account for line losses is employed, but this is only left
as a free parameter for the 0 pW fit, and fixed for the subsequent curves, under
the assumption that line losses are independent of the resonator.

Figure 4.23 shows a clear, large inverse dependence for the internal Q-
factor, with sub-nanowatt powers reducing the Q-factor from 1300 down to
500, and almost doubling the resonance prominence. A small, linear ∼100 kHz
shift is also observed, which may be due to the carrier density effect on the
oxide interface capacitance, but this is a marginal effect compared to the order
of magnitude tuning of the internal Q-factor.

4.3.3. D0X Reflectometry Response
Having demonstrated a strong resonator response to above-bandgap illumina-
tion, the response to below-bandgap illumination is explored both on and off
resonance to determine the technique’s sensitivity to D0X photocarrier genera-
tion. This is investigated using largely the same pulsed technique as presented
in Section 4.2, where the 1078nm laser is pulsed and the photo response is ob-
tained by measuring the resulting reflection signal pulse. This performed over
a source frequency sweep, and repeated on both light and heavy hole resonant
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Figure 4.23: AB laser power dependence of the LC resonance. (a) |Gamma|
resonances under variable laser power (b) power dependent resonance shift
(c) power dependent internal Q-factor of the LC resonator.

energies and at a token, off-resonance wavelength approximately 50 µeV off the
light hole line. In order to also compare this detection to the low-frequency
technique presented in Section 4.2, all parameters are kept identical, such as
1078 nm power and the range of AB laser powers. A pulse length of 10 ms was
used, and 50 shots were recorded at each step. The centre of the resonance f0
is derived from the pulse measurement itself, fitting the background signal to
the resonance Equation 4.15.

The result of the frequency sweep under no above-bandgap illumination
is shown in Figure 4.24. There is a clear, albeit small reflectometry response
in both magnitude ∆|Γ| and phase ∆|Φ|, dominated by the former. Both
the off-resonance and on-resonance response yielded a well visible signal, the
on-resonance response being slightly less than twice the off-resonance signal,
similarly to what is observed at low frequencies. The magnitude peak sits
approximately 200 kHz below the resonator centre frequency. The phase peak
sits roughly 500 kHz above it, while the response amplitude peak sits exactly
at f0.
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withou AB illumination and with a source power of 0 dBm (a) amplitude
of the response (b) relative magnitude (c) relative phase.

D0X response under above-above bandgap illumination

The low frequency D0X response was observed in 4.2.3 to have a strong sen-
sitivity to the substrate carrier density generated by above bandgap illumina-
tion, with a sharp increase for low powers, followed by a slow decrease in the
signal strength. This is investigated here for RF reflectometry detection, to
determine this technique’s ideal experimental parameters.

The results are quite different from those of Section 4.2.3, with the non-
resonant signal increasing sharply with AB illumination, almost doubling in
the range explored. This could however be due to the improved impedance
matching under higher illumination. What is, however, notable the resonant
response is maximised when no above bandgap illumination is present at all,
and gradually decreases with illumination power. This is surprising as almost
no signal was observed at low frequencies without illumination, whereas for
reflectometry there is little illumination dependence until a sharp drop at high
illumination powers.
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4.3.4. Slow and Fast Transients
The investigation of LC reflectometry readout was undertaken with the goal
of achieving faster detection of the D0X photoconductive response, similarly
to how it allowed quantum dot readout to overcome the RC time constant.
The matter is a little different here, as the limit of low frequency capacitive
detection was not the RC time constant, although it may have become an issue
at higher lock-in frequencies. The issue was a fundamental slow response to
changes in conductivity. Therefore, the first test transient test of the reflec-
tometry setup is to test whether that is still the case here.

Slow Transient

This experiment was conducted on the same 20 × 50 µm device the same condi-
tions of above bandgap illumination (0–400 pW) and resonant laser power(20 µW).
A slightly faster pulse sequence, with a resonant laser pulse of 10 ms was em-
ployed to accommodate the observed faster transients and the need for more
averaging due to the lower SNR.

The result is largely similar to what was observed at lower frequencies,
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Figure 4.26: )off-resonance (Eoff = 1150.025meV) and ( )on-resonance
(E1 = 1149.959meV, E2 = 1149.981meV) reflectometry transients from a
10ms rectangular laser pulse with exponential fitting( ) (a) magnitude
−|Γ|, here plotted upside down (b) reflected signal phase Φ.

with some notable differences. Figure 4.26 shows the general shapes of the
pulse reflectometry response for a few representative levels of above bandgap
illumination. Again, without any illumination, the response is slow at 5 ms.
Notably, the transients still have a broadly similar rise and fall, with only some
minor asymmetry. Notably, the overshoot that required the use two opposing
exponentials is not observed here, with a simple exponential rise fitting well
to the experimental data. The other notable difference, which was already
discussed in the previous subsection is that the resonant signal is maximised
when no above bandgap illumination is employed at all. However, just like
for low frequency detection, the general behaviour is that faster transients are
observed under stronger AB illumination. Finally, it appears that the phase
response follows a completely different transient behaviour than the amplitude
response, with slow transients observed all the way to the highest level of illu-
mination, with an increasing amplitude instead. This is most likely because the
phase response is due to changes in the oxide interface layer capacitance, which
is usually frequency dependent. This is however not particularly worrying as
most of the signal is observed in the magnitude response.

Figure 4.27 shows the systematic analysis of the reflectometry rise time
constant under variable above bandgap illumination, which is only fitted up
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Figure 4.27: (•) −|Γ| reflectometry transient from a 10ms rectangular laser
pulse and ( )fitting (a) magnitude −|Γ|, here plotted upside down (b)
log-log linear fitting of risetime against AB laser power.

to 5 ms to prevent fitting any minor secondary transients. The result is a per-
fectly linear log-log relationship between the time constant and the illumination
power, as here there is no lock-in time constant to limit the response speed.
The lowest achieved rise time is 30 µs, about a third of what was achieved
under low frequency lock-in detection. The exact fitting yields a relationship

τ = 0.8P−0.61
AB (4.17)

with SI units of seconds and watts. The −0.61 exponent suggests an inverse
square root relation, implying that the conductivity response time follows the
AB bandgap laser amplitude, not its power.

Fast Transient

Finally, as per the goal of this section and thanks to the high bandwidth of
the reflectometry setup, the D0X transient response can be investigated under
a faster pulse to detect if a faster resonant signal is present. The previous
subsection established that the bulk of the signal is still tied to a slow transient
response. However, this does not mean that there is not a detectable faster
response, only that it is not dominant. This experiment is thus conducted
with a shorter pulse sequence consisting of a 100 µs laser pulse, with the laser
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wavelength slowly swept through the light and heavy hole resonant peaks to
further determine any notable change to the spectrum.
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Figure 4.28: )off-resonance (Eoff = 1150.025meV) and ( )on-resonance
(E1 = 1149.959meV, E2 = 1149.981meV) reflectometry transients from (a)
Transient response amplitude (b) wavelength scan with a 20 µs detection
window under variable AB illumination. (c) ∼3 µs transient amplitude
against AB power.

Figure 4.28 shows without a doubt that a fast transient does indeed exist,
although weak, with an apparent risetime of 3 µs, approaching the D0X Auger
lifetime limit of 270 ns. Notably, this transient is also detected at low and
zero levels of above bandgap illumination, with a much lower amplitude com-
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pared to the high illumination signal. From powers of approximately 100 pW
upwards, the amplitude of the resonant signal settles, while the non-resonant
response continues to rise.

The photon energy scans in Figure 4.28(b) further highlight a new, sur-
prising issue: the appearance of a strong central peak, likely attributable to
the residual silicon bulk donors discussed in Section 4.1. This is unexpected
as a short detection window would suggest a more local response, although
carrier diffusion is certainly much faster than microseconds. Notably, the bulk
peak is not visible, or at least not prominent, at lower levels of above bandgap
illumination, most likely due to the bulk acceptor compensation leaving the
bulk level donors ionised without a photocarrier population carriers.

4.4. Conclusions
This chapter explored the electrical aspects of donor bound exciton detection
in silicon microscale devices. The first, novel and key finding of Section 4.1
is the suitability of the MOS contact chemistry for local donor detection, as
opposed to Schottky or even highly doped pseudo-Ohmic contacts, which only
yielded a signal from the bulk residual donors. This result was reproduced
over multiple devices, albeit all from the same production run, and contrasts
with past literature successfully employing Schottky contacts in bulk doped,
larger scale devices. While a firm conclusion should not be drawn by a single
device family, this work suggests the potential superiority of MOS contacts for
micro-scale devices.

Two AC detection techniques were explored to optimise the electrical sen-
sitivity and overcome the high DC impedance of the oxide. Low frequency
lock-in photocurrent detection in the kilohertz region is observed to yield high
signal to noise ratios. Furthermore, a frequency and illumination analysis
demonstrated the validity of the capacitive detection model by Ross[25] at the
microscale. LC reflectometry detection is demonstrated for the first time in a
D0X device, allowing high bandwidth measurements with a technique already
popular in quantum dot charge detection. While the sensitivity observed is
below that of low frequency capacitive detection, the bandwidth allowed for
the detection of sub microsecond fast D0X electrical signals approaching the
Auger recombination rate. With significant room for optimisation in the reso-
nant LC circuit, RF-reflectometry may be able to overcome the low frequency
sensitivity in the future.

Finally, the novel conditions of local illumination in implanted microscale
devices introduced the previously unreported issue of slow photo-response tran-
sients, which were observed under all detection techniques, symmetrical in rise
and fall and strongly dependent on the background carrier density from above
bandgap illumination. Reflectometry detection was also able to yield a fast,
∼1 µs transient response under fast pulsing, albeit at the cost of a strong sig-
nal loss. This problematic transient is hypothesised to originate from a field
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induced carrier amplification mechanism; however the matter requires further
investigation.

In conclusion, this chapter successfully developed electrical techniques to
detect, for the first time, as few as ∼2000 donor bound excitons within only
a 2 µm diameter illumination area. Furthermore, the resonant electrical de-
tection at RF frequencies was explored for the first time. Overall, while some
questions remain open, such as the origin of slow transients, this chapter pro-
vides an extensive electrical analysis of MOS D0X devices in both the DC, low
frequency and RF regimes.
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5. D0X Strain Microscopy in Sil-
icon Devices

This chapter focuses on the strain induced spectral splitting of the D0X reso-
nant transition in microscale devices. As seen in the photoconductive spectra of
Chapter 4, the D0X transition is extremely sensitive to lattice strain due to the
valence band spin orbit coupling. The sensitivity is such that even the strain
induced by the minority 29Si nuclei in natSi lead to peak broadening when com-
pared to isotopically purified 28Si [145]. Microscale devices naturally display
strain due to a multitude of factors, but most of all the mismatch in thermal
expansion between device materials, high temperature fabrication stresses and
the lattice damage from donor implantation, which has been observed to intro-
duce strain broadening in particular with heavy donors such as Bismuth [125,
146] and in highly strained substrates such as SOI[29]. Consequentially, the
D0X peak shape in micro-devices is inevitably broadened and complex. On one
side, this is clearly problematic for downscaling, since the closer one moves to a
metal contact, the higher the strain. On the other hand, the broadening offers
the potential for selectively addressing donors using strain as a discriminant,
possibly allowing sub-diffraction resolution of local donors.

In this chapter, the strain effect on D0X transitions is first explored system-
atically in a bulk sample, to verify the validity of existing theoretical model
and derive its parameters in the relevant and low strain regime. Then, the elec-
trical techniques developed in Chapter 4 are employed to analyse the strain
in microscale devices using optical scanning microscopy, compared to finite
element models of thermal strain.

5.1. D0X Transitions in the Low Strain
Regime

The donor bound exciton transition is strongly affected by lattice strain, as dis-
cussed in Chapter 2. Overall, the effect is threefold: a hydrostatic valence and
conduction band shift proportional to the strain trace Tr{ϵ}, with parameters
a′ and Ξd respectively. Then, an axial band valley shift with parameter Ξu, and
finally two Pikus-Bir hole spin splitting terms with parameters b′ for principal
strain and d′ for the shear strain component. Any analysis of strained donor
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bound excitons must therefore first consider this model, these parameters and
their validity in the relevant strain regime. Regarding the existing literature
on the subject, theoretical parameters are calculated by Blacha [147] using
both tight binding and pseudopotential techniques. Experimental parameters
were also calculated by Lo [23] using data by Thewalt [148] under compressive
conditions and high stress levels up to 150 MPa. Finally, Loippo derives Pikus
Bir parameters from comparing a single, strain split magnetic swept spectrum
to FEM simulations [27].

This section aims to validate the Pikus-Bir model and derive its parameters
in the little explored low strain regime(∼1 MPa). Electron spin resonance
detection of a 28Si sample is employed due the narrow linewidths and high
sensitivity involved.

(a) (b)

28Si sample

acrylic cnc
machined

square holder

bottom PEEK
rod

top PEEK rod

Figure 5.1: CAD renderings of the strain rod with crystal axis. (a)Assembled
mounting rod with magnetic field orientation. (b)Disassembled mounting
rod components.

Most of the devices analysed in this work involve low to medium levels of
strain in the range of single digit Mega Pascals. Due to the lack of experi-
mental data in this low strain regime, it is first important to verify that the
theoretical model and experimental parameters remain valid in this low strain
regime, similarly to how a related low strain regime analysis of the donor spin
Hamiltonian led to the consideration of a novel, hyperfine strain term [28].
This low strain analysis is achieved using a bulk, isotopically purified 28Si
sample, strained under a custom machined rod and a set of calibrated masses.
The donor bound exciton transitions are detected from the generated donor
electron spin polarisation via pulsed electron spin resonance (ESR) under a
∼350 mT magnetic field applied at multiple crystal orientations.
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5.1.1. ESR Detection of the Electron Spin Po-
larisation
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Figure 5.2: Bloch sphere representation of the Hahn echo ESR sequence
employed. The π/2 pulse moves the spins perpendicular to the magnetic
field. After the inhomogeneity in the Larmor precessions defocuses the
spins, a π pulse inverts the population, leading to a refocusing of spin
population and generating a characteristic Hahn echo. The Bloch spheres
are drawn with python package qutip [149, 150].

Detection of the donor electron spin polarisation is performed via a Hahn
echo electron spin resonance (ESR) sequence in the X-band at the liquid helium
base temperature of 4.5 K. Hahn echo detection is preferred to a standard free-
induction-decay(FID) single pulse sequence as it generates more data with
both a focusing and defocusing T ∗

2 transient within the same sequence time,
which is limited by the laser pulses. A standard Hahn echo sequence, as shown
in Figure 5.2 is performed with a time spacing between the π/2 and π pulse
∆τ = 45µs and a pulse length τπ = 130ns. The full laser-microwave sequence,
shown in Figure 5.3, is designed to generate a D0X spectrum. It consists of a
tunable 250 ms D0X resonant 1078 nm laser pulse polarising the spin, followed
by the Hahn echo sequence for polarisation detection, and finally a 20 ms above-
bandgap 1047 nm laser pulse to reset the donor spin population. A longer
gap could also have been used between each Hahn echo sequence, allowing the
natural relaxation of the spin population to thermal equilibrium; laser induced
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relaxation is preferred to speed up the experimental process. Laser or LED
relaxation has been used extensively to speed up low temperature donor spin
experiments, in particular at very low, millikelvin temperatures.
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Figure 5.3: Laser-microwave sequence for the ESR detection of D0X transi-
tions. The tunable 1078 nm laser excites a donor bound exciton, polarising
the donor electron spin. The Hahn Echo sequence measures this polarisa-
tion, and finally the above bandgap laser resets the sample’s polarisation.
The sequence is repeated while sweeping the 1078 nm wavelength, with the
polarisation forming a D0X transition spectrum. The Bloch spheres are
drawn with python package qutip [149, 150].

The ideal Hahn echo for amplitude detection has the source frequency
match the mean spin precession frequency, such that the Hahn echo is a simple
gaussian, as in Figure 5.5(c). A phase IQ adjustment then allows the concen-
tration of the whole signal in the I channel, maximising signal-to-noise and
yielding a signal amplitude proportional to the spin population polarisation,
with an inversion in polarisation resulting in an I-channel inversion. Under
real conditions, however, small field drifts can easily offset the spin precession
frequency leading to a modulation of the echo with frequency δω = ωs − ωB,
as shown in Figure 5.5(a). Due to the narrow bandwidth of the spin popu-
lation and thus long echos, even small shifts lead to visible echo oscillations.
This is not a problem, as the spins are still within the ∼10 MHz driving and
detection bandwidth, and the overall echo envelope is unchanged, as shown
by the echo amplitude in Figure 5.5(b), but it does render signed amplitude
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detection slightly more complex. One solution would be to constantly adjust
the magnetic field or source frequency to match ωs and ωB, but it would be
unnecessarily cumbersome in a long experiment, and potentially lead to fur-
ther phase issues. The standard approach is to accept small frequency shifts
so long as they fall within the detection bandwidth, and instead deal with the
issue computationally. For many ESR experiments this does not even matter,
as the amplitude can be deduced from the IQ magnitude of Figure 5.5(b).
Here however, the sign of the amplitude matters, as D0X pumping can invert
the population, and thus the complex echo must be preserved.
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Figure 5.4: (a) Complex IQ Hahn echo of 28Si phosphorus donor electron spin.
The Gaussian echo is modulated by the difference between the microwave
demodulation frequency Larmor precession frequency. (b) Fast-Fourier-
Transform(FFT) of the Hahn Echo, with the fill indicating the integration
window.

There are 3 possible approaches to deal with echo modulation in a signed
amplitude measurement

Integration window narrowing The simplest solution is to reduce the echo
time integration window on the symmetric I channel, such that any echo
oscillation occurs outside this. This significantly reduces the signal-to-
noise ratio.

Signal demodulation The echo modulation frequency is found via fitting or
Fourier transform, and used to demodulate the echo via multiplication
and filtering. This results in a higher SNR, however it is not computa-
tionally robust, in particular where the spin population is not precisely
symmetric.
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Fourier Transform Detection A fast Fourier transform (FFT) is applied to
the echo, and the echo is integrated in the frequency domain, as shown
in Figure 5.4. The frequency shift is addressed by simply integrating
around the peak centre, rather than f = 0, with the desired bandwidth.
This is an efficient, robust technique, and for this reason is employed
here.

Figure 5.4 shows the scale of the polarisation induced amplitude changes on
an echo, roughly doubling the echo amplitude when depopulating the thermally
unfavourable

∣∣∣S = 1
2 ,mS = +1

2

〉
D0

electron spin state via the
∣∣∣S = 1

2 ,mS =
+1

2

〉
D0

→
∣∣∣S = 3

2 ,mS = −1
2

〉
D0X

transition, and almost inverting the echo
amplitude when depopulating the thermally favourable
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〉
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via the
∣∣∣S = 1

2 ,mS = −1
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〉
D0

→
∣∣∣S = 3

2 ,mS = −3
2

〉
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transition. Given the
thermal polarisation at is expected to follow

P =
N|− 1

2 ⟩ −N|+ 1
2 ⟩

N
= 1 − e− geµBB

kBT

1 + e− geµBB

kBT

(5.1)

at 4.5 K this is a small 5.1 %, implying the D0X pumping is only polarising the
population to a small 20 % for the | + 1

2⟩ → | − 1
2⟩ transition and −15 % for

the | − 1
2⟩ → | − 3

2⟩ transition. This contrast with literature hyperpolarisation
values which were observed up upwards of 90 % [23]. This can be explained by
the mounting of the sample, shown in Figure 5.1, where only a small portion of
the silicon is illuminated, with the rest covered by the opaque peek rod walls.
The covered portion of sample is still largely within the ESR resonator, so it
contributes to the ESR signal, but does not get polarised, leading to an overall
lower level of polarisation.

Unlike the electron’s, the g-tensor of the donor bound exciton hole is largely
anisotropic, resulting in a complex Hamiltonian and a magnetic field angular
dependence for the strain induced transition energy shift. This can be lever-
aged to obtain multiple parameters of the strain Hamiltonian, as the setup
employed in this work, and particularly the geometry of the sample, only al-
low the application of strain in one direction, perpendicular to the [110] crystal
plane, which would otherwise limit the information that can be extracted. In-
stead, the angle of the magnetic field is varied by rotating the sample mounting
strain rod, as shown in Figure 5.1(a). The hole Zeeman Hamiltonian under
such rotation angle is given by

Hhz(B, θ) = µB

{(
g1Jz + g2J

3
z

)
cos θ + 1√

2
[
g1 (Jx − Jy) + g2

(
J3

x − J3
y

)]
sin θ

}
(5.2)

The actual transition energies are given by the difference between the hole
Zeeman Hamiltonian and the electron Zeeman Hamiltonian Hez = geµBB,
ignoring the hyperfine term here as the hyperfine D0X transitions are not
resolved. The electron g factor is treated as isotropic, although in reality a
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Figure 5.5: (a) FFT Hahn echos under IR laser illumination. •off resonance,
•mS = 1

2 → −1
2 transition, •mS = −1

2 → −3
2 transition. (b) Plot of the

FFT echo integral against laser photon energy, generating a D0X transition
specturm.

small anisotropy arises under strain to valley repopulation. There is a further
small, ∼ MHz tuning of the donor hyperfine under strain [115]. Both effects
are ignored here as they lead to very small, unresolvable kilohertz shifts in this
small strain regime.

5.1.2. D0X Magnetic Field Anisotropy
Ignoring the strain matter for a moment, the rotation of the magnetic field
angle itself allows the fit to the symmetric and asymmetric hole g-factor pa-
rameters g1 and g2, as well as the electron g-factor ge. This is particularly
important since the donor bound exciton anisotropic g2 parameter, unlike ac-
ceptor hole states, is large and cannot be treated as a perturbation. Therefore,
the D0X spectrum is recorded at zero strain for 5 different angles, under a ro-
tation on the [110] axis. Here 0° corresponds to a magnetic field normal to the
[001] plane, while 90° angle has the magnetic field normal the [11̄0] plane. The
[111] plane is also present within rotation, although not specifically recorded,
at the angle 0°. This data is fitted to the transition energies, derived from
the difference between the hole spin Hamiltonian eigenvalues and the electron
spin Hamiltonian eigenvalues. It should be noted that this fit could have sim-
ply been performed as part of the strain fit presented in the next subsection,
however this is not done as the errors associated with the strained peaks are
far larger due to peak broadening and overlaps.

The fit, shown in Figure 5.6, shows a good agreement to the theoretical
model and yields parameters well in agreement with past literature. The pa-
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Figure 5.6: Zero stress D0X spin polarisation spectrum under varying mag-
netic field orientation. (a) Angle dependent D0X spectra (b) Fitted angular
dependence of the D0X transitions to the Zeeman theoretical model. The
accurate fit demonstrates the successful rotation of the sample and derives
the electron and hole g-factor parameters.

rameters are shown in Table 5.1 together with the strain parameters. This
analysis and the good fit to theory further validates the experimental setup,
confirming that the rotation is working as intended and the angles are suffi-
ciently accurate.

5.1.3. D0X Spectrum Under Uniaxial Stress
Having established a robust technique to obtain D0X polarisation spectra un-
der variable magnetic field orientations, the experiment is repeated at every
angle from Figure 5.6 with the application of stress, by placing calibrated
masses on top of the rotating mounting rod. For zero-strain, the rod is slightly
lifted as to not weight on the sample, and it is held by the screw holder of the
Bruker resonator mount. To apply strain, the screw holder is loosened to let
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the rod freely rest on the sample, and subsequently higher calibrated masses
are places onto the rod’s top rotation platform. The maximum stress applied
was ∼−0.8 MPa, slightly less than the maximum permitted by the setup. The
limitation here is more to do with the degradation of the D0X spectrum under
stress, as can be clearly observed in Figure 5.7, partially due to broadening
but also due to the peak overlaps. It is unclear if this is simply due to a
degree of broadening due to uneven strain across the sample, or perhaps a
fundamental broadening. The strained peaks throughout this work would sug-
gest the former, which is certainly highlighted by to the narrow linewidth of
the unstrained 28Si D0X transition. Figure 5.7 shows the strain effect on the
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Figure 5.7: D0X spin polarisation spectrum under varying stress with mag-
netic field along the [001] crystal axis. (a) D0X spectra under stress. (b)
Transition energies against uniaxial stress amplitude.

D0X spectra, with the clear degradation of polarisation and shift of the energy
transition for the orientation B ∥ [001].

The stress is applied in the [110] plane. This stress can be obtained by
performing a 45° ẑ-axis rotation of a uniaxial stress tensor along the principal
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Figure 5.8: Angle dependent D0X transition energy shifts fitted to the the-
oretical Pikus-Bir Hamiltonian eigenvalues.

axis x̂, as described in Section 2.3.

σ[110] =R⊤
z

(
π

4

)
σ[100]Rz

(
π

4

)

=1
2T

1 1 0
1 1 0
0 0 0

 (5.3)

where T is the uniaxial strain T = mg
A

. Applying the compliance relation
ϵ = Sσ then yields the strain tensor in terms of the stress and compliance
matrix elements:

ϵ[110] = T


1
2 (s11 + s12) 1

4s44 0
1
4s44

1
2 (s11 + s12) 0

0 0 s12

 (5.4)

These values in turn are be fed into the Pikus-Bir Hamiltonian. Please note
that here the conduction band valley orbit terms are ignored as they lead to a
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common shift for all spin levels, which can be incorporated into the a term.

Hpb (T ) = (s11 + 2s12) aT + bT
[(

J2
x + J2

y − 5
2I
)

(s11 + s12) +
(
J2

z − 5
4I
)
s12

]
+

+ d√
3
T (JxSy + JyJx) s44

= (s11 + 2s12) aT + bT
(
J2

z − 5
4I
)

(s12 − s11) + d√
3
T (JxJy + JyJx) s44

(5.5)

In the 0° configuration, where the magnetic field is along the z-axis, this sim-
plifies significantly, with the b terms entirely in the diagonal resulting in a
linear shift and the shear d term off diagonal resulting in a quadratic shift, as
well as light-heavy hole mixing.

HJ(θ = 0) =


BµgHH + ∆sbT 0 i s44dT

4 0
0 BµgLH − ∆sbT 0 i s44dT

4
−i s44dT

4 0 −BµgLH − ∆sbT 0
0 −i s44dT

4 0 −BµgHH + ∆sbT

 (5.6)

where ∆s = s12 − s11, gLH =
(

1
2g1 + 1

8g2
)

and ghH =
(

3
2g1 + 27

8 g2
)
. This yields
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eigenvalues

∆E =1
2µB (gHH ± gLH) ±

√
[Bµ (gHH ± gLH) + b∆sT ]2 + 4d2s2

44T
2

≈µB (4g1 + 7g2) ± 2b (s11 − s12)T + d2s2
44

2Bµ (4g1 + 7g2)
T 2

(5.7)

Effectively, for the B ∥ [001] configuration the uniaxial b term results in a
linear strain shift, while the shear d term only generates a quadratic shift.
Hence this configuration is particularly useful to extract the b parameter, even
for low strains.

As the magnetic field is rotated on the [110] axis, with the θ = 90 deg
corresponding to the B ∥ [11̄0] orientation, the anisotropic g2BJ

3
i term intro-

duces off-diagonal Zeeman elements, rendering the Hamiltonian significantly
more complex. Even with a basis state rotation to keep ẑ ∥ B, non-diagonal
terms persist due to the anisotropic g1BJ

3
i terms. The shear d term thus also

generates a linear strain component and can be derived from the linear energy-
strain gradient at small strains without relying on the higher order curve shape.
The full eigenvalue problem, although it has an analytical solution is rather
complex and not particularly informative and is therefore solved numerically.

This Work Thewalt[148], Lo[23] Loippo [27] theory [36, 147]
Exp. params
B (mT) 345(1) 01 0 → 300
σ (MPa) 0 → −1 0 → −150 ∼ 1

Parameters
ge 2.01(2) 1.9985
g1 −0.83(2) −0.8 −0.83
g2 −0.215(11) −0.24 −0.22

b (eV) −1.4(2) −1.7 −7 −2.2
d (eV) −4.2(4) −5.1 −4 −5.2

∂Eg
∂ϵ[110]

1.8(2)
1 The strain parameters are extracted with 0 magnetic field, the hole g-factors under low magnetic

fields.

Table 5.1: Fitted parameters of the strained D0X Hamiltonian compared to
theory and literature values.

The full fit is shown in Figure 5.8, showing good experimental agreement
despite some clear outliers, most likely due to the error-prone peak fitting of
some of the more broadened peaks, as shown in Figure 5.7a and for all angles
in Appendix A. A useful summation of all the results is displayed in Figure 5.9,
showing each of the transitions’ gradient as a function of magnetic field orien-
tation. There are only four independent gradients, as they are dependent on
the D0X hole state and not the D0 electron’s, leading to pairs of identical gra-
dients for the light hole transitions from the pair of D0 |mS = ±1

2 states. The
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agreement again is reasonable, apart from the heavy hole transition showing
an abnormal anisotropy.

Finally, the extracted parameters are shown in Table 5.1 and compared
to parameters from the existing literature, both theoretical and experimental.
Reasonable agreement is observed with the experimental parameters from Lo
[23] and the theoretical parameters calculated by Blacha [147]. The agreement
is sufficient to conclude that the literature model and parameters are valid in
the low strain regime. There still is an above-error discrepancy in the parame-
ters. One potential source of error in this work might be a decrease in effective
applied strain due to friction on the strain rod, overpressure from the cryostat
and finally and unwanted tilt in the sample. This may explain the small, 10 %
discrepancy in the d parameters, however it cannot justify the almost 50 %
discrepancy in the b parameter. This dataset is not sufficient to conclude that
there is a strain magnitude dependence in the parameter, however the matter
should be considered carefully, and hopefully more experimental results may
settle the matter.

5.2. Device Modelling
Having established the validity of the existing spin-strain Pikus-Bir model, it
is important to theoretically understand the source of the experimental de-
vice strain. Micro-fabricated devices display large interface extrinsic stress at
cryogenic temperatures due to the mismatch in the thermal expansion of the
fabrication materials. This can be modelled effectively using finite element
method (FEM) structural mechanics modelling techniques paired with the ex-
tensive literature on the thermal deformation of materials. Intrinsic stresses
can also arise due to fabrication methods, and are far more difficult to model
effectively, leading to some uncertainty on the magnitude of the model strain.
This section discusses the modelling of device extrinsic thermal strain, which
is later used to compare to experimental data, and discusses some of the extra
potential sources of intrinsic strain.

5.2.1. Thermal Expansion Mismatch
All materials are subject to volumetric thermal expansion and contraction,
due to the change in the lattice thermal energy. Most materials, including
those treated here, expand under rising temperature due to the rising thermal
energy of the lattice. Extensive literature exists with well-defined experimental
values for the thermal expansion of materials for CMOS fabrication. These
are usually derived by measuring a solid sample’s length over a wide range of
temperatures, yielding its cumulative length change, ∆L(T )/LTref with respect
to a reference temperature, usually 293.15 K. This is then used to derive a
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Figure 5.10: Thermal expansion of fabrication materials silicon,
aluminium and silicon dioxide. (a) Thermal expansion coefficients

fit to a 5 node spline. Data by •Middelmann [151], ◦Watanabe [152],
•Kroeger [153], ◦Wilson [154], •White [155], ◦Hahn [156]. (b) Cumula-
tive thermal expansion relative to the 0 K reference length.

temperature dependent coefficient of thermal expansion

α (T ) = 1
L

dL

dT
(5.8)

Literature thermal expansion coefficients for the relevant materials silicon, alu-
minium and silicon dioxide are shown in Figure 5.10. Multiple sources had to
be analysed and patched together to obtain the full curve over the large tem-
perature range 3–600 K for aluminium and 3–1200 K for silicon and its oxide.
As a bonus, the good agreement of the experimental values over the tempera-
ture range overlaps acts as a useful sanity check for the accuracy and general
applicability of the literature data.
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Silicon’s thermal expansion is fairly straightforward due to its crystalline
form, as demonstrated by the excellent match in the data by Middelmann
[151] and Watanabe [152]. Aluminium displays large thermal expansion and
also shows good agreement at the overlapping temperatures; however some un-
certainty exists with up to 50 % higher thermal expansion coefficients observed
for thin films [157]. The difference seems less significant for very thin films,
such as those used in this work (30 nm) [158], and therefore the bulk parameter
is used, but some uncertainty remains regarding the true thermal expansion of
the metal film. The main source here of uncertainty lies in the thermal evap-
oration process temperature. Aluminium is evaporated at high temperatures
600–800 °C, but the temperature of the deposited metal and indirectly heated
substrate is difficult to characterise. Furthermore, some intrinsic film stress
may build up during deposition, although this should be less significant than
the large thermal stress built up at cryogenic temperatures.

Silicon oxide, which in this work is thermally grown on the silicon substrate
in a dry oxygen atmosphere, presents a complex behaviour strongly dependent
on growth conditions. An amorphous solid, not to be confused with crystalline
quartz (c-SiO2), silica (a-SiO2) displays extremely low levels of thermal expan-
sion, in the range of 0.24–0.55 × 10−5 K−1 at room temperature [159, 160]. The
main uncertainty, however, arises due to the intrinsic stress which builds up
during thermal growth, where the oxide eats into the silicon substrate leading
to built-in intrinsic strain due to the lattice mismatch. This intrinsic strain
can be significant and is generally observed to increase with growth tempera-
ture [161]. This is difficult to treat and is thus not incorporated in this works’
FEM models, with the justification that the aluminium thermal expansion
should still dominate, but it should still be considered an important source of
uncertainty for these simulations.

Overall, the oxide and the aluminium thermal expansion mismatch cause
opposite effects on the silicon substrate: compression by the metal and tension
by the oxide. The metal substrate compression dominates due to the far larger
mismatch in thermal expansion as well as the greater thickness of the metal
layer (30 nm) than the oxide layer(11 nm).

5.2.2. Finite Element Modelling of Thermal
Strain

Finite element modelling (FEM) is performed using software package COM-
SOL, and a fine quad mesh on the implanted area with dimensions designed
to resolve the laser spot as well as the shallow depth of the donor implan-
tation: ∼0.1 µm in the device plane and 30 nm perpendicular to the surface,
while it slowly becomes coarser further away. The strain is derived for the
shallow depth of 150 nm, where the phosphorus donors are implanted for the
experimental D0X devices, and the full tensor components are shown in Figure
5.11.
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Figure 5.11: Strain tensor elements of a FEM thermal strain simulation for
MOS microfabricated devices at the donor implantation depth of 100 nm.
The color scale is capped at ±50×10−6, the true maximum observed strain
is ±150 × 10−6.

Due to the higher thermal compression of aluminium, the strain is com-
pressive directly underneath the contacts, and is dominated by principal strain
component parallel to the short axis of the contact, with amplitudes around
2 × 10−5 at the centre of the contacts. Higher strains upwards of 10−4 are ob-
served at the contact edges, where significant shear strain also builds up. The
substrate relaxes into tensile strain off the contacts, and again is strongest at
the edge of the contacts. The strain within the device implanted area is domi-
nated by the principal component along the contact separation, with a central
strain ϵxx ∼ 6 × 10−6 along the electric field direction giving σ ∥ E. The other
two principal components are similar and tensile, with ϵyy ∼ 1.5 × 10−6 and
ϵzz ∼ 2 × 10−6, leading to a strain tensor very much resembling one from uni-
axial stress along the contact separation x-axis. The shear strain components
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are more than one order of magnitude smaller, only reaching significant values
near the metal contacts, as one would expect due to the system’s symmetry.
However, one should be careful to draw conclusion as small amounts of asym-
metry in a real-world device could lead to the appearance of significant shear
strain components.

The strain tensor from the FEM simulations is used to calculate the D0X
light and heavy hole peak splitting for each spatial position within the device
position. Further models are constructed for all the analysed strain geometries,
very much consistent with Figure 5.11, and the resulting D0X splittings are
presented in the next section.

5.3. D0X Scanning Microscopy
Section 5.1 established the strong sensitivity to strain of the D0X transition
energy, with shifts as high as 20 µeV MPa−1. Micro-fabricated devices generate
strain in the silicon substrate due to the mismatch in the device materials’
coefficients of thermal expansion, as explored in Section 5.2. This is already
notable at room temperature as fabrication often involves high temperature,
such as 300–800 °C for aluminium thermal evaporation [162] and 800–1100 °C
for dry oxide growth. As the silicon substrate and the oxide and metal layers
cool down, the mismatch in their thermal compression leads to the build-up
of stress at the interface. This mismatch is further amplified at cryogenic
temperatures by cooling down another ∼300 K.

Much could be done to mitigate stress, such as moving away from inter-
faces and even combining materials with compensating thermal expansions,
however some stress is likely to always be a factor in microscale electrical de-
vices. This section employs the sensitive electrical techniques developed in
Chapter 4 to conduct a microscopic analysis of the strained D0X transition in
micro-fabricated devices, comparing experimental data to theoretical models
calculated using the parameters and FEM modelling described in this chapter’s
previous sections.

The optical setup is described in Section 3.3.1, and these experiments em-
ploy the single laser, 0.35NA objective setup, having been performed before
the upgrade to the multi-laser setup. The scanning is performed via the piezo-
actuator tower the sample sits on. These actuators do not have a position-
feedback system, and although fairly predictable in their stepping, the hystere-
sis built up during a two-dimensional scan was large and well visible. There-
fore, a CMOS camera and a custom image recognition software routine are
employed as position feedback to the piezo-actuator, which is fully described
in Section 3.3.2. The scanning sequence is straightforward, as shown in Figure
5.12, and consists in repeating a laser wavelength at every laser spot scanning
position, while pulsing the laser amplitude with a pulse width of ∼10 ms to
cancel current drifts. The electrical detection is a low frequency, AC pho-
tocurrent lock-in detection performed as described in Section 4.2, recorded at
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Figure 5.12: D0X scanning microscopy sequence. A pulsed, wavelength depe-
dent D0X photoconductive spectrum is recorded at every laser spot position
on a 2D scanning grid.

a frequency of 101.077 kHz, a source rms amplitude of 50 mV.

Effectively, this is a 3-parameter map, scanning x-position, y-position and
laser wavelength, as shown in Figure 5.12. Each wavelength scan is 20–120 s
long, dependent on the device, to ensure a satisfactory signal to noise ratio and
to ensure no hysteresis occurs to skew the peaks. The entire experiment is fully
automated, which is crucial as these runs are time consuming and took up to
48 hours. This is possible mainly thanks to the image convolution positioning
system described in Section 3.3.2, but also thanks to a custom software routine
designed to auto-range the lock-in amplifier and oscilloscope.
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5.3.1. 20 × 50 µm Device
The 20 × 50 µm device presented in this section yielded some the best signal,
and it is also a twin of the device employed for the electrical analysis of Section
4.2. The scan was performed using sub-resolution steps of 1 µm, with a border
going also slightly outside the donor implanted area, in order to identify the
device’s metal contacts, which affect the background bulk photocurrent signal.
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Figure 5.13: (a) Scanning microscopy 20 × 50 µm D0X peak splitting map
(b)(c)(d) position dependent D0X spectra.
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The peaks observed when illuminating the implanted donor patch are both
well modelled by a Lorentzian lineshape, as shown in Figure 5.13(b,c,d). A
skewed lineshape was considered but did not significantly improve the fits, nor
did it meaningfully affect the peak means.

The 2D heatmap presented in Figure 5.13 shows a coloured peak splitting
map of the scanning positions where a pair of peaks could be detected and
reasonably fitted to a pair of Lorentzian. Where No peaks are detected, a
greyscale map is displayed instead with the photocurrent amplitude averaged
along the whole wavelength sweep. This is useful as a sanity check as it
resolves the aluminium contacts position. Here, the dark black areas have
a low photocurrent response due to the contact reflection, while the grey areas
show a slightly higher photocurrent from the bulk response. The bright white
areas at the edge of the implanted areas suggest the presence of implanted
donors, which however do not yield visible resonant peaks. This is most likely
due to a combination of the much larger strain directly under the oxide, the
limited photon energy range used, and the much lower signal to noise ratio
from the broadened peaks. The peak splitting scanning map shows a mostly
constant peak splitting along the feedline direction, while the splitting almost
halves towards the edge of the capacitor, near the edge of the implanted patch.
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Figure 5.14: FEM simulation peak splitting map of a 20 × 50 µm D0X D0X
device. The z-axis range is artificially capped at 40 µeV for comparison
purposes: the maximum observed strain is ∼0 µeV at the contact edge.

A splitting map of theoretical peak splittings is also presented for com-
parison in Figure 5.14, and it is calculated by feeding the strain tensor data
from the FEM simulation of Figure 5.11 into the Pikus-Bir Hamiltonian. The
range is intentionally capped to present a useful visual comparison to the ex-
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perimental map of Figure 5.13. The match in the strain magnitude and y-axis
variation is remarkable at the centre between the contacts, with both the ex-
perimental and theoretical maps showing a central peak splitting of ∼30 µeV,
which halves to ∼15 µeV at the edge of the device. There is a large discrep-
ancy in the splitting along the x-axis, with the experimental map not showing
the large increase in peak splitting of the FEM map. This could possibly be
explained by the relatively large laser spot Airy disk diameter of ∼4 µm and
the large peak splitting gradient observed over a relatively small distance near
the contact interface. The edge signal is broadened to the point where it can
no longer be resolved, while the large laser spot still generates a small signal
from the relatively narrow central donors. This highlights a limitation of this
strain measurement techniques: it is difficult to generate narrow peaks over
areas where the strain gradient is significant within the laser spot area.

5.3.2. 20 × 10 µm Device
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Figure 5.15: (a) 20 × 10 µm D0X peak splitting map. (b)(c)(d) position
dependent D0X spectra.

This device, where the capacitor is only as wide as the feedline at 10 µm
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was studied as a low strain extreme, to show the residual strain due solely to
the feedline. The strain levels observed in Figure 5.15 are quite close to those
observed in the 20 × 50 µm device, but here display a more pronounce gradient
also in the x-axis, with a central peak splitting as low as 20 µeV. Notably, the
minimum strain at the device edge is higher than that of the 20 × 50 µm device,
highlighting the strong strain induced by the feed line.
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Figure 5.16: FEM Simulation peak splitting map of a 10 × 50 µm D0X device.

Figure 5.16 shows a theoretical peak splitting map constructed from an
FEM map, as for the previous device. The FEM simulation is identical to the
one from 5.11, with the device parameters adjustments to match this device.
The agreement is again remarkable, in particular at the centre of the device,
although the experimental map shows a more pronounced curved strain profile
around the contact. The same issue persists where the experimental map does
not show the large splitting expected at the contact edge.

5.3.3. 20 × 800 µm Device
The 20 × 800 µm device was studied as an extreme limit of a large device, in
order to determine the variations of the strain profile on a large, near millime-
tre scale as well as to test an extreme use case of the microscopy technique.
Due to the large scale and the time required for a single scan, the step size
was increased significantly to a 2 µm for the x-axis and 3 µm for the y-axis
respectively, and it still ended up taking approximately 48 hours. Due to this
extreme scan duration, occasional, unexplained current magnitude shifts are
observed, such as the increase amplitude observed around the y = 200µm in
Figure 5.17. Yet, the resonant peak splitting still appeared unaffected in shape
apart from a higher SNR that led to a higher discard rate. Overall, this scan
shows the robustness of the scanning microscopy technique, capable of consis-
tent multi-day scans with no apparent spatial drifts, even in the uncontrolled
z-axis, nor significant current or temperature drifts.

Regarding the strain profile, the general behaviour appears to show a base-
line peak splitting of ∼15 µeV, and a higher ∼25 µeV peak splitting right at
the feedline junction. This is possibly the most compelling evidence that the
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Figure 5.17: (a) Scanning microscopy 20 × 800 µm D0X peak splitting map.
The feed-line is at the 0 µm position and the x-y aspect ratio is not to scale.
(b)(c)(d) position dependent D0X spectra.

observed D0X light and heavy hole peak splitting is caused by strain, as the
capacitors’ electric field would certainly be more evenly distributed. Finally,
there is a surprising, low ∼8 µeV splitting area near the far end of the capacitor
at the 600 µm mark, right above a highly strained spot. This is surprising as no
obvious features are present, and the lowest strain point would be expected at
the very end of the device instead. It is certainly not a fluke, as Figure 5.17(d)
shows a clearly close pair of peaks with a good SNR. It is indeed possible that
this is the result of a local fabrication defect, such as a hairline crack in the alu-
minium layer or an over-etched oxide section. The non-resonant photocurrent
appears to show some sort of anomaly in the lower metal contact. Although
unexpected, this result really emphasises the sensitivity of the photoconduc-
tive D0X transition as a tool for microscale strain profiling. Here, there is a
device with no visible defect, yet a D0X map can identify an anomalous strain
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region suggesting a potential fabrication defect.
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Figure 5.18: FEM Simulation peak splitting map of a 20 × 800 µm D0X
device.

Comparing to the FEM calculated splitting map of Figure 5.18, the central
area between the contact again shows an excellent agreement. Notably, the
increased strained area at the feedline location is replicated, with the exper-
imental map possibly displaying a more extended impact from the feedline.
as well as the lower strain area near the edge of the device. Naturally, the
theoretical model does not predict the low strain area at y ∼ 600µm, which is
most likely due to some fabrication or local defect.

5.3.4. 5 × 400 µm Device
Finally, a device with a reduced contact separation, 5 µm is explored. The
class of 5 µm spacing devices is very important, as it represents a further step
towards miniaturisation. The implanted phosphorus layer is fully covered by
the 11 nm oxide, thus sitting only 150 nm from an oxide interface, and even at
the centre only 2.5 µm from a metal contact.

As expected, the peak splitting is much larger than observed in the 20 µm
spacing devices, by about an order of magnitude at ∼300 µeV. The extra peak
splitting renders the laser wavelength scan significantly more complex, as it
requires a temperature sweep of the Koheras Adjustik laser to cover the whole
∼500 µeV range. Considering the ∼1 meV of the laser, this is quite close to the
maximum fully measurable D0X splitting. Notably, the peaks here are heavily
skewed, symmetrically with a sharp tail at the centre and a wider tail on the
outside. The peaks are still well modelled to a Lorentzian lineshape however,
as the sharp central peak is not well described by a Gaussian, even with a
skew factor. Attempts were made to use skewed Voigt profiles; however the
Lorentzian term is so dominant that it is preferred to dispense of the extra σ
fitting parameter. The peaks are thus fitted using an asymmetric Lorentzian,
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Figure 5.19: (a) Scanning microscopy 5 × 400 µm D0X peak splitting scan
between the contacts, averaged on the y axis. A 2D map shows almost
no variation along the y axis. (b) D0X spectrum at x = 0µm, (c) D0X
spectrum at x = 100µm, (d) D0X spectrum at x = 290µm. The order of
magnitude larger strain broadening leads to a far noisier spectrum com-
pared to the 20 µm gap devices.

which unfortunately is a notoriously problematic lineshape. The issue with
skewed Lorentzians is that they have an unbound expectation value. If one
tries to calculate the expectation value of a Lorentzian distribution, the term∫∞

0
x

1+x2dx diverges unless it is compensated by an equal opposite term from
the other half of the distribution, cancelling out. A skew factor breaks this
symmetry and thus renders the mean unbound, meaning a somewhat arbitrary
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choice of limits has to be made. A few options are considered such as an erf
skewed Lorentian [163] and the Doniach-Sunjic lineshape [164], but the best
results are obtained with the simple asymmetric Lorentzian by Stancik [165],
which introduces skewness with a continuous asymmetric γ(x).

L (x) = 2A

πγ (x)
(

1 + 4
(

x−x0
γ(x)

)2
)

γ (x) = 2γ0

1 + eα(x−x0)

⟨x⟩ =
∫ x0+5γ

x0−5γ
xL (x) dx

(5.9)

This lineshape yields excellent fit to experimental spectra, as shown in
Figure 5.19b,c,d.

The exposed implanted areas, at 5 µm along the capacitors’ separation are
only slightly wider than the 3 µm of laser spot, and a scan along the short axis
does not expose notable variations in the peak separation. Hence, a 2D scan is
performed with only 5 steps along the short x-axis, which are averaged together
to yield a 1-dimensional scan along the contacts length. The result, shown in
Figure 5.19a, shows a large variation of peak separations along the device
length, from the ∼400 µeV near the feed line connection to the ∼150 µm at the
opposite end. This suggests that the feed line generates a significant portion of
the strain, and is compatible with the results of the long 20 × 800 µm device,
which also showed a large increase in peak splitting at the feed line junction.

5.4. Linear Optical Polarisation in
Strained D0X devices

In the absence of strain, the donor bound exciton state in silicon is unpolarised
due to the valley symmetry of the conduction band and the light and heavy
hole degeneracy of the valence band. Strain splits the valence band with its
spin angular momentum, in the mJ = ±1/2 light holes and ±mJ = 3/2 heavy
holes, thus introducing dipole transition selection rules and a polarisation de-
pendence of the transition. Simplistically, in the case of linear polarisation, an
electric dipole transition is allowed, in this case where ∆J = 1, if ∆m = 0,±1.
The light polarisation determines which transitions are allowed and with what
amplitude.

In the simplest case of uniaxial stress, the polarisation should be linear
across the principal axis, due to the sign degeneracy of the light and heavy
hole states, while under realistic, complex strain tensors including multi-axis
strain and shear forces the polarisation should have a combination of linear and
circular components. This in turns means that the amplitude of the individual
light and heavy hole peaks depends on the polarisation of the resonant laser.
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Figure 5.20: D0X transitions with polarisation selection rules for illumination
propagating in the x̂ axis.

Regarding angular momenta, the dox transition is |J = 1
2 ,mJ = ±1

2⟩ →
|J = 3

2 ,mJ = ±1
2 ,±

3
2⟩. The selection rules are highlighted in Figure 5.20. All

transitions have ∆J = 1. The heavy hole states require a ∆mJ = ±1, which
for linear polarisation requires a πy polarisation. The light hole transitions
can occur with both ∆mJ = 0,±1, although they have different transition
amplitudes, with

√
2
3 for the πz and

√
1
3 for the πy transition. The relative

amplitude of the heavy hole πy transitions is 1 [166].
The light polarisation dependence of the D0X spectra can give important in-

formation regarding the axes where strain is applied which cannot be discerned
via the magnitude of light and heavy hole peak splitting. In the experiment
presented in this section, the laser linear polarisation is rotated by first apply-
ing a depolariser to the linearly polarised laser beam to generate unpolarised
light, and then a linear polariser on a rotating mount to obtain the linear
polarisation of desired angle, as shown in Figure 5.21. The linear polariser is
rotated in steps of 10◦ and a full D0X direct current spectrum is recorded at
each steps, with two examples displayed in Figure 5.22. The combination of
depolariser-linear polariser was chosen over a more traditional half-waveplate
setup due to the already available optical components. The linear polariser is
placed on the optical table but is also first calibrated against a second linear
polariser carefully placed on top of the objective, to align the angle against
the cryostat and device axis. The optical setup employed here is the dual-laser
benchtop setup described in Section 3.3.3, with the Toptica DL-pro laser and
capacitive lock-in electrical detection from Section 4.2.

The device employed, shown in Figure 5.22, was a 20 µm separation ca-
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θ

θ=0°

Figure 5.21: Linear polarisation rotation with respect to the device axes.
θ = 0◦ is πz, θ = 90◦ is πy.

pacitor pair device, with the difference that a pair of metal contacts was also
present at the capacitors’ edges. A device from Section 5.3 was not chosen as
the relevant sample had degraded after multiple load cycles, as this experiment
was performed at a later time with the upgraded dual-laser benchtop optical
setup, as this allowed for a finer control of the optical polarisation while not
affecting the stability of the optical setup.

Figure 5.22 shows two extrema D0X spectra at πz and πy linear polarisa-
tions, as well as the angular dependence of the light and heavy hole peaks as a
function of linear polarisation angle. As expected, there is a sinusoidal, out of
phase dependence for the two peaks, with a period of π, hence a sin2 θ depen-
dence on polarisation. The minima are aligned with the device axes, with the
presumed principal strain orientation leading to a maximised light hole and a
minimised heavy hole, as per the πz transitions of Figure 5.20. As expected,
both transitions have a sinusoidal dependence with a π/2 phase offset. The
phase dependence of the light hole arises because the πz transition has a higher
amplitude than the πx transition, while the phase dependence of the heavy hole
transition arises because the πx transition can only occur with perpendicular
polarisation, leading to a forbidden transition under θ = 0◦ parallel linear po-
larisation. A non-negligible residual polarisation is still visible, suggesting a
degree of state mixing or a tilt of the principal axis into the substrate plane.
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Figure 5.22: D0X direct AC phocurrent measurement under varying laser
linear polarisation. (a) heavy hole and light hole polarisation as a
function of linear polarisation angle. (b)D0X spectrum at the extrema •
0° and • 90° polarisation angles.

5.5. Conclusions
This chapter explored the subject of strain in silicon donor bound excitons.
This is shown to be especially important to microfabricated devices, subject
to significant interface stress from the mismatched silicon, metal and oxide
thermal expansions.

Section 5.1 explored the low regime strain via controlled strain applied
to a bulk 28Si : P sample, confirming the validity of the existing theoretical
models in the low strain regime and deriving a set of experimental parameters.
While the subject had been previously explored [23, 148], validation in the low
strain, ∼1 MPa regime is significant and non-trivial, as it is often encountered
in microscale devices.

Section 5.3 presented a novel D0X scanning microscopy technique, with
D0X peak splitting maps displaying good agreements with theoretical values
from thermal strain FEM models. This introduces D0X microscopy as a sen-
sitive probe for near surface donor strain. Furthermore, microscale electrical
detection is demonstrated in devices with contact spacings as low as 5 µm and
directly underneath a thin oxide layer, in furtherance of the goal of downscaling
D0X detection near device interfaces.

Finally, the D0X spectrum is analysed under variable angle linear opti-
cal polarisation, showing a strong sin (2θ) sinusoidal dependence for the light
and heavy peaks, compatible with a mostly in plane strain induced hole spin
quantisation.

Overall, this chapter for the first time introduces donor bound exciton de-
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tection as a promising, microscale strain sensing technique. While broadening
has been previously employed as a qualitative gauge for strain inhomogeneity
[29, 146], the Pikus-Bir splitting can yield precise, quantitative estimates. The
novel scanning microscopy further elevates the technique demonstrating micro-
scale strain resolution. The data presented in this chapter has been written
into a scientific publication soon to be submitted for review.



6. Donor Spin Polarisation in
a Magnetic Field

The previous chapters described sensitive electrical techniques to detect the
donor bound exciton optical transition in microfabricated silicon devices, down
to a spatial resolution of 2 µm and addressing as few as 2000 donors, as well
as analysing the crucial strain induced spectral shifts. One of the long term
goals of this technique is to allow the read out the Si : P donor spin state.
To this end, this chapter explores microscale D0X devices in magnetic fields
to split the donor spin states. Then, the pumping and readout of the donor
electron spin state is investigated under continuous pumping, and transient
polarisation schemes are attempted and discussed.

Although the D0X transition has a narrow linewidth for an optical transi-
tion, and the hyperfine splitting of the donor spin is just about discernible in
28Si isotopically purified samples [18, 21], the magnetic field sensitivity is far
below that of magnetic resonance techniques. The D0X transition’s true im-
portance in the fields of magnetic memory and sensing is instead as a readout
for the donor spin state. Its capacity to spin-selectively ionise donors lead-
ing to spin polarisation make it a promising spin initialisation and readout
technique, as demonstrated by Lo [23], Franke [24] and Ross [26].

6.1. Strained Bound Excitons in a Mag-
netic Field

The donor bound exciton hole state has an anisotropic g-tensor, as described
in Equation 2.51. For magnetic fields aligned with the principal crystal axes,
B ∥ [100], the Hamiltonian is diagonal, while for other orientations, the g-
tensor displays off-diagonal components. On top of this, strain has to be
considered together with magnetic field, as the Pikus-Bir terms from Equation
2.54 cause splitting and mixing of the hole spin states. The whole Hamiltonian
Hze + Hpb must therefore be solved, which is best done numerically apart
from a few specific diagonal cases. Here, the analysis is limited to the two
configurations where the magnetic field is perpendicular B ⊥ σ and parallel
B ∥ σ to the strain principal axis. Practically, as discussed in Section 5.3, these
devices generally present quasi-uniaxial strain along the electric field axis, in

137
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the device plane. Therefore the perpendicular magnetic field is applied normal
to the sample surface, as shown in Figure 6.1c, while the parallel field is applied
along the samples short axes, as shown in Figure 6.1a,b.

The Montana S100 cryostat is configured without coil magnets, therefore
the field is applied via high strength N42 and N52 neodymium (Nd2Fe14B)
permanent magnets, limiting the analysis that can be performed to specific
field strengths without the ability to sweep the field. Neodymium is cho-
sen due to its high magnetisation, although it displays strong thermal depen-
dence, with changes in magnetisation strength and axis rotations. Samarium
Cobalt(SmCo) magnets were also considered due to their greater thermal sta-
bility, however sufficient magnetisation density could not be achieved.

(a) (b)

(c)

Figure 6.1: Custom-built sample mount configurations with neodymium per-
manent magnets (a) B ∥ σ parallel magnetic field configuration, (b)B ∥ σ
high strength and low profile parallel magnetic field configuration, (c)
B ⊥ σ perpendicular magnetic field configuration.

Figure 6.1 shows the three of the experimental magnet configurations em-
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ployed, with (a),(b) for parallel and (c) for perpendicular. The (a) configura-
tion, consisting of a parallel plate configuration held in place by custom PLA
3D printed holders, was initially explored due to the attractive homogeneous
field at the centre, however there was not enough clearance above the sample
from the cryostat radiation shield, and the device had to be pushed to the
edge, where less homogeneity is expected. Furthermore, the necessary sepa-
ration of the magnets resulted in low field strengths of less than 100 mT. A
simpler configuration was chosen instead, as shown in Figure 6.1b, where two
stacks of vertically polarised magnets are placed side by side, separated by a
PLA spacer, with opposite polarisations. This allows placement of the mag-
nets right below the sample, only separated by the thickness of the substrate
and PCB. It was observed that, due to the small, micrometre illuminated area,
magnetic field homogeneity is not a huge concern, as any inhomogeneity occurs
over a far larger scale than the 2 µm laser spot size. Indeed, the magnetic field
spectra obtained display linewidths comparable to those at zero field.
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Figure 6.2: Simulation of the device strained D0X transitions under a variable
magnetic field (a)B ⊥ σ, (b)B ⊥ σ.

The vertical configuration is fairly straightforward, with a stack of rect-
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angular magnets directly below the device, achieving magnetic fields up to
200 mT, with potential for more with the use of thinner PCBs and extra mag-
net stacks added laterally. In all cases, the magnet configuration was first
simulated to achieve the rough magnetic field needed and tested after mount-
ing with a Gauss meter at the sample position. Of course, this technique is not
overly accurate, and variations in the region of 10–20 % were observed from the
target field. One approach to solve this is usually to pair a strong permanent
magnet with a low strength electromagnet outside the cryostat, thus having a
strong magnetic field with some tunability without the cumbersome cryogenic
electromagnet cooling requirements. This was not attempted due to concern
that the delicate piezo stack would be damaged by the magnetic force between
the on-stack magnets and off-stack electromagnet. The close-working distance
objective right above the optical window would have further complicated this
route.
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Figure 6.3: Experimental D0X spectra under variable magnetic field condi-
tions, fitted to a theoretical model to estimate the magnetic field strength.

Several experimental magnetic field configurations were attempted, with
three notable spectra shown in Figure 6.3. The two magnetic field configura-
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tions lead to very different splittings of the light and heavy hole states, which
are shown in Figure 6.2, fitted to a spectrum model with strain parameters
derived in Chapter 5 with a variable multiplicative factor, and a magnetic field
with fixed direction and variable magnitude. The B ⊥ σ spectra show a very
good agreement with the theoretical model of Figure 6.2, with essentially three
resolved peaks each composed of a pair of transitions. At the highest mag-
netic field of 190 mT, even the zero-field heavy hole splitting is observed. A
partially forbidden peak is not observed; however this may realistically be due
to its low amplitude. The spectrum for the parallel B ∥ σ correctly shows five
visible peaks, with the most prominent one composed of two overlapping peaks.
However, the fit to the theoretical model is not as conclusive, with a stronger
splitting of the zero-field heavy hole peak expected. The lower splitting may
possibly be explained by some degree of unaccounted shear strain in the device
plane, which is not surprising given the complex nature of micro-fabrication.
Furthermore, the signal to noise ratio was observed to be markedly worse for
the parallel configuration compared to the perpendicular one, although mag-
netoresistance would suggest the opposite, with a worse signal where B ⊥ E.
This is also not due to polarisation of the donor electron spin, as stronger
polarisations were observed in the perpendicular configuration.

Overall, the two magnetic field configurations result in very different spec-
tra, but in all cases, it is clear that the strongest, more defined splitting be-
tween the donor electron mS = | − 1

2⟩ and mS = | + 1
2⟩ states is observed in

the zero-field heavy hole peak. Furthermore, the perpendicular B ⊥ σ Figure
6.2a configuration displays a very attractive double pair of peaks, limiting the
loss of signal expected from the two peaks splitting into six.

6.2. Dual Laser Pump-probe Donor
Spin Polarisation

As discussed in the introduction to this chapter, the stated goal of D0X photo-
conductive readout is to perform hybrid magnetic resonance manipulation and
readout of phosphorus donor electron spins in microscale devices. Substantial
difficulties were however encountered, leading to the suspicion that donor spin
polarisation may not be stable and long lived, contrary to expectations from
past work and expected donor electron relaxation times, which at 3 K should
be as high as seconds [111]. To investigate the issue, a dual laser setup was de-
vised to analyse polarisation of the donor spin via a pump-probe experiment,
without the extra complication of microwave transmission as well as allowing
for the detection of any short-lived polarisation via continuous optical pump-
ing. All the experiments presented here were performed using the multi-laser
benchtop optical setup of Section 3.3.3. with the 0.65NA objective.

In the simplest configuration, the continuous pump probe setup consists of
a fixed wavelength pump laser and a scanning probe laser. The sequence is
shown in diagram of Figure 6.4. A pump laser is on continuously at a relatively
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Figure 6.4: Continuous pump and pulsed probe dual laser pulse sequence.
(a)The pump wavelength is fixed on a resonance while the probe is swept
across the spectrum, (b) The pumps is left on continuously, while the probe
is pulsed, at a lower power, so that the probe signal can be differentiated
through amplitude demodulation. The above bandgap laser or lED is left
on continuously.

high power, usually in the range of 100 µW, and is tuned to a fixed wavelength
which is either off-resonance for reference, or on one of the resonance peaks
of interest. The probe laser is set to a lower power of ∼5 µW, and pulsed
with an acousto-optic modulator (AOM). The pulsing is not strictly necessary,
but helps significantly in isolating any noise due to external factors, as well
as drifts or fluctuations in the pump power. This is effectively a form of
amplitude modulation detection. The probe laser wavelength is also swept,
thus yielding the D0X spectrum under the specific pumping conditions. This
experiment is then repeated for multiple pumping wavelength, nominally on
each resonance peaks in addition to one off-resonance wavelength for reference.
The idea here is that any polarisation will be detected, however short, as the
pumping is continuous. There is a catch here, in that pumping may also lead
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to the simple depopulation of the D0 state, regardless of strain and either via
resonant D0X excitation or direct donor ionisation. This can be distinguished
from donor spin polarisation as it would lead to an equal suppression of the
amplitude of all the peaks, while donor spin polarisation would suppress the
pumped peak and bolster the peak corresponding with the opposite donor spin
state.

A small degree of polarisation is indeed observed under a perpendicular
magnetic field configuration, and Figure 6.5 shows a D0X spectrum under
multiple pumping wavelengths at an estimated magnetic field of 140 mT, cor-
responding to a donor Zeeman electron spin splitting of ∼3.9 GHz. Most im-
portantly, the proof that this is donor spin polarisation is that pumping a
specific peak not only suppresses the probe amplitude of the pumped peak,
but it bolsters the amplitude of another peak, which cannot be explained by
simple D0 state depopulation. Pumping on all three peaks lead to a degree of
donor spin polarisation. The two leftmost are expected, and indeed yield the
strongest polarisation, as each corresponds to a matching pair of transitions
from the |+ 1

2⟩ and |− 1
2⟩ transition respectively. The zero-field light hole peak

however should not lead to polarisation, as it includes overlapping transitions
from both the electron |+ 1

2⟩ and |− 1
2⟩ donor spin states. The observed degree

of polarisation can most likely be explained by the dominance of one of these
two transitions over the other. This is confirmed by the observation that when
the |− 1

2⟩ peak at ∼0.5 µeV is pumped, the rightmost peak is slightly skewed to
the right, compatible with the inverted overlapping peak composition shown
in Figure 6.2.

Some degree of spectral hole burning is also observed at the pump wave-
length, with a hole linewidth of ∼0.5 µeV. For comparison, Yang observed a
spectral hole of ∼70 nm in natural silicon [15] and a homogeneous linewidth of
20 neV in 28Si [19]. The broadening may be due to the higher temperature of
3 K against Yang’s 1.2 K, or power broadening, as Yang’s pump power density
is much lower, electric field broadening as discussed in section 4.1.4, or the
high strain. Nonetheless, most of the pumped amplitude appears to be on the
entire inhomogeneously broadened peak. It also cannot be excluded that the
spectral hole burning is simple D0 state depopulation, which is faster and does
not require the slower electron capture process, while the slower donor spin
polarisation encompasses the whole inhomogeneous peak.

Having established that some donor spin polarisation, however short, exists,
the next step is to investigate any dependence to experimental parameters
to understand what may possibly be limiting its lifetime. The next sections
systematically explores the effect that major experimental parameters have on
donor spin polarisation.
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Figure 6.5: Two laser, direct current D0X photoconductive measurement
under continuous pump and pulsed probe, pumped fixed wavelengths •
1078.150nm, • 1078.127nm, • 1078.170nm, •1078.185nm, indicated by the
matching color arrow and swept probe wavelength. A small amplitude
pumping from one peak to the other is observed. A fit of the off-resonance
pump spectrum ( ) is plotted under every curve for reference.

6.2.1. Temperature Dependence of Donor Spin
Polarisation

The first experimental parameter to consider is the sample temperature. Al-
though the S100 cryostat is capable of platform temperatures as low as 2.8 K,
the sample temperature may be significantly higher due to imperfect heat con-
duction and the large mass and surface area of the dual PCB stack setup, and
despite the great care that was placed in crafting robust oxygen-free copper
thermal joints: the ribbons that can be observed at the bottom of Figure 6.1.
In principle, temperature is unlikely to be an issue here, as the T1 relaxation
time of the Si : P donor electron spin was observed to be as high as 1 ms even
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at 10 K, rising to over a second at 3 K [111]. Nevertheless, this is an important
sanity check of the donor spin polarisation.
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Figure 6.6: Temperature dependence of CW D0X induced donor electron
spin polarisation. (a) Off-resonance pump (b) Left peak pump (c) Right
peak pump (d) Temperature dependence of the D0X induced donor spin
polarisation, calculated from Equation 6.1.

The experiment is performed by repeating the CW pump-probe sequence
of Figures 6.4 and 6.5 at multiple platform temperatures, between the base 3 K
and 10 K, where a significant decrease in SNR prevented the recording of higher
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temperature setpoints. The experiment is started at base, as thermalisation is
faster than cooling, and the temperature is set manually on the S100 cryostat’s
PC. A settling time of ∼5 min is then allowed for full thermalisation, and the
CCD image is verified to make sure no significant sample shift has occurred.
Only the split zero-field light hole peaks are pumped and recorded, as the
zero-field light hole peak is of little interest due to its mixed donor electron
mS composition. As the D0X peak energies shift with temperature due to the
bandgap temperature dependence, at each temperature step the off-resonance
pumped sweep is first performed. The resulting spectrum is then used to
determine the peak energies, and the sweep is repeated with pumps on the
measured | + 1

2⟩ and | − 1
2⟩ peaks centres.

The polarisation generated by each pump is calculated from Equation 6.1
as the difference between the relative changes in population of the two peaks.

∆P = 1
2

(
Ap1, pump − Ap1, no-pump

Ap1, no-pump
− Ap2, pump − Ap2, no-pump

Ap1, no-pump

)
(6.1)

This results in a polarisation change only where the peak amplitudes move in
opposite direction, thus eliminating any non-spin related spectrum saturation
effect.

Figure 6.6 shows pumped D0X spectra at increasing temperatures. A de-
pendence of the donor spin polarisation is indeed observed, with an inverse
relation between temperature and polarisation. It also appears that the po-
larisation has fully saturated below 5 K, suggesting that although a factor,
the sample temperature is not the cause of short T1 times. Figure 6.6(c)
further shows an apparent increase in the spectral hole linewidth with increas-
ing temperature, suggesting that the homogeneous line may still be thermally
broadening even at base temperature.

The energy shift of the transition energy can also yield important infor-
mation about the system. Here, only a portion of the spectrum is recorded,
which is still useful as the energy shift is expected to be spin independent.
The D0X transition energy shift is entirely due to the bandgap temperature
dependence. Cardona observes a quartic relationship Eg = Eg0 − AT 4 [167]
in the limiting range T → 0 below ∼5 K, which does not much well with the
examined range 3–10 K. Other work finds a quadratic relation at higher tem-
peratures [41, 168]. Mansir [28] finds a quadratic D0X energy-temperature in
the range 5–17 K dependence with a more reliable temperature sensing setup
than the one employed in this work, with a sample thermometer and most im-
portantly a helium filled sample space, which generally leads to more reliable
thermalisation.

Figure 6.7 shows the temperature dependence fit to a quadratic equation
and one with a free power parameter. The quadratic field is quite reason-
able and giving a quadratic factor of 0.160(4) µeV2 K−1, comparable to the
0.215(6) µeV2 K−1 by Mansir. A fit with a free exponent yields a dependence
ED0X ∝ ATm with m = 2.45 and A = 0.0592(4), which is not particularly far
away from Mansir’s model, especially given the reduced range, and is rather
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Figure 6.7: Temperature shift of the D0X light hole transition energy.
•Experimental data fitted to a E = E0 − AT 2 quadratic, and
E = E0 − ATm function.

in between the higher temperature quadratic model and the low temperature
quartic relation by Cardona [167]. Overall, there are some small divergences
suggesting that some thermalisation occurs, however they are small enough to
conclude that this effect is small, and the temperature of the sample does not
significantly differ from the platform temperature.

6.2.2. Electric Field and Donor Spin Polari-
sation

The presence of an electric field is intrinsic to all hybrid optical-electrical D0X
measurement techniques. Long lasting donor spin polarisation has been shown
in low field photoconductive setups [23–25], but electric field has also been
suggested as potentially source for donor spin relaxation [169]. The discussions
from Chapter 4 on donor impact ionisation further suggest the a potential
competing, spin-independent source of donor ionisation [170].

The issue of electric fields is particularly relevant in microscale devices as
the comparatively high voltages and low contact separations can easily lead
to moderate electric field strengths upwards of 103 V m−1. Electric fields were
also observed in Chapter 4 to cause shifts in the D0X transition energies as
well as broadening of the transition lines.

Similarly to the temperature sweep, the effect of AC electric fields is inves-
tigated by repeating a continuous wave pump-probe polarisation experiment
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AC measurement voltage. (a) resonant peaks under off-resonance pump,
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larisation dependence on voltage amplitude. The polarisation is calculated
from Equation 6.1.

under multiple voltage amplitudes for the AC current measurement, with VRMS
in the range 4–500 mV. Lower voltages were not explored due to the extreme
drop in SNR, leading to prohibitively long experimental times.

Figure 6.8 shows a strong dependence of donor spin polarisation on voltage
amplitude, reinforcing the suspicion that the electrical setup may affect donor
spin polarisation. The highest amplitude of 300mV displays almost one third of
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the spin polarisation observed under a 5mV voltage amplitude, which is quite
concerning. Furthermore, it is not clear whether the effect has saturated even
at the lowest voltage amplitude, and it is certainly not realistic to work with
lower voltages due to the SNR limitations: the lowest measurement is already
visibly noisy. Regarding the source of the electric field induced relaxation,
it was discussed extensively in Chapter 4 how the presence of shallow donor
impact ionisation may generate a competing ionisation mechanism. The long-
time constants observed, however, would suggest that the ionisation rate itself
would be quite slow, in the range of milliseconds and certainly not fast enough
to compete with the continuous optical pump. It may however be possible that
a similar mechanism also causes faster relaxation without donor ionisation, via
a non-ionising collision with a donor. The main evidence excluding it comes
from the lack of a dependence on carrier density observed in Section 6.2.2.

Overall, it is unclear if this is a fundamental issue, although it certainly
seems so from the available evidence. One potential solution could be to pulse
the detection source voltage itself. This adds significant complexity as the
lock-in amplifier in use requires a continuous source for phase lock-in and adds
complications with the continuous low-pass filtering, however with the right
hardware this is certainly achievable. Furthermore, due to the long transients
observed in Chapter 4 it is not even necessary to collect the electrical signal
during probe laser illumination, as the generated photoconductive response
would last for a few milliseconds depending on the level of above bandgap
illumination.

6.2.3. Power Density and Donor Spin Polari-
sation

The next key parameter which is a main theme throughout this work is the
power density of the resonant laser. Previous D0X work employed laser beam
areas orders of magnitude larger than those achieved in this work. Specifically,
of the works that achieved D0X induced donor spin polarisation, Lo et al [23]
employed a power density of 3 × 103 W2 m−1, and Yang [19] used power den-
sities up to 2.8 × 104 W m−1. With an illumination diameter of only ∼1.5 µm,
the power densities used throughout most of this work are in the much higher
range of 104–107 W m−2. Specifically, the pump power of 100 µW used through-
out this chapter corresponds to a power density of 1 × 107 W m−2. In part this
is offset by the larger linewidths of the natSi samples, however it still presents
potential pitfalls such as power broadening, which is observed by Yang [15] at
much lower power densities, albeit relative to the very narrow 28Si homoge-
neous linewidth. Ross [26, p. 204] also suggests that high power densities in
the coherent regime may lead to higher error rates due to the non-resonant
direct ionisation. Contrary to expectations, however, the laser power electrical
response does show signs of saturation even at high power, as shown in Section
4.1.3.
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Figure 6.9: Pump laser power density dependence of donor electron spin po-
larisation under continuous D0X resonant pump illumination. (a) resonant
peaks under off-resonance pump, (b) peaks under left peak pump (c) peaks
under right peak pump (d) polarisation dependence on pump laser power
density, calculated from Equation 6.1.

The most important consequence which must be considered is the possi-
bility that illumination is strong enough to quickly eliminate any donor spin
polarisation before any transient may be measured. Another one is saturation
of the D0X transition, however the power dependence observed in Chapter 4.1.3
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suggests that is not the case. Overall, it is important to determine how this
new high-power regime affects the donor spin polarisation. Mostly, however,
this section serves to settle the question of whether the limited polarisation
observed is due to short T1 times or fast optical population inversion.

To establish the effect of power density on donor spin polarisation, the
three-wavelength-pump polarisation experiment described in Section 6.2 is re-
peated under fixed pump and probe power but varying the laser spot size. This
is achieved by backing up a lens in the lasers’ common optical path and mov-
ing it backward to slightly modify the optical path. The technique is indeed
not perfect, but it showed a less pronounced airy disk than simply backing up
the objective off the focus. Power density could also be varied with a fixed
laser beam diameter and a varying the power of both lasers, while maintaining
the power ratio, for example placing a neutral density filter in the common
optical path. However, this is technically more difficult, as the signal strength
drops significantly with falling power. Varying the beam diameter instead
ensures that a lower power density is compensated by a larger number of il-
luminated donors, at least until the laser spot covers the whole implantation
area. Of course, this introduces the complication that the donor population
changes within the experiment, but Figure 5.13 shows that in a 20 × 50 µm
device there is large area of donors under near identical strain conditions at
the centre, so the population is mostly similar. This is confirmed by Figure 6.9,
displaying a mostly identical lineshape under varying beam diameters. This
was performed at diameters from the minimum of 1.5 µm to a maximum of
20 µm.

Contrary to expectations, Figure 6.9 shows that the degree of donor spin
polarisation increases with power density. This settles that the issue is short T1
relaxation, and not fast optical population inversion, as the latter would have
resulted in a flat or inverse relationship. Still, it may be possible that the issue
of power density becomes relevant again under longer T1 relaxation times, so
the issue of power density must be considered a sensitive topic until lasting
donor spin polarisation under high power D0X excitation is demonstrated.

Previous D0X research has employed collimated laser beams and laser
power densities in the low range of 101–105 W m−2. Specifically, Lo [23] and
Franke [24] worked at power densities of 3 × 103 W m−2 in 28Si, while Yang et
al. used 2.8 × 104 W m−2 [15], and specifically comment that 100-fold reduc-
tion in power does not affect the polarisation obtained, which is in the range
of 60–90 %. Here, it is observed that below the polarisation falls steeply under
power densities of 5 × 106 W m−2. It should be noted that most previous D0X
magnetisation experiments focused on isotopically enriched 28Si, which has a
far smaller homogeneous linewidth of 20 neV against the 70 neV of 70 neV, thus
requiring lower driving powers. However, this does not justify the magnitude
of the difference in the range of power densities for spin magnetisation. Fur-
thermore, Yang et al [19] have also demonstrated donor spin polarisation in
natSi, albeit with photoluminescence detection.
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6.2.4. Above Bandgap illumination and Donor
Spin Polarisation
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Figure 6.10: Continuous D0X pump donor electron spin polarisation de-
pendence on above bandgap illumination. (a) resonant peaks under off-
resonance pump, (b) peaks under left peak pump (c) peaks under right
peak pump (d) polarisation dependence on above bandgap illumination
power, calculated from Equation 6.1.

Finally, the effect of above bandgap illumination on donor spin polarisa-
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tion is explored. The carrier generation of above bandgap light has generally
been regarded as an important component of D0X detection by the existing
literature. Mostly, above-bandgap illumination is used to increase the carrier
density, to increase the rate recombination and the electrical response time, as
shown in Chapter 4. A side effect here is that the free carriers may interact
with the frozen electrons, causing decoherence. However, the complete lack of
carrier and their electrical shielding and balancing may also lead to an increase
in charge noise. The issue is verified by repeating the continuous pump-probe
experiment described in Section 6.2 under variable levels of above bandgap
illumination.

Figure 6.10 shows a completely flat degree of polarisation over a large range
of above bandgap illumination, thus suggesting that it does not appear to affect
donor spin polarisation in any way, with a fixed donor spin polarisation under
above-bandgap powers in the picoWatt region.

There is also an important secondary conclusion to this result, as the in-
dependence of polarisation on carrier density would suggest that the electric
field induced relaxation observed in Section 6.2.2 is not a carrier effect, similar
to donor impact ionisation. If it were so, an increase in the carrier density
would have certainly reduced the level of donor spin polarisation, yet this is
not observed.

6.2.5. Transient Pump-probe Donor spin polar-
isation

The previous sections have established the ability of a D0X resonant contin-
uous optical pump to polarise the phosphorus donor electron spin to up to
almost 30 %. The donor electron spin shows T1 relaxation lifetimes as long as
seconds3 K [111], so the expectation is that the spin population would persist
once polarised. As suggested by the dependence on electric field, however, the
measurement setup may be reducing this relaxation lifetime significantly, ei-
ther directly or indirectly by quickly ionising donors irrespective of spin state.
This section discusses unsuccessful attempts at exploring the transient proper-
ties of such polarisation by separating the pump and probe pulses. Figure 6.11
shows the simple pulse sequence used: The pump laser is a long, high-power
pulse designed to ionise the population of the excited donor spin, thus polar-
ising the spin population to the opposite state. The probe pulse is designed to
measure the spin population. This still requires donor ionisation, which is nec-
essary for photoconductive detection; however, the aim is to make ionisation
slow enough that a transient is detected. A major concern is that the high il-
lumination power density may invert any transient polarisation too quickly for
detection, although Section 6.2.3 does not reinforce saturation concern, with
polarisation decreasing with increasing laser power density.

The experiment is limited in timings by the pump laser shutter with a rise-
time of ∼4 ms. A faster experiment would be possible with a single laser using
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Figure 6.11: Pulsed pump-probe sequence for dual laser transient polarisa-
tion experiments. The two lasers are independent, and pulsed separately
with a mechanical shutter and acousto-optic modulator (AOM) for the
pump and probe respectively. The pump wavelength is fixed, and the
probe is swept as shown in Figure 6.4.

the AOM as a shutter, however without different pump-probe wavelengths any
polarisation would be drowned in secondary electrical effects.

Overall, this experiment failed to show any degree of donor spin polari-
sation, certainly reinforcing the conclusions of the previous sections that the
donor spin is not long lived. Concerning future work, a dual AOM setup would
allow the probing of much shorter pump-probe sequence down to the microsec-
ond, although it would certainly be simpler to resolve the source of donor spin
relaxation instead.

6.3. Magnetic Resonance

6.3.1. Microwave Antennas
The long-term goal of D0X devices is the initialisation, coherent manipulation
and readout of the donor spin. The D0X optical transition addresses the
initialisation and readout steps, coherent spin driving of the donor spin system
is still best achieved by resonant microwave driving. Alternative schemes have
been explored, such as dual optical driving [166] but the resonant microwave
driving remains the leading technique of donor spin manipulation.

Two types of antennas are considered: a simple wire laid above the device
and a PCB trace resonant antenna. They both have their advantages and
disadvantages. The wire antenna can be placed much closer to the device, ap-
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Figure 6.12: Planar broadband microwave antennna, proposed by Sasaki
[171]. (a) Antenna design for f0 ∼ 4.5 GHz, (b),(c) Live microscopy images
of the accurate placement of a D0X device at the centre of a microwave
using a microscope crosshair.

proximately 50–100 µm, but suffers from high impedance mismatch reflections
at high frequency. On the other hand, the PCB planar antenna employed is a
broadband wide area design aimed at homogeneous magnetic fields proposed
by Sasaki [171]. The line tapering ensures impedance matching to the line
impedance, thus reducing reflection losses. The resonance also yields roughly
an order of magnitude amplification and a uniform, spatially focused B1 field
across the device space. The PCB antenna’s distance to the device is also not
particularly worse than the wire’s, as the silicon’s thickness is only 250 µm.



156 6.3. Magnetic Resonance

(a) (b)

Figure 6.13: Microwave transmission experimental setup. (a) Near field
transmission wire, (b) Broadband microwave antenna, original design by
Sasaki [171].

The Sasaki antenna is modelled and simulated using the EM analysis soft-
ware package CST Studio Suite, with the use of parametric sweeps of physical
parameters to obtain the desired frequency range and impedance matching.

6.3.2. PEDMR
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Figure 6.14: Laser-microwave pulse sequence for hybrid optical-microwave-
electrical transient polarisation experiments. (a) Basic pulse sequence. (b)
Split pulse sequence for the cancellation of the MW induced current offset:
the sequence is repeated with and without lasers activated.
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The hybrid optical-microwave scheme, shown in figure 6.14, consists of a
three pulse sequence: initialisation, inversion and readout. As an example, if
the D0X resonant pump pulse ionises the |+ 1

2⟩ population, the spin population
is polarised into the |− 1

2⟩ state. A probe pulse on the pump wavelength, again
on the |+ 1

2⟩ would thus naturally present a reduced amplitude due to the spin
polarisation. The microwave pulse aims to invert the population back to the
| + 1

2⟩ state, with the probe pulse detecting any photoconductivity increase
from the polarisation inversion.
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Figure 6.15: 10 µs, 10 MHz, WURST − 20 pulse. real and imaginary
components.

Regarding the microwave pulse, an adiabatic WURST pulse is employed
[172]. This is in part used to solve the issue of the unknown π inversion
time constant, where an adiabatic pulse is more forgiving achieving popula-
tion inversion over a wide range of amplitudes. Secondly, the WURST pulse
allows for the broadening of the pulse bandwidth, which is necessary under
longer pulses making the bandwidth smaller than the natural silicon phospho-
rus donor linewidth is 10 MHz [173].

ϕ(t) =ϕ0 + kt2

2
A(t) =A0

(
1 −

∣∣∣∣sin(π tτ
)∣∣∣∣n) (6.2)
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Figure 6.16: Microwave frequency PEDMR scan with dual period correction.
(a) raw and corrected photocurrent transients; laser and
microwave pulse sequence (b) Frequency dependent corrected photocurrent
probe amplitude, off-resonance and on-resonance.

A single laser is employed, with its amplitude modulated with the fast
AOM, thus allowing faster sequences than the dual laser setup which is lim-
ited by the slow mechanical shutter. Many attempts were made in multiple
configurations, with both wire and planar antennas, low frequency and reflec-
tometry detection, and they all ultimately failed to show a discernible degree
of spin population inversion. Figure 6.16 an example scan: a low frequency,
perpendicular magnetic field setup with an estimated magnetic field of approx-
imately 150 mT, with a wire microwave antenna. The raw photocurrent curve
of Figure 6.16a shows the microwave pulse leakage in the photocurrent chan-
nel. To minimise its effect, the pulse sequence includes a second correction
sequence without a probe laser pulse. This is subtracted from the first half
of the pulse sequence to cancel out the microwave as well as the pump signal.
The resulting corrected trace shows no visible transients from the microwave
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and pump pulses, thus mostly eliminating any microwave frequency depen-
dent in the frequency spectrum. It does not entirely eliminate the issue, as
the microwave leakage still results in a significant increase in the noise floor.
The experiment is repeated over a wide microwave range due to uncertainties
on the exact magnetic field, and it is repeated with the laser both on and off
a D0X resonance. The smoking gun of spin driving and successful PEDMR
would be the presence of a pair of peaks, separated by the phosphorus hyperfine
117.53 MHz [21], but exclusively in the on-resonance scan.

6.4. Conclusions
This chapter explored the topic of strained donor bound excitons in a magnetic
field and the donor spin polarisation induced by the selective D0X ionisation.
This is a key aspect of the D0X photoconductive technique, allowing for sen-
sitive spin-to-charge conversion of only a few thousand donors, far beyond the
sensitivity of traditional magnetic spin detection techniques. Significant spin
relaxation is however encountered, preventing lasting spin polarisation and
thus for the first time highlighting a potential complication that should be
addressed for the photoconductive D0X detection.

First, microscale photoconductive detection is demonstrated under mod-
erate 100–200 mT magnetic fields both perpendicular to and in the plane of
the substrate, with the signal significantly weakened by the Zeeman splitting
of the peaks. Notably, this work successfully employs low-cost permanent
neodymium magnets for B0 field generation, as opposed to the usually em-
ployed electromagnet coil setup.

Moderate Auger induced donor spin polarisation is demonstrated under a
continuous resonant laser pump, but fails to survive the timescales of pulsed
laser and microwave sequences. The issue persists down to near microsecond
sequences, suggesting a fast, sub-microsecond relaxation dynamic. This is a
crucial issue that has not previously reported, suggesting its origin lies in the
downscaling. An in-depth analysis of the experimental parameters affecting
spin polarisation suggests that the electric fields may be causing fast donor
spin relaxation, a topic that should be carefully considered and explored in
future donor bound exciton research. Finally, an experimental procedure for
a hybrid optical-electrical-microwave pEDMR is explored, but fails to show
the expected spin driving resonances, most likely due to the same donor spin
relaxation issues highlighted by the dual-laser pump-probe experiments.

Overall, this section successfully demonstrates a spin-polarisation, mag-
netic field setup for microscale D0X devices and highlights a novel relaxation
dynamic hampering the persistence of donor spin polarisation. By also sug-
gesting potential mitigating tactics such as gated voltage sources, this chap-
ter hopes to be a first step in the successful development of microscale D0X
pEDMR devices.
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7. Conclusions

This thesis explored the novel miniaturisation of photoconductive donor bound
exciton readout to the microscale and the few-donor limit employing focused
laser scanning microscopy and micro-fabricated devices. The subject is ex-
plored in all its key factors, namely the electrical readout, the strained spectral
lineshapes resulting from interface strain and finally the implications on the
induced polarisation and relaxation of the donor electron spin. Many of the
experimental conditions encountered are novel, having the subject previously
been limited mostly to large scale, bulk doped detection.

A custom optical setup is developed around a near working distance op-
tical cryostat, with numerical apertures of 0.35 and 0.65 yielding laser spot
diameters down to only 2 µm (Airy disk diameter), approaching the diffraction
limit. In combination with microfabricated devices and a shallow implanted
donor layer, as few as 2000 donors are electrically detected.

Scanning microscopy of near surface donors is further demonstrated with
two different techniques: a traditional galvo-scanning setup and a more rudi-
mentary, yet simple and powerful technique combining the motion of a slipstick
piezo-actuator and image recognition with a CMOS camera: a widely applica-
ble software positioning technique that should be considered for experimental
setups without position feedback hardware.

7.1. Electrical Readout at the Mi-
croscale

Electrical D0X readout has previously been demonstrated using large device
configurations and illuminations areas, with ionised donors in the orders of bil-
lions from bulk doped samples [23, 24, 27]. This work demonstrates electrical
techniques pertaining to a novel detection regime, with micron-sized illumina-
tion areas and donor numbers as low as 2000.

The first important result pertains the choice of contact chemistry. It is
found that metal-oxide-silicon (MOS) contacts lead to photocurrents highly
sensitive to the Auger ionisation of locally implanted donors, with limited
background signal from the bulk residual donors. Contrarily, Schottky metal
and pseudo-Ohmic contacts did not display any photocurrent from the local
donors, but a defined central, unstrained peak from the residual substrate bulk
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donors. This is a surprising result as virtually all previous work on electrical
D0X detection successfully employed Schottky metal contacts. The important
distinction is that these works all analysed bulk doped, ND ≥ 1015cm−3 sub-
strates, devices with far larger, ≳ 100 µm contact separations and much larger,
30–2000 µm beam diameters. Peach’s work on the D0X detection of bismuth
donors [125, 146] may be an important comparison here, as the only work
showing electrical D0X detection of implanted donors in an intrinsic substrate,
employing a probe capacitor setup overall not dissimilar from an MOS contact.

A capacitive, low frequency photocurrent detection technique is developed,
with ideal working ranges in the 10–100 kHz range. At low levels of back-
ground illumination, the photocurrent is shown to be well modelled with a
simple photoresistor-capacitor resonant circuit as proposed by Ross [25]. The
simple model breaks down at higher carrier densities, suggesting the need for
more complex device modelling, a notoriously difficult task at low freeze-out
temperatures. A maximum signal to noise ratio of 25 is achieved over a single-
shot 20 ms integration window.

Slow symmetrical rise and fall transients are observed in the photocur-
rent response, dependent on the carrier density through non-resonant, above-
bandgap illumination, suggesting a slow electrical time limiting process. Shal-
low level impact ionisation is proposed as a potential explanation for the ob-
servations, and a possible source of carrier amplification, but further research
is necessary on the subject.

Finally, in a bid to explore the bandwidth limits of electrical D0X detec-
tion, detection by radiofrequency LC-resonant reflectometry is explored and
successfully demonstrated. A parallel LC resonant matching circuit is assem-
bled following the parallel inductor technique by Ahmed [144] and Schaal [174],
showing a resonant D0X reflectometry response. Reflectometry is employed to
demonstrate fast, microsecond D0X transient detection, albeit with a very
small signal. The bulk of the high frequency photo-response is also shown
to be dominated by the same slow, symmetrical transients characterising low
frequency detection.

The data presented in this chapter will be adapted into a scientific publi-
cation to soon be submitted for review.

7.2. D0X Strain Microscopy
The topic of strain is explored extensively in this work due its predominant role
in splitting, shifting and broadening the D0X spectral lines. Strain is especially
relevant to micro-fabricated devices due to the large interface strains from the
mismatch in the fabrication materials’ thermal expansion.

Firstly, the strain effect on the D0X transition energies is systematically
explored in a bulk 28Si : P sample, to confirm the validity of existing models
and experimental parameters in the ≲ 10−5 low strain regime. Employing a
previously established technique [115], the D0X spectrum is recorded by ESR
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Hahn echo detection from the optically induced donor spin polarisation under
controlled uniaxial strain and variable magnetic field angles. The D0X transi-
tion energies are extracted and fitted to the Pikus-Bir and Zeeman eigenvalues,
determining g-tensor and spin-strain parameters consistent with previous lit-
erature and theoretical predictions, thus confirming the validity of the existing
models in the low strain regime.

Finite element models are computed to analyse the sources and magni-
tudes of thermal strain in microfabricated devices at liquid helium tempera-
tures, using experimental thermal expansion coefficients derived from literature
sources, highlighting moderate tensile strains between device contacts, com-
pressive strain under the contacts and large, ≳ 10−4 strains at contact edges.
Experimental 2D scanning microscopy maps of the D0X spectrum are recorded
for a multitude of device geometries, extracting a map of light-heavy hole peak
splitting. Comparison to theoretical maps from FEM solid mechanics simula-
tions yields a remarkable agreement in magnitude and shape near the device
centre, with discrepancies in the order of 20 %. The experimental splittings
do not match the high FEM peak splittings observed near the contact edges,
although this can likely be attributed to the high strain gradients in these
regions broadening the peaks below the background floor. A high strain and
∼0.5 meV split D0X spectrum is observed directly underneath a thin thermal
oxide and ∼2 µm off a metal contact, pushing the limit of near interface D0X
detection.

The microdevice D0X spectrum is also analysed under linear optical polar-
isation, displaying a sinusoidal dependence of both light and heavy hole peaks,
albeit with amplitudes not matching theoretical predictions, which may sug-
gest the presence of unaccounted shear strain in the devices.

Finally, the development of D0X detection into a sensitive micro-strain
sensing technique is of particular note. This is currently being adapted into a
scientific publication which will be submitted for review shortly.

7.3. Spin Polarisation in a Magnetic
Field

A permanent magnet setup is developed to apply magnetic fields to the D0X
devices under the close optical access configuration, both perpendicular and
parallel to the device surface and without any resulting peak broadening. Fit-
ting to theory suggests the achievement of magnetic fields up to 200 mT. This
demonstrates a valid, low-cost alternative to the popular electromagnet setup,
in particular where the latter may not be feasible due to the constraints often
imposed by close-access optical cryostats.

A two-laser setup is designed to explore the polarisation of the donor spin
population, achieving mild polarisations up to 30 % under continuous resonant
pump illumination, recorded by probe amplitude modulation. No lasting spin
polarisation is observed in transient pump-probe experiments, suggesting the
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presence of a source of fast donor spin relaxation. This is investigated un-
der continuous pump-probe conditions, highlighting that higher measurement
voltage amplitudes lead to a decrease in the degree of donor spin polarisation.
This is problematic as an electric field is necessary for photocurrent measure-
ments. A potential solution may be a gated voltage source generating transient
electric detection pulses. Similar investigations highlighted an apparent satu-
ration of the temperature dependent polarisation below ∼6 K, no dependence
on above bandgap illumination and a positive relationship with resonant laser
power density. The latter is key as it establishes that the issue is not power
saturation but indeed some competitive relaxation phenomenon.

Finally, microwave spin driving is explored with both a transmission wire
and a broadband, resonant PCB lithographic antenna. Moderate-power mi-
crowaves are observed to strongly affect the electrical setup, and no microwave
spin polarisation inversion is observed. This suggests the need for a careful
redesign and investigation of the electromagnetic interaction between the elec-
trical detection and microwave lines.

7.4. Outlook
This work hopes to prompt further study of silicon donor bound excitons in
microscale electrical devices, by introducing sensitive detection techniques and
analysing some of the difficulties involved. While several successful techniques
are demonstrated that should be a starting point for any future work, some key
questions are raised that should be explored before optimisations and practical
applications can be considered.

First, the issue of ephemeral donor spin polarisation must be addressed.
The primary suspect, electric-field induced relaxation could be addressed by
setting up the electrical detection with a voltage acquisition window to be
activated during or right after the laser probe. There are indeed complications
to do with timings and rise-times, particularly at low frequencies, but they
should not be insurmountable.

Regarding the electrical detection itself, the main open question concerns
the slow response time of the photocurrent, which can be as low as 20 ms and
decreases with carrier density. This also raises questions on the true nature of
the photocurrent signal, and whether some level of secondary carrier generation
may be occurring.

The topic of high frequency reflectometry was introduced and demonstrated
briefly, with a not-perfectly matched resonator. The topic should certainly be
explored further, as there is significant margin for improvement. This promis-
ing, fast detection technique could unlock crucial experiments such resolving
the Auger decay transients and the coherent D0X driving regime.

The use of donor bound exciton detection for microscopy strain sensing
was discussed extensively in Chapter 5, which has been drafted into a scien-
tific article to soon be submitted for review. The subject should certainly be
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explored further and fully developed into a reliable strain sensing technique
for cryogenic semiconductor technologies.

Finally, there is plenty of room to push the process of miniaturisation to
smaller devices and the detection sensitivity to fewer donors, with this work
having emphasised the importance of donor implantation and MOS contacts.
It would certainly be difficult to scale more than an order of magnitude in a
thick wafer sample, as the carrier density would begin to approach the residual
bulk donor density. Surface-wave interdigitated devices could certainly help in
the further localisation of the donor spin, as well as strain as a discriminant for
local donor selectivity. SOI wafers would further ease the background signal
problem, although they have proved difficult in the past due to the large strain
from the bonding process.
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A. Full Strained bulk 28Si D0X

This appendix section includes the full, angle dependent strained fitted spectra
from Section 5.1.
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Figure A.1: Strained D0X spectra with θB = 0◦, ie B ∥ [001]
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Figure A.2: Strained D0X spectra with θB = 30◦
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Figure A.3: Strained D0X spectra with θB = 45◦
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Figure A.4: Strained D0X spectra with θB = 60◦
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B. D0X Reflectometry on a Bulk
Doped Substrate

This thesis focused entirely on implanted donor devices, as the thin donor
layer allows for the accurate localisation of very few donors. However, ion
implantation is possibly the least accessible process of an otherwise standard
fabrication that could be replicated in most modern cleanrooms with a com-
mercial float-zone silicon wafer. It is therefore of great interest to understand
the behaviour of D0X readout in devices fabricated on a commercial doped
silicon substrate.

This appendix section briefly explores the subject of near-surface D0X de-
tection in a bulk doped substrate, employing a 20 × 100 µm MOS device fab-
ricated on a 1015 cm−3 Si : P float-zone silicon wafer and the reflectometry
detection techniques discussed in Section 4.3.
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Figure B.1: Reflectometry and fitting from a cold LC resonator connected
to a 20 × 100 µm device (a) amplitude |Γ| (b) phase Φ.
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Figure B.1 shows the cold resonance of the LC matching circuit connected
to the silicon device, with a good impedance, slightly under-coupled match and
a high Q-factor over 100. This shows that, despite the higher carrier density
arising from the bulk doping, the device resistance is still sufficiently high to
achieve high Q-factor LC resonators, which is not necessarily surprising as the
majority of donors are expected to be thermally frozen in the bound D0 state.

A zero-magnetic field laser wavelength scan shows a strong resonance re-
flectometry response, which can be observed in Figure B.2a. Notably, the
spectrum shows two pairs of peaks with a large ∼40 µeV splitting. This is
compatible with a large ∼10−5 strain comparable with that observed in the
ion implanted devices explored in the main body of this thesis, thus suggesting
that the D0X signal is originating from near-surface donors and not from the
bulk. Less strained bulk donors would yield a single central peak or a very
small ≤ 10µeV peak splitting as shown in Section 4.1.1.
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Figure B.2: D0X strained spectra of a 20 × 100 µm device on doped Si:P
substrate. (a) zero-field. (b) B ≈ 173mT magnetic field spectrum, with
B ∥ E configuration.

The two peaks further splitting in relatively narrow pairs of peaks is a
surprising result, as a gaussian peak broadening would naturally be expected,
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suggesting the presence of two depths with relatively low strain gradients form-
ing two distinct strained donor populations. Notably, the laser off the device
does not yield a single central bulk peak, but rather a much weaker spectrum
similar to the on-device one, suggesting that the signal is rather from laser
reflections on the device than from background donors.
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Figure B.3: Pulse length dependent D0X reflectometry scanning microscopy
map. (a) Scanning microscopy maps, reflectometry amplitude normalised
to the background average. (b) Plot of the device to background signal
ratio against laser pulse length.

Figure B.2b shows the same device, now with a magnetic field of along the
capacitor contacts. A theoretical fit with a free magnetic field parameter yields
an estimated ∼173 mT, although it naturally cannot account for the spatial
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peak splitting which is still visible, particularly in the two leftmost peaks.
The high bandwidth of reflectometry detection also allows for an interesting

analysis of the crucial local donor signal selectivity. The galvo scanning mirrors
are used to perform a 2-dimensional reflectometry map under a wide range or
resonant laser pulse lengths. The result is shown in Figure B.3, with a very
clear, strong central signal between the metal contacts. The ratio between on-
device and off-device photo reflectometry response for long, millisecond laser
pulse sequences is a low factor of 3, but increases significantly when short laser
pulses are employed, with a maximum of ∼25 for a laser pulse length of 4 µs.
The ratio decrease below this pulse length is most likely due to the actual
response speed limit of the local donors, which was observed to be ∼2 µs in
the ion implanted devices. Useful on-off ratios are still observed all the way
down to a 40 ns pulse length, approaching the AOM risetime and exceeding
the Auger decay rate.

Overall, Figure B.3 shows a strong local selectivity of the D0X reflectom-
etry signal, which can be further enhanced with fast, microsecond laser puls-
ing, taking advantage of the high reflectometry detection bandwidth. This is
hopefully a useful result for future D0X investigations, as it shows that lo-
cal, microscale D0X detection can also be achieved in commercial bulk doped
substrates. Without ion implantation, the fabrication can be performed in
most modern cleanrooms with regular procedures such as photolithography
and thin layer metal deposition. These devices’ oxide is a dry growth oxide,
however more commonly available processes such as atomic layer deposition
can potentially be employed instead.
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