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Abstract. This paper presents a systematic review of the scientific literature on 

trustworthy and ethical Artificial Intelligence (AI) and Education (AI&ED), 

including both AI applied in education to support teaching and learning (AIED), 

as well as education about AI (AI literacy). Key interest is the identification of 

global trends with a special focus on unbalanced disparities. Strictly following 

the standardised protocol and the underlying PRISMA approach, 324 records 

were identified and selected according to the pre-defined protocol for the 

systematic review. Finally, 62 articles were included in the quantitative and 

qualitative analysis in response to four research questions: Which (i) journals, (ii) 

disciplines, and (iii) regions are leading scientific debates and sustainable 

developments in education and trustworthy/ethical AI, and (iv) what are the past 

trends? The articles revealed an unbalanced distribution across the various 

dimensions, together with an exponential growth over recent years. Building 

upon our analysis, we argue for an increase in interdisciplinary research that 

shifts the focus from the currently dominant technological focus towards a more 

human-centered (educational and societal) focus. Only through such a 

development AI can contribute effectively to the UN Sustainable Development 

Goal no. 4 of a world with equitable and universal access to quality education. 

The results of our systematic review provide the basis to address and facilitate 

equality in the future AI&ED progress across regions worldwide. 

Keywords: Trustworthy and ethical AI, AI&ED, Web of Science articles, 
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1 Introduction 

The concept of Artificial Intelligence (AI) has been controversial since the term was 

first coined [4, 14, 18]. Nonetheless, AI has been introduced in many disciplines, 

including – for around fifty years – in education [2, 13, 15, 20, 23]. However, it remains 

the case that AI in education was mostly researched by computer scientists rather than 

educators in the beginning [33]. 
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2 Background 

Educational systems and societies worldwide are increasingly challenged by rapid 

changes facilitated and caused by globalization, connectivity and new (social) media. 

In response, Open Education and Open Educational Resources (OER) have been 

promoted by the United Nations Educational, Scientific and Cultural Organization [29] 

to help achieve the United Nations’ Sustainable Development Goal 4 (equitable and 

inclusive quality education for all) [25, 29]; and the value of OER was demonstrated 

during the COVID-19 lockdowns [26, 28, 30]. Meanwhile, it has also been suggested 

that recent technologies, such as AI, have potential for enhancing education, but they 

also bring various challenges [5, 6, 9, 13]. Several international agencies have discussed 

the potential of AI for future sustainable education [8, 19]. 

"AI in education for sustainable society" is the theme of the AIED 2023 Conference 

while the AIED 2024 Conference focuses "AI in education for a world in transition". 

Both themes call for societal considerations and objectives of future AI in education 

applications. However, to achieve a sustainable society, it is not only necessary to 

facilitate education through AI (the application of AI in education) but also to foster 

and improve education about AI (the teaching of AI in education) [10, 12, 13]. We need 

students and citizens who have digital competences, including what might be called ‘AI 

Literacy’, to understand, support and realize a sustainable society [11, 26, 28, 31]. Thus, 

we address both directions in our paper: AI applied in education (AIED) and AI taught 

in education (AI literacy) what we call "AI and Education (AI&ED)". We specifically 

focus on trustworthy and ethical AI&ED. 

Already more than forty years ago, the research on using AI in education (AIED) 

began mainly focusing school and higher education [3, 13, 16, 27]. There are some 

systematic literature reviews on the current AIED research providing a first overview 

[5, 7, 17, 24, 32]. 

In the global AI&ED research and development community, ethical discussions 

were launched early but they were not gaining attention and continuation [27]. The 

identification of the necessity of ethical AI&ED and the development of community-

driven proposals and frameworks for ethical AI&ED took twenty years [1, 2, 6, 11, 12]. 

To the best of our knowledge, the relation between trustworthy and ethical AI and 

education has not yet been systematically analyzed. This systematic literature review 

(SLR) aims to fill this gap for a topic that is likely to gain more importance in the near 

future. In addition, the results might inform future research and be used as a framework 

to differentiate and classify theoretical concepts and practical approaches. Accordingly, 

this work aims to explore the latest scientific literature trends concerning the 

relationship between trustworthy and ethical AI and education. To that end, we set out 

to answer the following four research questions:  

RQ1: Which journals are leading scientific debates and sustainable developments in 

education and trustworthy/ethical AI? 

RQ2: Which disciplines are leading scientific debates and ...? 

RQ3: Which geographical regions are leading scientific debates and ...? 

RQ4: Which trends are leading scientific debates and sustainable developments in 

education and trustworthy/ethical AI? 
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3 Methodology 

The systematic review strictly followed the standardized protocol for systematic 

literature reviews on AI&ED [27] and the underlying PRISMA statement and its 

procedures [21, 22], which involves four phases for the selection of articles:  

(i) Identification, (ii) Screening, (iii) Eligibility, and (iv) Included. To ensure reliability, 

the four phases of the PRISMA process were undertaken by two reviewers (first two 

co-authors of this paper), each of whom have research experience in AI&ED and 

educational technology.  

For the Identification phase, the reviewers reviewed in parallel the titles and abstracts 

of the records collected from the database Web of Science (Clarivate Analytics) using 

the search term: "TS = (("artificial intelligence") AND ((trust*) OR (ethic*)) AND 

(education))". The reviewers agreed on all records but one, and reached consensus on 

this final record after a discussion.  

For the full Screening phase, all the titles and abstracts of the records generated by the 

first phase were reviewed, using the exclusion and inclusion criteria from [27]. 

For the Eligibility phase, the reviewers then reviewed in parallel the full text of the 

records remaining after the Screening phase, following the criteria defined by [27]. 

In the Included phase, all selected records were analysed related to the research 

questions.  

4 Analysis and discussion 

In this section, we present the results of the systematic review and their analysis in 

terms of the four research questions (RQs). 

The Identification phase generated a list of 324 records (Table 1). In the Screening 

phase, 43 records were removed based on the analysis of their titles and abstracts and 

the criteria. In the Eligibility phase, 219 records were removed based on an analysis of 

the full texts and the criteria. This left a total of 62 scientific journal articles all of which 

were subject to quantitative and qualitative analyses.1 

Table 1. Summary, with numerical results, of the four phases of the systematic review. 

Phase Screened records Removed records 

Identification Records identified (n=324) Duplicates removed (n=0) 

Screening 
Records for formal screening (title 

& abstract) (n=324) 

Records removed by formal 

reasons (n=43) 

Eligibility 
Records for content-related 

screening (full text) (n=281) 

Records removed by content-

related reasons (n=219) 

Included 
Papers included for review 

analysis (n=62) 
 

 
1 The selected 62 articles will be published with a DOI under an open and free license. 
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RQ1: Which journals are leading scientific debates and sustainable developments 

in education and trustworthy/ethical AI? 

The 62 articles selected and reviewed for this SLR were published in 46 different 

journals, published by 23 publishing houses. The ‘International Journal of the Artificial 

Intelligence in Education’ (IJAIED) published most of the articles (8 in total), followed 

by ‘Education and Information Technologies’ (EIT) (4 publications) and the ‘Journal 

of Research on Technology in Education’ (JRTE) (3 publications). 39 out of the 46 

journals published only one article. Based on the Web of Science statistics, the articles 

published in IJAIED have been cited on average 5 times (SD = 7.5), with 180 days 

usage count average of 11 (SD = 8). For the articles published in EIT the average 180 

days usage count was 14 (SD = 8) but they were cited less (2 citations in total). For the 

articles published in JRTE the average 180 days usage count was 9 (SD = 10) while no 

citations were recorded. In terms of citations, the most cited article [32] was published 

in the ‘International Journal of Educational Technology in Higher Education’ (197 

citations) followed by the article by [12] in the ‘International Journal of the Artificial 

Intelligence in Education’ with 23 citations. 

RQ2: Which disciplines are leading scientific debates and ...? 

To answer RQ2, we analyzed the articles included in this SLR in terms of the discipline 

of the publishing journal. Mainly, the articles were published in journals focusing on 

education, medicine and health care, technology and information systems, and business 

and social sciences. Some journals also had an interdisciplinary focus, such as 

‘Artificial Intelligence and Society’ or ‘Technology and Education’. Most articles were 

published in interdisciplinary journals with an education and technology focus (17 

articles), followed by those with a technological focus (15 articles), an education focus 

(9 articles) and journals with strong medical and healthcare direction (8 articles).  

RQ3: Which geographical regions are leading scientific debates and ...? 

The regional distribution of the selected 62 articles is not balanced. The first authors of 

the articles are affiliated to 27 countries in total, although only 9 countries (USA: 13, 

UK: 7, China: 6, Australia & South Korea: 4, Finland & Spain: 3, Canada & Germany: 

2) were represented by two or more papers. The selected 62 articles are also not equally 

spread across the globe, as is often seen due to different conditions and opportunities 

in relation to development and resources. Only five countries with ten articles in total 

belong to the so-called Global South, six of which are from China. Geographically, 

only two countries with a total of five articles belong to the southern hemisphere 

(Australia with four articles and South Africa with one article).  

RQ4: Which trends are leading scientific debates and sustainable developments in 

education and trustworthy/ethical AI? 

There are several interesting trends that we can derive from the quantitative and 

qualitative analysis of the 62 selected articles. Most obviously, there is the large growth 

of relevant articles during the most recent three years (Fig. 1.). Even though there was 

no time limit, the first publication only appeared in the year 1999 with a second one not 

following until 18 years later. Apart from the first article, all the other articles were 

published during the last five years with an exponential increase during the most recent 

three years. In short, it is reasonable to suggest that the discussion on trustworthy and 

ethical AI and education really only started three years ago.  
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Fig. 1. Publication years of selected 62 articles of AI&ED systematic review. 

Furthermore, trends can be identified in the analysis of the different article types. The 

vast majority of the selected 62 articles are discussions of theories, argumentations and 

literature (31 articles = 50.0 %), followed by ten survey analysis studies (16.1 %), seven 

systematic reviews (11.3 %), five mixed methods studies (8.0 %), four interview 

analysis studies (6.5 %), three thematic analysis studies (4.8 %), one data analysis study 

and one position paper of an association (1.6 % each).  

5 Discussion 

In this section, we discuss the results and analysis of the selected 62 articles as presented 

in the sections before. We structure again our discussion along the leading four research 

questions (RQs). 

 

RQ1: Which journals are leading scientific debates and sustainable developments 

in education and trustworthy/ethical AI? 

Given the basis of 62 analysed articles, the huge number of different journals (46) is 

indicating a pre-mature research field without any leading publication channels. Only 

3 journals (7 %) count more than 2 articles while the vast majority (39 of 46 = 85 %) 

has published only one article from the selected 62 items. That underlines that the topic 

trustworthy and ethical AI&ED is not yet assigned to specific journals which have also 

not discovered it as potential key focus for distinction from other journals. It is striking 

that only one article achieved high visibility and citations while even the article on the 

second position presents a huge distance related citation (197 against 23 citations). 

 

RQ2: Which disciplines are leading scientific debates and sustainable 

developments in education and trustworthy/ethical AI? 

Not surprisingly, most of the selected 62 articles (41 = 66 %) are belonging to 

disciplines summarized in education and technology and all other disciplines are 

represented only one time except medicine and healthcare (8 = 13 %) and (social) 

0

5

10

15

20

25

30

35

40

1
9
9
9

2
0
0
0

2
0
0
1

2
0
0
2

2
0
0
3

2
0
0
4

2
0
0
5

2
0
0
6

2
0
0
7

2
0
0
8

2
0
0
9

2
0
1
0

2
0
1
1

2
0
1
2

2
0
1
3

2
0
1
4

2
0
1
5

2
0
1
6

2
0
1
7

2
0
1
8

2
0
1
9

2
0
2
0

2
0
2
1

2
0
2
2



C. M. Stracke et al. 

sciences (10 = 16 %). This huge representation of medicine and healthcare is 

representing the big efforts to implement and use AI&ED in the health system and 

education what has to be combined with ethical reflections and statements as mandatory 

requirement of the discipline. On the other hand, the even higher representation of 

(social) sciences is remarkable as this discipline is not known for many AI&ED 

implementations and uses: We can argue that the discussion of trustworthy and ethical 

concerns is very common for (social) sciences 

 

RQ3: Which geographical regions are leading scientific debates and sustainable 

developments in education and trustworthy/ethical AI? 

The distribution in relation to country affiliations of the first authors demonstrates a 

clear unbalance between developed (52 = 84 %) against the rest of the world (10 = 

16 %) as well as between northern (60 = 97 %) and southern (2 = 3 %) countries. This 

suggests again that the development, research and implementation of innovative 

technologies such as AI are mainly (presumably for socio-economic reasons) driven by 

countries in the Global North in deep contrast to the Global South. That is independent 

from the ongoing debate whether China should be assigned to the Global South what it 

questionable given the economic power and progress of this special country due to its 

largest population worldwide. Overall, all these conditions are challenging the UN 

Sustainable Development Goals (SDG) and in particular the achievement of SDG  

no. 4 which demands equitable and universal access to quality education worldwide. 

 

RQ4: Which trends are leading scientific debates and sustainable developments in 

education and trustworthy/ethical AI? 

The rise of the research on trustworthy and ethical AI&ED started only three years ago 

as already mentioned in the analysis. However, the almost incredible increase by 

2000 % within three years is indicating a dramatic disruption and shift in the research 

focus. One reason could be seen in the similar changes in business investments, funding 

projects, opened job opportunities (both in enterprises and academia) and established 

professorships and research positions. 

The complete absence of pedagogical, design-based as well as empirical, evidence-

based studies on experiments from the practice is notable and underlines the starting 

point of a scientific debate that is still lacking practical developments and 

implementations for research. 

 

Overall discussion 

This SLR has revealed that the scientific debate on trustworthy and ethical AI and 

education is just in its infancy. This is especially noteworthy given the long history of 

AI&ED research, and the almost ten years of research and publications centered on the 

ethics of AI in general. Accordingly, we argue that research into trustworthy and ethical 

AI&ED research requires more effort, in particular in terms of pedagogical, design-

based as well as empirical, evidence-based studies of ethical AI in educational practice. 

In addition, this SLR has shown that the majority of relevant articles have been 

published in journals focused on technology-oriented education, notable as most of the 

authors are not from the discipline/field of education. Meanwhile, only one of the 62 
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reviewed articles addresses AI literacy, which is therefore another research gap that 

needs to be addressed. Thus, we encourage AI&ED researchers worldwide to undertake 

studies to test and evaluate practices of ethical AI in education and to explore what a 

robust AI literacy might mean (addressing both the technological and human 

dimensions of AI [13]), to help strengthen UN SDG 4. 

Limitations 

We highlight two limitations of this SLR. First, we collected records only from one 

database (Web of Science) which revealed only 62 articles. Had we used additional 

databases, more articles might have been identified. Second, the selection processes 

were subjective, based on the personal judgements of two researchers (although, to 

minimize this, as noted earlier we analyzed and compared outputs at two stages of the 

process, and discussed and resolved any cases that were not clear-cut).  

6 Conclusion 

This SLR provides the first overview of the published scientific literature on the 

relationship between trustworthy and ethical AI and education. It addresses four 

research questions focused on (i) the most common journals, (ii) the most common 

disciplines, and (iii) the most common regions leading scientific debates and 

sustainable developments on trustworthy/ethical AI and education, and (iv) past trends. 

The key finding is that ethical AI&ED analyses are only just starting to appear, which 

is why we call for more efforts in this increasingly important area. 

We argue that research into ethical AI&ED can and should accompany more general 

AI&ED research and developments, and should involve testing and evaluation of 

ethical AI&ED practices. In particular, there is a need for pedagogical, design-based as 

well as empirical, evidence-based studies of ethical AI in educational practice and of 

AI literacy. In this way, this community can better contribute to sustainable learning 

practices, to foster and strengthen sustainable equitable and inclusive quality education 

for all (UN SDG 4) and our future societies and citizens. 
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