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Abstract— This paper introduces a novel sonar odometry sys-
tem that estimates the relative spatial transformation between
two sonar image frames. Considering the unique challenges,
such as low resolution and high noise, of sonar imagery
for odometry and Simultaneous Localization and Mapping
(SLAM), the proposed Direct Imaging Sonar Odometry (DISO)
system is designed to estimate the relative transformation
between two sonar frames by minimizing the aggregated
sonar intensity errors of points with high intensity gradients.
Moreover, DISO is implemented to incorporate a multi-sensor
window optimization technique, a data association strategy and
an acoustic intensity outlier rejection algorithm for reliability
and accuracy. The effectiveness of DISO is evaluated using
both simulated and real-world sonar datasets, showing that
it outperforms the existing geometric-only method on local-
ization accuracy and achieves state-of-the-art sonar odometry
performance. We release the source codes of the DISO imple-
mentation to the community. The source code is available at
https://github.com/SenseRoboticsLab/DISO.

I. INTRODUCTION

Simultaneous Localization and Mapping (SLAM) has
been extensively investigated in terrestrial environments,
where approaches leveraging optical cameras and LiDAR
sensors have demonstrated remarkable performance. How-
ever, underwater settings pose a unique set of challenges
that substantially complicate the application of SLAM. Due
to the constrained propagation characteristics of light and
suboptimal illumination conditions, optical sensors exhibit
limitations in their effective range underwater. This results
in a significant deterioration in the performance of SLAM
systems that are dependent on these types of sensors.

Imaging sonar offers a distinct advantage over optical sen-
sors when operating in underwater environments. This is pri-
marily because imaging sonar can function effectively over
an extended range and is relatively insensitive to variation
in water quality. However, the technology faces challenges,
such as a low signal-to-noise ratio and limited resolution,
which complicate its application in SLAM algorithms.

Prior research in imaging sonar SLAM has predominantly
concentrated on feature-based and Iterative Closest Point
(ICP) based approaches. For the feature-based approaches,
the complications, arising from a low signal-to-noise ratio
and limited resolution, pose significant challenges to effective
feature matching in sonar imaging. Conventional feature
extraction and matching algorithms, such as ORB[1] and
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Fig. 1. Result of the proposed DISO system on Aracati2017 dataset [8].
Blue, red and pink lines represent the trajectories from DISO, inertial odom-
etry and the ground truth, respectively. Green points show the reconstructed
map of DISO superimposed on a satellite image and a sonar view.

SIFT[2], which have demonstrated efficacy in optical images,
often underperform when being applied to sonar images.
Some studies have adopted alternative strategies. For in-
stance, Huang et al.[3] employ manually-configured features
and data association. Additionally, works by Li et al.[4]
and Shin et al.[5] utilized A-KAZE features, incorporating
anisotropic diffusion techniques for noise reduction. [6]
further detects well-constrained A-KAZE features on sonar
images. These feature-based methods generally separate the
feature matching process from the pose optimization process.
This separation may introduce vulnerabilities, as variations
in the surroundings of individual pixels attributable to low
signal-to-noise ratios could adversely affect the quality of
feature matching. As elucidated by Westman et al. [7], the
development of a robust and generalized feature detection
and matching algorithm, particularly for SLAM, remains an
open challenge in the field of imaging sonar.

ICP algorithms are also employed for imaging sonar
SLAM after transforming sonar imagery into point cloud
representations [9]. However, it is crucial to note that the
effectiveness of ICP is contingent upon a satisfactory initial
pose estimate to avoid local minima. Furthermore, the SLAM
performance heavily depends on the quality of point clouds
converted from sonar imagery, amplifying the SLAM algo-
rithm’s sensitivity to noise due to the low quality of sonar
measurements.

In this paper, we propose a direct imaging sonar odometry
(DISO) system which optimizes the relative transformation
between sonar image frames by minimizing the overall
sonar intensity errors of the points that have high intensity



gradients. The underlying motivations for this work are
threefold: (1) The acoustic intensity manifested in sonar
imagery is a function of multiple physical attributes of
the detected landmark, such as its reflection coefficient,
surface normal orientation, distance from the sonar, and the
presence of occlusions. Given that these factors are likely
to remain relatively stable over short temporal intervals, the
consistency in intensity can serve as an informative constraint
for optimizing the relative transformation between two sonar
images. (2) Compared to the approach of matching individual
pixels in sonar imagery, which is highly susceptible to
frame-to-frame variability, methods employing the overall
acoustic intensity and pixel gradient are more robust to
noise interference. Additionally, direct techniques obviate the
need for calculating feature descriptors and performing fea-
ture matching, processes that are computationally expensive.
(3) In contrast to the ICP algorithm, which relies solely on
geometric information of an environment, the direct method
utilizes extra intensity information. Such supplementary in-
formation holds the potential to enhance the accuracy of pose
estimation.

In contrast to vision based direct methods [10], [11], [12],
[13] that use images with high resolution, elevated signal-to-
noise ratios, and abundant color information, sonar systems
produce data that is of low resolution, laden with noise,
and limited to 1-channel intensity information. Therefore, the
proposed DISO has been meticulously designed to address
these inherent challenges. DISO employs a multi-sensor win-
dow optimization technique and utilizes a data association
scheme predicated on direct optimization methods, alongside
acoustic intensity outlier rejection algorithms.

The main contributions of this work are:
• A novel direct sonar pose optimization algorithm de-

signed to optimize the relative transformation between
two sonar frames by minimizing the aggregated sonar
intensity errors of points characterized by high intensity
gradients.

• Design and implementation of a full imaging sonar
odometry system which addresses the unique challenges
inherent in sonar imagery. It incorporates a multi-
sensor window optimization technique and utilizes a
data association strategy based on direct optimization.

Experimental evaluation using both simulation and real-
world public datasets [8] show that the proposed DISO
outperforms existing method based on ICP algorithms, and
achieves state-of-the-art sonar odoemtry performance. Our
source codes and simulation data will be released to the
community. Given the scarcity of publicly available solutions
for imaging sonar odometry or SLAM, we hope this work
will benefit the research community and catalyze future
research in this domain.

II. METHODOLOGY

A. Sonar Imaging Formation and Coordinates

An imaging sonar sensor transmits acoustic pulses and
subsequently receives their reflected echoes. The received
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Fig. 2. Imaging sonar model and its Cartesian image frame.

data that can be decoded for measurements across distinct
azimuth angles and ranges is often encapsulated as a Polar
image whose x and y axes represent the azimuth angle θ
and range r , respectively. As shown in Fig.2(a), for a given
azimuth angle θ and a specified range r , the measurement
corresponds to the aggregate of multiple acoustic reflections
from different elevation angles ϕ along the vertical arc. No-
tably, the elevation information is lost during this acquisition
process.

For a point Pp
.
= [r , θ]T in the 2D Polar frame, its Carte-

sian position is defined as Cp
.
= [x, y]T = [rcosθ, rsinθ]T .

Given the width w and height h of the Cartesian image as
illustrated in Fig. 2(b), its pixel location in the Cartesian
image Ip

.
= [u, v ]T can be calculated with a 2D similarity

transformation SIC:

Ip = SICCp =

s cosω −s sinω tx
s sinω s cosω ty

0 0 1

xy
1

 (1)

where s
.
= h

r is the scale, ω is the rotation angle, tx = w
2 and

ty =
h
2 are the translation along x and y axis respectively.

B. Direct Sonar Pose Optimization

1) Residual Definition: Given a set of N keypoints K .
=

{Irpi}i∈N on the reference sonar image, direct sonar pose
optimization is formulated to estimate the relative transfor-
mation TScSr between the reference sonar image frame Sr
and the current sonar image frame Sc by minimizing the
residuals of all the keypoints’ acoustic intensities:

EI
.
=

∑
Ipi∈K

∥Ic(Icpi)− Ir(Irp
i)∥2 (2)

where Ir and Ic are the intensities on the reference and the
current sonar images at the pixel locations Irp

i and Icp
i

respectively. Icp
i denotes the pixel location on the current

image that corresponds to Ip
i:

Icp
i .
= SICΠ

(
TScSrSrp

i
)

where Π(·) : R3 7→ R2 and Π−1(·) : R2 7→ R3 are
project and reprojection functions for a 3D point to and
from a Cartesian image assuming zero elevation, and Srp

i .
=

Π−1(S−1
IC Irp

i). Because of the ambiguity of elevation, we
approximate the z of the 3D point to zero. Therefore, the
project function keeps the x y components of the 3D point.



2) Jacobian Definition: To solve the minimization prob-
lem of (2) with a gradient descent method, the Jacobian
matrix of the residual function rI = Ic(Icp

i) − Ir(Irp
i) is

needed. Specifically, it can be formulated with respect to the
rotation RScSr and translation ScpScSr of TScSr :

JI =
∂rI

∂TScSr

= [
∂rI

∂RScSr

,
∂rI

∂ScpScSr

] (3)

Since RScSr is on the Special Orthogonal Group SO(3),
a retraction operation is employed during the optimization
process. Due to the page limit, we directly give the Jacobian
matrices here:

∂rI
∂RScSr

= −∂Ic(Icp)

∂Icp
s RIC

[
1 0 0
0 1 0

]
[RScSr Srp

i]∧

∂rI
∂ScpScSr

=
∂Ic(Icp)

∂Icp
RIC

[
1 0 0
0 1 0

] (4)

where ∂Ic(Icp)
∂Icp

stands for the intensity gradient, RIC is the
rotation matrix of SIC, and ∧ stands for the skew-matrix
conversion operation.

C. Window Optimization
In window optimization, data association is assumed es-

tablished (see Section II-D.5 on data association). Instead of
minimizing the acoustic intensity error, re-projection error is
minimized in the window optimization. Specifically, given a
set of 3D landmark position L .

= {S0 li}i∈N with respect to
the first sonar frame S0, corresponding 2D pixel locations
K .

= {Ijpi}i∈N ,j∈M in the set of frames M, and the frame
poses F .

= {TS0Sj}j∈M, the window optimization is to
minimize the below reprojection error

EP
.
=

∑
i∈N ,j∈M

∥SICΠ(T−1
S0SjS0

li)− Ijp
i∥2 (5)

Notably, the initial pose within the window, along with its
corresponding landmark, is held fixed as a reference frame.
Subsequent poses and landmarks are then optimized through
computational algorithms.

When odometry measurement T̂SjSj−1
is available, it can

be also added into the optimization with an odometry rotation
residual defined as:

EOR

.
=

∑
j∈M

∥RSjSj−1
⊟ R̂SjSj−1

∥2 (6)

where ⊟ : SO(3) × SO(3) → so(3) denotes the subtraction
operation in SO(3). The logarithmic map is subsequently em-
ployed to map the result into R3, serving as a quantification
of rotation error.

Its translation residual is obtained as

EOP

.
=

∑
j∈M

∥SjpSjSj−1
−RSjSj−1

R̂T
SjSj−1Sj

p̂SjSj−1
∥2 (7)

D. System Implementation
We introduce the implementation of the proposed DSIO

system. After providing an overview, we will focus on the
main technical implementations related to frame-to-frame
tracking, frame-to-window tracking and window optimiza-
tion.
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Fig. 3. System overview

1) Overview: The system overview is illustrated in Fig.
3. It can be divided into 4 main parts: data pre-processing,
inertial odometry, front-end and back-end: (a) In the data
pre-processing, the system initially transforms raw Polar
data to a Cartesian image representation, as delineated in
Section II-A. Subsequently, the Sobel operator is employed
to rapidly compute the intensity gradient across the sonar
image. Locations whose gradient values exceed a pre-defined
threshold are identified as preliminary candidates for key-
points. According to their respective gradient magnitudes, the
top N candidates are kept. To ensure a balanced distribution
of keypoints across the image, a grid-based filter is imple-
mented. Within each grid cell, the point with the highest
gradient magnitude is selected as a keypoint. The system
initializes the initial set of landmarks using the first sonar
frame. (b) The inertial odometry estimates relative motion
T̂SjSj−1

between two consecutive sonar frames by fusing
measurements of a Doppler Velocity Log (DVL) and an
Inertial Measurement Unit (IMU) using an extended Kalman
filter [14]. This odometry measurement is synchronized with
the sonar image by timestamp. (c) In the front-end, the
odometry measurements serve as an initial approximation
for the direct sonar optimization in the Frame-to-Frame
Tracking. Moreover, for instances where the sonar image
quality is compromised, evidenced by an insufficient gradient
leading to a paucity of keypoints, the front-end employs the
odometry prediction to continue pose tracking. (d) In the
back-end stage, window optimization is performed across the
keyframes and the landmarks with the odometry measure-
ments added as pose constraints between consecutive sonar
frames. We implement a multi-threaded architecture for the
front-end and the back-end, similar to visual SLAM systems.

2) Frame-to-Frame Tracking: Frame-to-Frame Tracking
estimates the relative transformation between consecutive
sonar frames through the direct sonar pose optimization in
Section II-B. Since direct method tends to be sensitive to
low sonar frame rates, a multi-scale pyramid strategy is
introduced, transitioning from coarse to fine scales, and the
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Fig. 4. Data association between the incoming keyframe and existing landmarks in the active window. Points of the same color in both the incoming and
existing keyframes indicate that a landmark is being tracked, and a data association is established. The color of each point represents the error in acoustic
intensity. The threshold for this error is denoted by σth.

inertial odometry is incorporated as an initial guess. The
outcome of the Frame-to-Frame Tracking serves as an initial
estimate for the Frame-to-Window tracking to refine.

3) Frame-to-Window Tracking: Pose estimates from the
Frame-to-Frame Tracking can drift quickly due to its frame-
to-frame nature. Therefore, a Frame-to-Window Tracking is
introduced to estimate the relative transformation between
the current frame and last keyframe within an active opti-
mization window using the direct sonar pose optimization in
Section II-B. Meanwhile, the results derived from the Frame-
to-Frame Tracking are employed as the initial values for
the Frame-to-Window Tracking optimization. Additionally,
outlier landmarks are rejected by limiting the maximum
intensity error defined in Eq(2). This signifies that the inlier
landmarks have been successfully tracked in the current
frame.

4) Keyframe Selection: The keyframe selection decision
is made upon the below two primary criteria:

• The temporal interval to last keyframe exceeds a pre-
determined time threshold;

• The inlier quantity fails below a specified threshold.
The first criterion is designed to ensure a homogeneous
distribution of keyframes within the active window, while
also mitigating excessive drift in odometry measurements.
Conversely, the second is established to ensure that the
selected keyframe is adequately informative for the opti-
mization process. This measure simultaneously augments
the robustness of the tracking mechanism by mitigating
the risk of utilizing an insufficient number of points for
direct optimization which lead the optimization dominated
by noise.

5) Data Association: Once a frame is selected as a
keyframe, its points are associated with the existing land-
marks that are visible in the nearby keyframes. As shown
in Fig. 4, the keyframes within the active window exhibit
substantial photometric differences and significant relative
motions between them. This is challenging for direct method
because it is prone to converging to local minima. To mitigate
this issue, we utilize the pose estimates from the Frame-
to-Window Tracking algorithm as initial values to perform
the direct optimization between the incoming keyframe and
all the keyframes in the active window to establish data
association based on acoustic intensity error. The point pairs
whose intensity errors fall below a threshold are considered
successfully associated and will be used in the following
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Fig. 5. Factor graph of window optimization.

Window Optimization step for reprojection error calculation.
Three examples are given in Fig. 4. Thanks to the introduced
data association strategy and the high-quality initial estimates
from the front-end, good data association is achieved, even
in the presence of substantial spatial disparities between the
keyframes.

6) Window Optimization: Similar to bundle adjustment in
visual odometry/SLAM algorithms, the window optimization
in Section II-C jointly optimizes the landmark locations and
the sonar frame poses through minimizing the acoustic re-
projection errors in (5). Its factor graph is shown in Fig. 5.

The choice of re-projection error over intensity error
is primarily informed by two considerations. Firstly, the
intensity values in sonar imagery are significantly influenced
by several factors, not limited to the physical characteristics
of the landmark such as reflection coefficients and normal
orientation. The amplitude of the acoustic signal experiences
attenuation as a function of the spatial distance between the
sonar system and the designated landmark, leading to varia-
tions in the power of the returned acoustic echoes. Given that
the window may span a considerable temporal duration and
encompass substantial motion, the intensity associated with
a particular landmark may undergo significant fluctuations.
Consequently, the consistency of landmark intensity can-
not be reliably maintained within the optimization window.
Secondly, utilizing re-projection error obviates the need for
resampling the image during the optimization process. This
computational efficiency is particularly advantageous when
optimizations are conducted across multiple frames. Con-
sequently, it enables the incorporation of a greater number
of keyframes into the window. This, in turn, allows us to
leverage additional information, thereby reducing drifts.
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TABLE I
PERFORMANCE COMPARISON IN SIMULATION

Translation (%) Rotation (Degree Per Meter)
Ours
DISO

BlueROV
SLAM* Odometry Ours

DISO
BlueROV
SLAM* Odometry

Seq1 3.40 10.00 6.15 0.276 0.44 0.43
Seq2 4.29 12.18 14.48 0.41 1.29 1.29
Seq3 4.18 9.37 8.47 0.488 0.89 0.68

III. EXPERIMENTAL EVALUATION

We employ the metrics and the toolset proposed in [15] to
evaluate the proposed sonar odometry. BlueROV SLAM [9],
one of the very few open-source implementations of imaging
sonar SLAM, is selected as a competing method. It employs
the ICP algorithm and pose graph optimization. Given that
our proposed technique focuses solely on odometry without
a loop-closure module, the loop-closure functionality of
the BlueROV SLAM is deactivated for a fair comparative
evaluation.

A. Simulation Evaluation

1) Simulation Setup: We perform simulation validation
first since it provides accurate underwater ground truth for
evaluation. The DAVE Aquatic Virtual Environment (DAVE)
[16], an open-source platform for underwater simulation, is
used. A ray model based multi-beam sonar simulation [17],
a DVl, and a IMU are integrated into the RexROV model
as shown in Fig. 6(a). A number of underwater structures is
span on the sea bottom. The RexROV is controlled to move
around the structure for collecting three sequences of the
sonar, DVL and IMU data. An example of a raw Polar and
its converted Cartesian images are given in Fig. 6(c) and (d).
In addition, for the fairness of comparison, we use the same
odometry data for the proposed method and the BlueROV
SLAM[9]. The odometry data is generated by using an open-
source EKF implementation [18]. The EKF odometry takes
input from DVL and IMU and outputs pose estimates at
30Hz. Notably, BlueROV SLAM [9] requires Occulus sonar

TABLE II
PERFORMANCE COMPARISON ON ARACATI2017 REAL DATA

Translation (%) Rotation (Degree Per Meter)
Ours
DISO

BlueROV
SLAM* Odometry Ours

DISO
BlueROV
SLAM* Odometry

Seq1 5.91 11.64 17.97 0.17 0.19 NaN
Seq2 9.08 10.77 16.63 0.19 0.46 NaN
Seq3 7.28 19.37 13.83 0.16 0.22 NaN

Overall 8.69 16.25 17.69 0.25 0.32 NaN

message data. We convert the sonar simulation data to the
Occulus sonar message data type for it.

The root-mean-square error (RMSE) of relative translation
and rotation error [19] is delineated in Table I. Comparative
evaluation reveals that the proposed method exhibits supe-
rior performance across all sequences and outperforms the
BlueROV SLAM approach, with marked reductions in both
translational and rotational error metrics. This demonstrates
the benefits of the proposed direct sonar method against
the ICP based technique. Fig. 7 shows the trajectories
corresponding to the three sequences. It is evident that the
trajectories estimated by the proposed DISO most closely
approximate the groundtruth.

B. Real-World Evaluation

The real-world evaluation was carried out using the Ara-
cati 2017 dataset [8]. This dataset was acquired in the
marina of the Yacht Club of Rio Grande, Brazil, utilizing
a LBV 300-5 ROV. The ROV was outfitted with a Blue
View p900-130 sonar for data collection. To facilitate the
ROV’s navigation in the area, it was tethered to a floating
platform equipped with a Differential Global Positioning
System (DGPS) and a magnetic compass. Ground truth data
was obtained through the DGPS and compass. Additionally,
the vehicle’s odometry was computed utilizing velocity com-
mands in conjunction with data from the magnetic compass.
Notably, this dataset only provides cropped Cartesian images
which cause ambiguity of the scale s described in (1). So
a similarity transformation alignment provided by [15] is
conducted to the estimated trajectory to align the trajectory
with the ground truth. BlueROV SLAM [9] requires Occulus
sonar ping data as input. However, the Aracati2017 dataset
only provides Cartesian images. So we convert the Cartesian
images to point clouds and provide them to BlueROV SLAM.
For the purpose of easy visualization, the entire sequence
with a total duration of 44 minutes was partitioned into
three sub-sequences, each of which has an approximately
equivalent duration.

As shown in Table II, the proposed method outperforms
others in all the sequences in terms of both translation and
rotation errors. Notably, we do not evaluate the rotation errors
of odometry because the groundtruth and odometry rotations
share the identical readings from from the compass. Fig.
8 shows the estimated trajectories of the three sequences.
Similar to the simulation outcome, the trajectories of the
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proposed method is the most accurate to the groundtruth. Fig.
9 shows the error change along timestamp on x, y and yaw
on the overall Aracati2017 dataset. The proposed method
shows better performance on all axis. The Odometry error
on yaw is always very close to 0 because the odometry and
the groundtruth orientations are generated by the compass.

C. Discussions

The noted superiority of the proposed method over the
ICP-based method, such as BlueROV SLAM, can be at-
tributed to two primary factors:

• Sensitivity to Initial Conditions: ICP algorithms are
known to be highly sensitive to initial values. In sce-
narios characterized by elevated levels of point cloud
extraction on sonar imagery, the initial values provided
are often inadequate, leading the ICP algorithm to

converge to local minima. Instead, the proposed method
leverages the intensity gradient information and the
coarse-to-fine optimization on the pyramid images to
improve its robustness compared with ICP.

• Robustness to Outliers: The ICP algorithm is notably
susceptible to the influence of outliers, whereas the
proposed DISO manifests heightened robustness in han-
dling such anomalous data points. DISO introduces a
new intensity-based inlier selection scheme, which is
robust to the outliers.

IV. CONCLUSIONS

We present a novel algorithm for direct sonar optimization,
specifically designed to optimize the relative pose between
two distinct sonar frames by minimizing the error in acoustic
intensity. The algorithm is incorporated into a meticulously
designed sonar odometry system, which takes into account
the unique challenges associated with sonar data namely, its
low signal-to-noise ratio and low resolution.

Experiments are conducted in both simulated environ-
ments and real-world aquatic settings. The results demon-
strate our proposed method consistently demonstrated su-
perior performance in minimizing both translational and
rotational errors, as compared to the ICP-based approach.

One primary constraint of the present study lies in the
incapacity of the proposed algorithm to address loop closure.
Another constraint is the assumption of zero elevation limits
the proposed method to only a 2D planar scenario. Future
research endeavours will explore the feasibility of integrating
loop closure capabilities and extending to a 3D environment.
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