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Abstract—In this paper, we investigate a hybrid reconfigurable
intelligent surface (RIS) enabled integrated sensing and commu-
nication (ISAC) system, in which a hybrid RIS is employed to
assist a base station (BS) to sense a specified target, while interact-
ing with multiple communication users (CUs) simultaneously. In
particular, a hybrid RIS is introduced such that each of its surface
module is able to switch between active and passive modes,
reducing the system’s power consumption. Subsequently, an op-
timization problem is formulated with the aim of maximizing the
radar output signal-to-noise ratio while satisfying communication
requirement for each CU, transmit power constraint for BS and
the active RIS elements, by jointly optimizing radar recieve filter,
BS’s transmit beamforming matrix, RIS reflection coefficients,
and the selection matrix that determines the working modes for
each unite of the hybrid RIS. Since this design problem is not
convex, we propose an alternating optimization based method
to solve this problem. Eventually, upon the simulation analysis,
we demonstrate that the performance achievable by the proposed
scheme is significantly better than the counterparts assisted solely
by the active or passive RIS.

Index Terms—Hybrid reconfigurable intelligent surface, inte-
grated sensing and communication, joint beamforming and mode
selection, block coordinate descent.

I. INTRODUCTION

As a prominent technology in next-generation wireless
networks, integrated sensing and communication (ISAC) in-
tegrates the traditionally separated functionalities of sensing
and communication into one system. Unlike the traditional
method of allocating spectrum resources, ISAC enables the
transmission beams to possess both communication and radar
perception functionality. This integration goes beyond mere
spectrum sharing, thereby facilitating seamless collaboration
and synergy between the two systems. In recent years, ISAC
has garnered significant research interest due to its high
efficiency at a low cost [1]- [2].

Reconfigurable intelligent surface (RIS) can serve as a
promising technology to expand the propagation range of
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signals by independently adjusting it to establish reliable non-
line-of-sight (NLoS) connections between transmitters and
receivers [3]- [4]. By leveraging RIS technology, the ISAC
system can effectively surmount obstacles and improve con-
nectivity in challenging NLoS scenarios, thereby enhancing
the overall communication performance of the system [5]- [6].

By incorporating active elements into the conventional RIS
[7], active RIS is empowered with signal amplification, and
is hence capable of combating multiplicative fading, making
it especially useful in rapidly changing communication en-
vironments [8]. Owing to this, attentions have been put on
integrating active RIS with ISAC system. However, due to
the additional power consumption required by active RIS,
in some cases, passive RIS actually has better performance
in some cases [9]- [10]. Existing research encompasses RIS
that combine both active and passive elements to support
performance-enhanced system designs within the framework
of ISAC [11].

By contrast, in this work, we propose to investigate a mode-
selective hybrid RIS, with each of its elements being able
to switch between active and passive mode, while consider
the overall ISAC performance enhanced design. Specifically,
in our work, a multi-antenna base station (BS) leverages
the assistance of a mode-adaptive hybrid RIS to enhance
both communication with multiple single antenna communi-
cation users (CUs) and detection of individual sensing target.
Our objective is to maximize radar detection performance
while satisfying each CU signal-to-interference-and-noise ratio
(SINR) constraint, the constraints of BS transmission and
hybrid RIS power, and modulus constraints of RIS. We pro-
pose to jointly design the transmit beamforming, the radar
receive filter, the hybrid RIS reflection coefficients, and the
selection matrix of the hybrid RIS determining whether each
element works in active or passive mode. The optimization
problem established based on the above considerations is a
non-convex problem. Afterwards, efficient algorithms based
on semi-definite relaxation (SDR), Dinkelbach’s transform,
majorization-minimization (MM) method and block coordi-
nate descent (BCD) methods [12] are developed to alterna-



Fig. 1: An illustration of system model.

tively solve them. Simulation studies demonstrate that the
deployment of mode-selective hybrid RIS can offer significant
sensing performance improvement compared with passive or
active RIS-assisted ISAC system.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a hybrid RIS-assisted ISAC system serving
K single-antenna CUs and one sensing target. The ISAC BS
is equipped with M antennas, and the hybrid RIS has N
elements. We assume that the detection echo from the target
does not interfere with the CUs. The system is illustrated
in Fig.1. We use C and S to denote beamforming matrices
for communication and sensing, respectively, which is C =
[c1, c2, . . . , cK ] ∈ CM×K , S = [s1, s2, . . . , sM ] ∈ CM×M .
d = [d1, d2, . . . , dK ]T ∈ CK×1, t = [t1, t2, . . . , tM ]T ∈
CM×1 represent signals of communication and sensing respec-
tively. Therefore, the transmitted signal of the BS x ∈ CM×1

can be given by
x = Cd+ St = Ws+, (1)

where W = [C S] ∈ CM×(K+M) denotes the aggregated
beamforming matrix, s+ = [dT tT ]T ∈ C(K+M)×1 denotes the
conjuncted sensing and communication signals. Without loss
of generality, we assume that the signals are uncorrelated with
each other and have unit average power, i.e., E[ddH ] = IK ,
E[ttH ] = IM and E[dtH ] = 0. As a result, the corresponding
transmit covariance matrix is given by R = E[xxH ]. Let us
denote the RIS reflection coefficients by a diagonal matrix
Φ = diag(ϕ), where ϕ = [ϕ1, ϕ2, . . . , ϕN ]T ∈ CN×1 is the
RIS reflection coefficients vector. The mode selection matrix
is denoted by a diagonal matrix Qa = diag(q), 1 where q is
the mode selection vector with its elements qn ∈ [0, 1], n ∈
{1, 2, . . . , N}. Given qn = 0, the associated RIS element
operates passively, i.e., |ϕn| = 1, while qn = 1, the RIS
element operates actively, i.e., |ϕn| ≤ βmax. Let Hbr ∈ CN×M ,
hru,k ∈ CN , hbu,k ∈ CM , hrt ∈ CN denote the channels of BS-
to-hybrid RIS link, the hybrid RIS-to-k-th CU link, BS-to-k-th
CU link and the BS-to-target link respectively. The received
signal of k-th CU is modeled as

yk = hH
k x+ hH

ru,kΦQanris + nk, (2)
where (hk = hbu,k + hru,kΦHbr) ∈ CM×1 denotes the ag-
gregated channel vector from the BS to k-th CU, nris ∼
CN (0, σ2

risI) is the RIS noise vector incurred by the active
1The functionality of Qa is to multiply with the reflection coefficient

matrix, select the elements in the active state, and calculate additional power
consumption or noise they introduce.

RIS, nk ∼ CN (0, σ2
k) denotes the additive white gaussian

noise (AWGN) at k-th CU receiver. The SINR of k-th CU is

γk =
|hH

k ck|2∑K
j=1,j ̸=k|hH

k cj |2 +
∑M

m=1|hH
k sm|2 + zk(Φ) + σ2

k

, (3)

where, zk(Φ) = ∥hru,kΦQa∥2σ2
ris.

The signals transmitted through BS-to-RIS link and BS-to-
RIS-to-target-to-RIS link can be respectively represented as

yr
1 =ΦHbrx+ΦQanris, (4a)

yr
2 =αΦHhrth

H
rtΦHbrx+ αQH

a ΦHhrth
H
rtΦQanris

+QH
a ΦHnris, (4b)

where α is the complex-valued amplitude of the radar cross-
section (RCS), E[|α|2] = ς2. Additionally, as a result of in-
corporating active components, the hybrid RIS exhibits power
consumption. We define yr∗

1 and yr∗
2 as the results of multiply-

ing Φ and Qa with the first element of yr
1 and yr

2, respectively,
while leaving the remaining elements unchanged. The signal
power output from the active RIS elements when detecting the
target can be denoted as

P ris = E
[
∥yr∗

1 ∥22 + ∥yr∗
2 ∥22

]
. (5)

By substituting yr∗
1 and yr∗

2 into (5), we have
P ris =∥ΦQaHbrW∥2F + 2σ2

ris∥ΦQa∥2

+ ∥ς2QH
a ΦHhrth

H
rtΦQaHbrW∥2F︸ ︷︷ ︸
C1

+ ∥ς2σ2
risQ

H
a ΦHhrth

H
rtΦQa∥2F︸ ︷︷ ︸

C2

.

(6)

Consequently, the received echo of radar is expressed as
yr = HH

br (y
r
1 + yr

2) + nr

= αHH
br(Φ

Hhrth
H
rtΦHbrx+QH

a ΦHhrth
H
rt

ΦQH
a nris) +HH

br(ΦQanris +QH
a ΦHnris) + nr,

(7)

where nr ∼ CN (0M , σ2
r IM ) is AWGN. After postprocessing

the received signal yr with a receive filter u ∈ CM , the radar
output signal at the BS is written as

uHyr = uH(αHtx+Ht,0nris + uHHt,1nris + nr), (8)
where Ht ≜ HH

brΦhrth
H
rtΦ

HHbr, Ht,0 ≜
HH

brΦQahrth
H
rtQ

H
a ΦH , Ht,1 ≜ HH

br(ΦQa +QH
a ΦH). Then, the

radar output signal-to-noise ratio (SNR) is obtained as

γr =
ς2uHHtWWHHH

t u

uH(ς2σ2
risHt,0HH

t,0 + σ2
risHt,1HH

t,1 + σ2
r IN )u

. (9)

In this paper, we aim to jointly design radar receive filter
u, the transmit beamforming W, the hybrid RIS reflection
coefficient ϕ, and the selection matrix Qa to maximize the
radar SNR, while satisfying the CUs’ quality of service (QoS)
requirements γk, the power budgets PBS

max at the BS and the
hybrid RIS budgets P ris

max. Therefore, the optimization problem
is originally formulated as

P0 max
u,R,C1,...,CK ,Φ,q

γr (10a)

s.t. R = CCH + SSH ,R ⪰ 0,Tr(R) ≤ PBS
max, (10b)

Ck ⪰ 0, rank(Ck) = 1, (10c)
γk ≥ Γk,∀k ∈ {1, . . . ,K}, (10d)
P ris ≤ P ris

max, (10e)
|ϕn| = 1, qn = 0, (10f)
|ϕn| ≤ βmax, qn = 1, (10g)



where (10b) is the the constraint of the total transmitted power
of BS. (10d) represents the SINR constraint of the k-th CU.
(10e) signifies the power budget constraint of the hybrid RIS.
(10f) and (10g) represent two situations with regard to qn = 1
and qn = 0 respectively.

III. PROPOSED SOLUTION FOR HYBRID-RIS ASSISTED
ISAC DESIGN

In this section, we establish the overall solution framework
upon employing the BCD method, which divides the problem
into three sub-problems of optimizing variables {u}, {R, Ck},
{Φ, q}. The first sub-problem is solved using the Rayleigh
quotient method, which yields a closed-form solution. The
second sub-problem is addressed by applying the SDR ap-
proach. Finally, the third sub-problem is tackled utilizing the
Dinkelbach’s transform and MM methods.

A. Design of Radar Receive Filter u With Given {Ck}Kk=1,
R, Φ And q

Given transmission beamforming W of BS and hybrid RIS
reflection coefficients ϕ, as well as the selection matrix Qa.
To enhance the conciseness of the expression, we define

A = ς2HtWWHHH
t , (11a)

B = ς2σ2
risHt,0H

H
t,0 + σ2

risHt,1H
H
t,1 + σ2

r IN . (11b)

Accordingly, The optimization problem of solving for the radar
receiver filter u can be represented as

P1 max
u

ς2uHAu

uHBu
. (12)

It is worth to note that problem P1 can be identified as a
typical generalized Rayleigh quotient, and its optimal solution
is the eigenvector associated with the largest eigenvalue of the
matrix obtained by B−1A. This result is well-known in the
theory of generalized eigenvalue problems.

B. Design of BS’s Transmit Beamforming {Ck}Kk=1, R With
Given u, Φ And q

To solve the initial subproblem, we first reformulate redefine
the communication and sensing beamforming at BS upon
introducing a rank-1 matrix. The rank-1 matrix Ck is obtained
by processing each column {c1, . . . , cK} of C, and can be
expressed as Ck = ckc

H
k ∈ CM×M ,∀k ∈ {1, . . . ,K}.

The covariance representation of sensing beamforming can be
given as R0 = SSH , also we have CCH =

∑K
k=1 Ck. Thus,

R = R0+CCH = R0+
∑K

k=1 Ck. (10d) can be converted to
(1+Γ−1)hH

k Ckhk ≥ hH
k Rhk+zk(Φ)+σ2

k, k ∈ {1, . . . ,K}.
(10e) exhibit convex forms with respect to R or C. Therefore,
these two constraints can be directly included as constraints in
the convex optimization solver tool. In this circumstance, the
joint optimization of ({Ck}Kk=1, R) can be simplified as

P2 max
R,{C1,...,CK}

Tr(RHtuu
HHH

t ) (13a)

s.t. (1 + Γ−1)hH
k Ckhk ≥ hH

k Rhk+

zk(Φ) + σ2
k, k ∈ {1, . . . ,K}, (13b)

(10b), (10e).
By dropping the rank-1 constraint, P2 is a standard SDR [13]
which can be solved using off-the-shelf solvers. To recover
rank-1 matrices Ck from the SDR solution, we adopt the

procedure described in [1]. Assuming that R∗ and C∗ are
the optimal solutions for P2, we can construct a rank-1
beamformer as follows

ck =
C∗hk√
hH
k C∗hk

,Ck = ckc
H
k . (14)

Since (14) satisfies hH
k Ckhk = hH

k C∗hk,∀k, we then use the
Cholesky decomposition to obtain the sensing beamforming as

(R∗ −
∑K

k=1
Ck) = R0. (15)

As the solutions obtained by utilizing (14) and (15) are feasible
solutions to P2, we can obtained the optimal solutions for the
problem before relaxation.

C. Design of RIS’s Reflection Coefficient Φ, Mode Selection
Matrix q With Given u, {Ck}Kk=1 and R

Given the presence of higher-order terms involving Φ and
q in (6), (9), it is necessary to establish a preliminary def-
inition x ≜ vec(ϕHϕ) = ϕ⊗ ϕ, xa ≜ vec(ϕH

a ϕa) = ϕa ⊗ ϕa,
where diag(ϕa) = Φa = ΦQa. To address the optimization
problem involving Φ and q, we can initially represent the
objective function as a fraction with a numerator in terms of
ϕ and a denominator in terms of ϕa . This can be formulated
as γr = f(ϕ)/g(ϕ), where

f(ϕ) ≜ ς2uHHtWWHHH
t u, (16a)

g(ϕ) ≜ uH(ς2σ2
risHt,0H

H
t,0 + σ2

risHt,1H
H
t,1 + σ2

r IN )u. (16b)

Then, the subproblem of designing Φ,q can be expressed as
P3 max

ϕ,q
f(ϕ)/g(ϕ) (17)

s.t. (10d)-(10g).
Initially, we employ Dinkelbach’s transform to address the

fraction. Following Dinkelbach’s transform, we introduce an
auxiliary variable ω and express the first term of the fraction
as an optimization problem.

max
ω

ω

s.t. f(ϕ)− ω · g(ϕ) ≥ 0, ω ≥ 0.
(18)

It is evident that the optimal solution to this problem is
ω∗ = f(ϕ)/g(ϕ). (19)

By employing the transformation Φhrt = diag{hrt}ϕ,
Tr(ABCD) = vecH{D}(CT ⊗A)vec{B} and defining
J = HH

brdiag{hrt}, f(ϕ) can be reexpressed as
f(ϕ) =ς2uHJϕHϕJHWWHJϕHϕJHu

=ς2Tr{JHuuHJϕHϕJHWWHJϕHϕ}
=xHGx,

(20)

where G = ς2(JHWWHJ)T ⊗ (JHuuHJ). Using the sim-
ilar derivations in (20), we can reformulate g(ϕ) as

g(ϕ) = xH
a Dxa + ϕH

a Eϕa + σ2
r ∥u∥22, (21)

where, D ≜ ς2σ2
ris(diag{hrt}diag{hH

rt})⊗ (JHuuHJ),
E ≜ 4σ2

risdiag{uHHH
br}diag{uHbr}. Then, we have the

reformulated objective function of (ωg(ϕ)− f(ϕ)) as
min
ϕ

− xHGx+ ωxH
a Dxa + ωϕH

a Eϕa + ωσ2
r ∥u∥22, (22)

The quartic term xHGx presents a significant difficulty
to be addressed. To cope with this, we introduce the MM’s
method and seek a suitable surrogate function to reformulate
the problem into an explicit form. By utilizing the second-
order Taylor expansion, we can obtain an upper-bound ap-



proximation for xHGx at the point of xs as
xHGx ≤λgx

Hx+ 2ℜ{xH (
G− λgIN

2)xs}
+ xH

s (λgIN2 − g)xs,
(23)

where λg is the maximum eigenvalue of matrix G. Rendering
the amplitude constraint β ≤ βmax is considered, it becomes
evident that the term xHx can be bounded as follows.

xHx = (ϕ⊗ ϕ)H(ϕ⊗ ϕ) = (ϕHϕ)⊗ (ϕHϕ)

≤ (Naβ
2
max + (N −Na))

2.
(24)

where Na represents the number of active RIS elements.
Substituting the result in (24) into (23), then the upper-bound
of xHGx can be equivalently transformed as

xHGx ≤ ℜ{xHg}+ a1 = ℜ{ϕHG̃ϕ}+ a1, (25)

where g ≜ 2(G − λgIN2)xs and a1 ≜ λg(Naβ
2
max + (N −

Na))
2 +xH

s (λgIN2 −G)xs. G̃ is the reshaped matrix of vector

g. Since ℜ{ϕHG̃ϕ} in (25) is still non-convex with respect
to ϕ, we introduce auxiliary variables ϕ̄ ≜

[
ℜ{ϕH},ℑ{ϕH}

]H ,

Ḡ ≜

[
ℜ{G̃} ℑ{G̃}
ℑ{G̃} −ℜ{G̃}

]
. Afterwards, the second-order Tay-

lor expansion of ϕ̄
H
Ḡϕ̄ can be achieved as

ϕ̄
H
L̄ ϕ̄ ≤ ϕ̄

H
s Ḡ ϕ̄s +

(
ϕ̄

H
s (Ḡ+ ḠH) +

λg̃

2
(ϕ̄− ϕ̄s)

H

)
(ϕ̄− ϕ̄s)

=
λg̃

2
ϕHϕ+ ℜ{ϕH g̃}+ a2,

(26)
where λg̃ is the maximum eigenvalue of Hessian ma-
trix (Ḡ+ ḠH), g̃ ≜ U(Ḡ+ ḠH − λg̃I2N )ϕ̄s, U ≜ [IN , jIN ],

a2 ≜ −ϕ̄
H
s ḠHϕ̄s+

λg̃

2
ϕ̄

H
s ϕ̄s. After summarizing the derivations

in (24), (25) and (26), we obtain the convex form of (22).
xHGx ≤ λg̃

2
ϕHϕ+ ℜ{ϕH g̃}+ a1 + a2. (27)

Hence, the objective function of (22) can be converted into

min
ϕ

ϕH
a Ẽϕa + ℜ{ϕH d̃} − ℜ{ϕH g̃} − λg̃

2
ϕHϕ, (28)

where Ẽ ≜ ω(E+
λd̃

2 IM ), the transformation operations of d̃
and λd̃ from D are similar to those of g̃ and λg̃ from G.

We can observe that (10e) is still non-convex due to the
non-convexity of C1 + C2. To facilitate problem solving, we
extract the variable ϕa from P ris, and re-write it as

P ris =xH
a Fxa + ϕH

a Kϕa, (29)
where

F = ς2(Q̃T ⊗ (JHRJ),

K =
∑K+M

k=1
diag{H∗

brw
∗
k}diag{Hbrwk}.

(30)

Specifically,
xH
a xa = (ϕH

a ϕa)⊗ (ϕH
a ϕa) ≤ (Naβmax)

4, (31)
for xH

a Fxa, we utilize the same method to convert,

xa
HFxa ≤ λf̃

2
ϕH

a ϕa + ℜ{ϕH
a f̃}+ a5 + a6, (32)

where f ≜ 2(F− λfIN2)xas = vec{F̃}, F̃ is reshaped by f ,

and F̄
∆
=

[
ℜ{F̃} ℑ{F̃}
ℑ{F̃} −ℜ{F̃}

]
,

a5 ≜ λf(Naβmax)
4 + xH

as(λfIN2 − F)xas,
a6 ≜ −ϕ̄

T
asF̄

T ϕ̄as + λf̃ϕ̄
T
asϕ̄as,

λf̃ is the maximum eigenvalue of Hessian matrix (F̄+ F̄T ),
λf = Tr{F}, f̃ ≜ U(F̄+ F̄T − λfI2N )ϕ̄as.

As a result, we can obtain the upper bound of P ris as

P ris
1 =ϕH

a Kϕa +
λf̃

2
ϕH

a ϕa + ℜ{ϕH
a f̃}+ a5 + a6. (33)

where K̃ ≜ K+
λf̃

2 IN . The communication SINR constraint
(10d) can be converted into√

1 + Γk |ãk(ϕ)| ≥
√
Γk

∥∥∥b̃k(ϕ)
∥∥∥
2
,∀k, (34)

where
ãk(ϕ) ≜ hH

bu,kck + hH
ru,kdiag(Hbrck)ϕ, (35a)

b̃k(ϕ) ≜

 ak +BH
k ϕ

ok +PH
k ϕ

σrisdiag{hru,k}ϕ
σk

 , (35b)

ak ≜
[
hH
bu,kc1 · · · hH

bu,kcK
]H

, (35c)

Bk ≜ [diag{Hbrc1}hru,k · · · diag{HbrcM}hru,k] , (35d)

ok ≜
[
hH
bu,ks1 · · · hH

bu,ksM
]H

, (35e)

Pk ≜ [diag{Hbrs1}hru,k · · · diag{HbrsM}hru,k] . (35f)
Therefore, the optimization for updating ϕ is reformulated as

P4 min
ϕ,ϕa

ϕHẼϕ+ ℜ{ϕH l̃} (36a)

s.t. P ris
1 ≤ P ris

max, (34). (36b)
The constraint on the variable q is discrete. Then for simplicity
in solving, q is continuously relaxed to 0 ≤ qn ≤ 1,∀n.
Futher, to facilitate the calculation, we use a fractional expres-
sion to represent each element of q, which is shown in (37b),
where mn is 0 or 1, ρ is a constant regulator. The separate
cases of mn = 0, qn = 0, while mn = 1, qn = 1, represent
passive and active mode of RIS, respectively. The continuous
conversions of (10f) and (10g) can be obtained as

0 ≤ |ϕn| (1− qn) ≤ 1, 0 ≤ |ϕn| qn ≤ βmax, (37a)

qn =
mn

1 + ρ(1−mn)
,mn ∈ [0, 1], ∀n ∈ {1, . . . , N}. (37b)

Notice that, constraint (37b) is an equality constraint which
is not easily handled by optimization solvers. We transform
it slightly while multiply it with a penalty factor η, and then
added the penalty term to the objective function. Consequently,
the optimization for updating q can be reformulated as

P5 min
q

ϕHẼϕ+ ℜ{ϕH l̃}+ η

N∑
n=1

((ρ+ 1)− ρmn)qn −mn

(38a)
s.t. P ris

1 ≤ P ris
max, (34), (37a). (38b)

P4 and P5 is a convex problem, and thus convex optimization
tools can be used to obtain the solution, and an alternating
iterative approach is employed within this sub-problem by op-
timizing one variable while holding another variable constant.

IV. SIMULATION RESULTS

In this section, we provide simulation results to demonstrate
the advancement of the proposed hybrid RIS-assisted ISAC
scheme and the effectiveness of the developed joint design
algorithm. We set the number of BS antenna to M = 4,
the number of CUs to K = 2, and the noise powers as
σ2
k = −70dBm, σ2

ris = −63dBm, ∀k, and the RCS as
ς2 = 1. We assume that the ISAC BS is equipped with
uniform linear arrays (ULAs). We utilize a typical distance
dependent path-loss model: PL(d) = C0(d0/d)

ι, the distances
for the BS-RIS, RIS-CUs and BS-CUs links are set as 10m,
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Fig. 2: (a) Radar SNR versus PBS
max : P ris

max = −3dB, N = 6,Γ = 10dB. (b) Radar SNR versus Γ: PBS
max = 0dB, P ris

max = −2dB, N =
6,Γ = 10dB. (c) Radar SNR versus N : PBS

max = 0dB, P ris
max = −3dB,Γ = 10dB.

20m, and 30m, with path-loss exponents of 2.7, 2.8, and 3.0,
respectively. The reflected signals from the target to the CUs
are disregarded due to severe channel fading. In addition,
the channels of the BS-CUs and RIS-CUs links follow the
Rayleigh fading model, while the others are LoS.

The radar SNR versus the transmit power budget is first
presented in Fig. 2 (a). In order to verify the effectiveness of
the proposed hybrid RIS-assisted ISAC scheme, we include
the passive RIS-assisted ISAC scheme and the pure active
RIS-assisted scheme, with upper limits of the amplification
coefficients set at 2 and 5, respectively, for comparison. The
transmit power for the passive RIS case is set as Pmax

BS +Pmax
ris .

The amplification factor of the active RIS is positively corre-
lated with the SNR of the radar system. This implies that an
increase in the amplification factor leads to a corresponding
enhancement in the SNR. The proposed approach is observed
to achieve a remarkable improvement in performance com-
pared to the other scheme.

Fig. 2 (b) depicts the radar SNR versus SINR threshold.
Improved communication performance with users can lead to
a reduction in detection performance, revealing the trade-off
between radar and communication performance. The hybrid
RIS-assisted scheme proposed in this work demonstrates an
approximate 1 dB improvement in performance compared to
the performance of the RIS-assisted ISAC scheme.

The radar SNR versus the number of reflection elements N
is illustrated in Fig. 2 (c), in accordance with our expectations,
the radar SNR increases with the growth in the number of
reflecting elements since it provides more DoFs to manipulate
wireless environment. In the βmax = 2 scheme, the hybrid
approach achieves an average performance improvement of
1.2 dB compared to the active approach. In the βmax = 5
scheme, the hybrid approach achieves an average performance
improvement of 1.1 dB compared to the active approach in
terms of performance.

V. CONCLUSIONS

In this paper, we investigated joint beamforming and mode
selection design for the hybrid RIS assisted ISAC system. The
SNR of the radar echo signal was maximized under each CU
SINR constraint, the transmit power constraint, the hybrid

RIS power constraint, and the unit modulus restriction on
the reflecting coefficients. An efficient algorithm based on
BCD methods was developed to convert the resulting non-
convex problem into several tractable sub-problems and then
iteratively solve them. The simulation results demonstrated the
benefits of integrating mode-selective hybrid RIS into ISAC
systems, while validated the efficacy of our proposed method.
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