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H I G H L I G H T S  

• A dynamic market competition model for prosumer aggregation. 
• The solution state for the market to reach equilibrium is unique. 
• A graph-based algorithm for the market model with edge computing. 
• A proposed algorithm with a linear convergence rate.  
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A B S T R A C T   

Electricity management systems are experiencing significant challenges due to the increased penetration of 
distributed energy resources. Electricity flows in distribution networks are transforming from unidirectional to 
bi-directional form. Consumers are transitioning to prosumers with different characteristics, where they take 
more active roles in electricity generation and consumption. Aggregators are vital financial intermediary agents 
in the power system transitions, as they could aggregate energy profiles of prosumers. The market competition 
between aggregators and interactions between prosumers and aggregators are complex and dynamic, which 
requires a holistic framework to model the market competition. This paper proposes an intelligent aggregation 
framework with edge computing, enabling decentralized competition for multiple aggregators and prosumers, 
which can be solved with a graph-based consensus algorithm. This study mathematically proves the proposed 
algorithm’s convergence guarantee and convergence rate. In addition, the proposed framework is applied to an 
open-source dataset to demonstrate its applicability. Lastly, a benchmark analysis is conducted to show that the 
proposed algorithm has better communication complexity than the benchmark algorithms.   

1. Introduction 

Electricity services are undergoing fundamental transitions on two 
fronts: penetration of distributed energy resources (DER) and decen-
tralized decision-making with the Internet of Things (IoT). As shown in 
Fig. 1, the increasing penetration of DER units on low and medium- 
voltage networks transformed how electricity is generated, trans-
mitted, and consumed [1]. Users in the power system are divided into 
two types, consumer and prosumer. Users without DER units are 
regarded as consumers as they can only purchase electricity from the 
electricity retailers and consume it. The electricity company in Fig. 1 
includes distribution system operators, service providers, and retailers 

[2]. On the contrary, users with DER units are regarded as prosumers 
because they can produce electricity for self-consumption or export. 

Major forms of DER include solar photovoltaics (PV), wind turbines, 
as well as electric vehicles (EVs) when vehicle-to-grid technologies are 
considered [3,4]. Such DER technologies enable users to produce elec-
tricity for self-consumption and sell the excess electricity to peers or 
upstream electric companies, i.e., becoming so-called prosumers. As a 
result, the electricity flow is no longer unidirectional but bidirectional. 

Apart from the rise in DER penetration, the growing popularity of IoT 
technologies enables entities in the power system to communicate with 
each other through bidirectional information flow [5]. For example, 
prosumers not only can communicate with electric companies, but also 
communicate with peers via the Internet. More importantly, IoT 
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technologies provide computation resources to users, enabling local 
data processing and storage. The computational ability provided by IoT 
technologies makes edge computing [6] an emerging computation 
technique in the energy system. Edge computing can provide low- 
latency communication, which is crucial for decentralized decision- 
making [7]. 

The decentralization of electricity generation and decision-making 
spawned novel approaches for prosumers to participate in electricity 

markets. There are two pathways for prosumers to trade surplus elec-
tricity: 1) selling excess electricity to local consumers. 2) selling aggre-
gated excess electricity to the upstream grid, which is connected with 
prosumers. The first trading pathway is called peer-to-peer (P2P) 
trading, and the second pathway is called virtual power plant (VPP). P2P 
sharing systems enable prosumers to negotiate electricity prices with 
peers within the community, then trade electricity and flexibility ser-
vices through the negotiated contracts [8]. The negotiated price is also 

Nomenclature 

Acronyms 
DER Distributed energy resources 
IoT Internet of Things 
PV Photovoltaics 
EV Electric vehicle 
MLMFG Multi‑leader-multi-follower game 
VPP Virtual power plant 

Constants 
A Constant in battery degradation model [− ] 
R Gas constant [J/(mol*K)] 
T Environment temperature [K] 
λpro,ask

i,j Aggregatori’s bidding price to prosumerj [£/kWh] 
β Activation energy coefficient [− ] 
γ Fixed-cost coefficient [£/kWh] 
z Power law factor [− ] 

Variables 
xi,j Volume of electricity that prosumerj decides to sell to 

aggregatori [kWh] 
λDA,bid

i Aggregatori’s bidding price at the day-ahead market 
[£/kWh] 

λpro,ask
i,j Aggregatori’s bidding price to prosumerj [£/kWh] 

c Number of battery cycles from the initial state of the 
battery 

μx, μz Langrangian multipliers for inequality constraints [− ] 

Functions 
Fi(x), Gi(z) Indicator functions [− ] 
L0(x, z, μx, μz, λ) Lagrangian function [− ] 
Vk( • ) Lyapunov function of the optimization problem [− ] 

Indices and sets 
l N-dimensional identity vector 
χ Closed convex feasible sets of trading electricity matrix 
Λ Closed convex feasible sets of asking price matrix 
Ca,Db Convex feasibility sets 
V Set of nodes on a graph 
E Set of the edges on a graph  

Fig. 1. Power system transitions. (a) schematic drawing of the unidirectional power flow with consumers under the current power system structure; (b) schematic 
drawing of bidirectional power flow with prosumers for future power system structure. 
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named as domestic price, which is usually set lower than retail prices to 
encourage electricity sharing [2]. VPP is a framework to coordinate and 
export excess local electricity from prosumers beyond local communities 
to a list of regional electricity markets, including futures and forward 
markets, day-ahead markets, ancillary markets, intraday markets, and 
real-time balancing markets [9–14]. Such a framework allows VPPs to 
balance the electricity grids in multiple time scales, ranging from sub- 
hourly (real-time balancing market) to monthly or yearly (futures and 
forward market) [15]. VPP schemes are hierarchical aggregation man-
agement processes that coordinate clusters of DER units to profit from 
participating in the electricity market. VPP schemes can integrate EV 
load management, such as energy storage and controllable loads, into 
system coordination through Vehicle-to-Grid (V2G) services [15]. 

The maximization problem of VPP is formulated as an economic 
dispatch problem where the objective function is the total expected in-
come in a given time period. In addition, the economic dispatch prob-
lems are subject to a list of constraints [16], such as energy balance 
constraints, production unit constraints (output limit and ramp limit), 
and transmission network constraints. To solve the constrained eco-
nomic dispatch problem, the current VPP management scheme utilizes 
various optimization techniques, such as linear programming (LP) 
[17,18], mixed-integer linear programming (MILP) [19–21], nonlinear 
programming (NLP) [22,23], and mixed-integer nonlinear programming 
(MINLP) [24,25]. These studies in electricity aggregation are designed 
in centralized architectures, where DER owners need to grant aggrega-
tion operators access to their assets. Such a centralized decision-making 
architecture requires a central computing unit to collect operational 
statuses from DERs and provide operational instructions based on 
optimization results [20,22]. By comparison, a decentralized architec-
ture enables DER owners not to share the operational access with the 

aggregator operators to preserve data privacy, e.g., system specifications 
and detailed operation status. The next section reviews the state-of-art 
literature on privacy-preserving aggregation. 

1.1. Motivation 

Aggregators are virtual intermediaries representing prosumers in the 
electricity service markets [26]. Obi, Slay, and Bass [27] provided a 
detailed review of the viable grid services aggregators can provide. The 
grid services include asset aggregation, dispatch standby generation, 
and ancillary services. The business models of aggregators are built on 
providing the above-mentioned services [28]. Iria et al. [29] proposed a 
privacy-preserving bidding strategy for an aggregator to bid in the day- 
ahead market. The bidding strategy is designed to ensure the security of 
the distribution network. The bidding strategy is obtained by applying 
the alternating direction method of multipliers (ADMM). Shomalzadh, 
Scherpen, and Camlibel [30] also research the optimal bidding of an 
aggregator in the day-ahead market with detailed proof of the convex bi- 
level problem. Apart from the research above, the game theory formu-
lation has recently gained popularity in aggregation research, particu-
larly the multi‑leader-multi-follower game (MLMFG). 

The MLMFG [31] models are well suited to formulate the dynamic 
market interaction in energy markets. MLMFG is a game theory model to 
compromise among multiple interacting decision units and competition 
among decision-makers of multiple hierarchical systems. A collection of 
players at the upper-level compete in a Nash game [32] constrained by 
the equilibrium conditions of another Nash game at the lower level. The 
players in the upper- and lower-levels are called leaders and followers, 
respectively. The optimal strategies of the leaders are determined based 
on the conjectured reactions of the followers. In 2020, Xiao et al. [33] 

M

N

Fig. 2. Intelligent aggregation architecture.  
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used the MLMFG model to propose a privacy-preserving aggregation 
framework to participate in the day-ahead market, where aggregated 
prosumers are the leaders and end-users are followers. The game model 
is formulated as MILP. In 2023, Hong et al. [34] adopted the MLMFG 
model to consider the optimal aggregation in both the day-ahead market 
and the local electricity market, and the diagonalisation algorithm sol-
ves the game model. Thus, the MLMFG is an applicable methodology to 
model the prosumer aggregation process. 

1.2. Contributions 

In terms of solving the electricity aggregation MLMFG model, edge 
computing emerges as a viable technological pathway to solve the model 
with the penetration of IoT technology because edge computing offers 
the ability to implement a fully decentralized optimization algorithm 
with low communication latency. A systematic framework is needed to 
implement the consensus algorithm with edge computing to solve the 
MLMFG model. However, to the best of the authors’ knowledge, no 
similar research has been reported yet. Thus, the contribution of this 
study is summarized as follows: 

• Proposed an intelligent aggregation framework, i.e., a multi- 
aggregator MLMFG model, which can be solved by a novel graph- 
based consensus algorithm. The multi-aggregator MLMFG model has 
been proven with the existence and uniqueness of the solution to the 
model. The novel graph-based consensus algorithm has been proven to 
converge with a linear convergence rate. 

• Demonstrated the applicability of the proposed intelligent ag-
gregation framework in a case study. The proposed algorithm is also 
compared with state-of-the-art algorithms using benchmark analysis. 
The proposed algorithm has less communication complexity than the 
state-of-the-art algorithms. 

1.3. Paper organization 

The rest of the paper is organized as follows: Section 2 explains the 
mathematical formulation of the intelligent aggregation framework. 
Section 3 provides the simulation results of the proposed framework and 
algorithm. Section 4 concludes the study and provides future research 
directions. 

2. Intelligent aggregation framework 

The proposed decentralized intelligent aggregation framework is 
shown in Fig. 2. In the proposed framework, a prosumer is regarded as a 
household with ownership of the DER units. Each prosumer is assumed 
to have the computational ability in a standalone decision-making 
module, such as edge computing embedded smart meters [35]. The 
prosumers and aggregators are able to send bidding and asking signals to 
each other through internet protocols. The Distribution System Operator 
(DSO) also broadcasts the network constraints to the aggregators as well 
as prosumers. 

During market interactions, a prosumer cooperates with other pro-
sumers to maximize the joint welfare of the prosumers. In the meantime, 
an aggregator competes with other aggregators to maximize the ex-
pected utility by changing to the asking price (also referred to as the 
offer price). Thus, such optimization problems are a bi-level optimiza-
tion problem of a MLMFG. The MLMFG model can be subsequently 
solved by the proposed graph-based consensus algorithm. The optimized 
result implies the fact that both levels of the market reach equilibrium at 
the same time. Hence, the system reaches a co-equilibrium state. It 
should be noted that aggregators are responsible for two stages of 

actions, where aggregators first accumulate electricity from prosumers 
and then sell it to the wholesale market. 

2.1. Bi-level market equilibrium model 

The market interactions during the aggregation process can be 
divided into two games: an upper-level game, in which aggregators 
participate, and a lower-level game, in which prosumers participate. In 
the case of the aggregation process, the leaders are aggregators, while 
the followers are prosumers. Knowing the optimal strategy of the 
aggregators, prosumers compute the optimal strategy of their parame-
terized Nash game, which can differ from the aggregators’ conjecture in 
case of multiplicity of the solutions of the prosumer’ game. 

2.1.1. MLMFG formulation 
In the game theory formulation of MLMFG, the upper-level game 

among leaders can be expressed as [36]: 

min

ei
Fi(ei, e− i, y)

s.t.ei ∈ Ei

(1) 

All leaders ∀i = 1,2…,M aim to solve the optimization problem 
represented by optimization problem (1). Fi( • ) is the utility function for 
leaderi, and Ei is the feasible set of leaderi’s strategy ei. The optimal 
strategy e*

i depends on the strategies of other leaders in the upper-level 
game, where the strategies of other leaders are denoted as 
e− i := [e1, e2,…, ei− 1, ei+1,…, eM]. 

The lower-level game among followers can be expressed as [36]: 

min

yj
θj

(
yj, y− j, e

)

s.t.yj ∈ Yj(e)

(2) 

All followers ∀j = 1,2…,N aim to solve the optimization problem 
represented by optimization problem (2). θj( • ) is the utility function for 
followerj. Yj is the feasible set of followerj’s strategy yj. The optimal 
strategy of followerj depends on the strategies of other followers in the 
lower-level game. The strategies of other followers are denoted as 

y− i :=
[
y1, y2,…, yj− 1, yj+1,…, yN

]
. It should be noted that the followers’ 

objective functions and feasible sets depend on the leaders’ strategies 
vector e. The following Section 2.1.2 explains the formulation of the bi- 
level market co-equilibrium model based on MLMFG. 

2.1.2. Bi-level market co-equilibrium model 
This study proposes a unified bi-level market co-equilibrium model 

for decentralized intelligent multi-party aggregation with DER-enabled 
prosumers. The co-equilibrium model is proposed for a distribution 
network with M aggregators and N prosumers. The volume of electricity 
that prosumerj decides to sell to aggregatori is denoted as xi,j. The volume 
of electricity xi,j can be expressed as a set 
{
xi,j|x ∈ ℝ, i = 1, 2,…,M; j = 1, 2…,N

}
. This trading volume of elec-

tricity in the distribution network forms a real-valued matrix of X ∈

ℝM×N. The volume of electricity that aggregatori receives is denoted xi,* =
[
xi,1, xi,2,…xi,N

]T , which is the ith column vector of matrix X. The volume 
of electricity that prosumerj decides to sell is denoted as x*,j =
[
x1,j, x2,j,…xM,j

]
, which is the jth row vector of X. 

The business model of aggregators is important because it reflects the 
motivations behind aggregators’ desire to facilitate electricity aggrega-
tion. In the proposed market model, aggregators’ revenue accrues when 
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they sell aggregated electricity in the day-ahead market at the current 
day-ahead price. It is also important to consider the cost of aggregation. 
This study assumes that the aggregators are the price-takers of the day- 
ahead market, which means aggregators’ decisions do not affect the day- 
ahead market price. The aggregation cost should consider two compo-
nents: variable cost and fixed cost [37]. As a result, the utility function of 
aggregators is formulated as Eq. (3): 

arg max
λpro

i,j ,

∑N

j=1

(
λDA,bid

i − λpro,ask
i,j − γ

)
xi,j, i = 1, 2,…M (3)  

s.t.λpro,ask
i,j ≤ λpro,ask

i,j ≤ λpro,ask
i,j , (3.a) 

where λDA,bid
i is the aggregators’ bidding price at the day-ahead 

market, making λDA,bid
i xi,j the revenue for aggregating xi,j amount of 

electricity. The decision variable λpro,ask
i,j is the asking price of aggregatori 

promise to pay prosumerj, which makes λpro,ask
i,j xi,j the variable cost of 

aggregators. The fixed cost component is parameterized by a fixed-cost 
coefficient γ. Apart from the utility function, the optimization problem 
of aggregators also includes the constraint (3.a). λpro,ask

i,j and λpro,ask
i,j are the 

lower and upper bound for the asking price at the prosumer-aggregator 
market to ensure the profitability of aggregators and prevent excess 
profits. The price bounds are pre-determined by the regulatory body to 
ensure the competitiveness of the market. 

Eq. (4) indicates the utility function of the prosumer which consists 
of three terms. The first term λpro

i,j x*,j represents the payments received 
from aggregators, which is the revenue for prosumers. On the other 
hand, this study treats battery degradation as utility loss for prosumers 
to participate in aggregations. The battery degradation model is based 
on the power law model in [38]. 

arg max
x*,j

∑M

i=1
λpro

i,j x*,j − l
TAe

(
βx*,j
RT

)

cz

+ xT
*,j

∂Ae

(
βx*,j
RT

)

cz

∂xi,j
, j = 1, 2,…N (4)  

s.t.x*,j ≤ x*,j (4.a)  

xDA
i,* ≤ xi,* ≤ xnetwork

i,* , (4.b)  

where A is a constant. R and T are the gas constant and temperature, 
respectively. β is the activation energy coefficient. c is the number of 
battery cycles from the initial state of the battery. z is the power law 
factor. The third term is a first-order utility derivative term to ensure the 
convergence of the game. The optimization problem of prosumers also 
includes the constraint (4.a) and (4.b). Constraint (4.a) is the maximum 
battery discharge rate, and it indicates the upper bound of x*,j. 
Constraint (4.a) can be treated as the row-wise constraint on the trading 
electricity matrix X. In addition, the trading electricity matrix X is 
bounded column-wise by the xDA

i,* , the minimum bidding size at the DA 

market, and xnetwork
i,* , the network constraint is informed by the distri-

bution system operator. The proof of the market co-equilibrium model is 
explained in Appendix A. Market Equilibrium Proof. 

2.2. Solving the bi-level model with a graph-based consensus algorithm 

In this section, we propose a novel graph-based consensus algorithm 
to solve the intelligent aggregation problem with inequality constraints. 
Section 2.2.1 explains how the proposed algorithm considers inequality 
constraints. Section 2.2.2 describes how the proposed algorithm oper-
ates on a graph. 

2.2.1. Considering inequality constraints 
Since the standard version of ADMM is only suitable for decompos-

able convex problems with equality constraints, in order to deal with 
optimization problems with inequality constraints, the ADMM algo-
rithm is modified so that it can solve distributed optimization problems 
with both equality and inequality constraints. 

minf(x) + g(z)

s.t.Ax + Bz = c
Fi(x) ≤ 0 i = 1, 2,…,p

Gi(z) ≤ 0 i = 1, 2,…,q

(5) 

Modified optimization problem (5) has variables x ∈ ℝn and z ∈ ℝm, 
where A ∈ ℝp×n, x ∈ ℝp×m, and c ∈ ℝp. Note that there are countable 
convex inequalities that constrain the feasible set of decision vectors x 
and z. The Fi(x) and Gi(z) are extended-value indicator functions, which 
are equivalent to: 

Fʹ
i(x) =

{
0, Fi ≤ 0
∞, Fi > 0 , i = 1, 2,…, p (6)  

Gʹ
i(z) =

{
0, Gi ≤ 0
∞, Gi > 0 , i = 1,2,…, q (7)  

where Fí : ℝn→ℝ ∪ ∞ and Gí : ℝn→ℝ ∪ ∞ are closed, proper and convex. 
The Lagrangian function of the reconstructed form is: 

L0(x, z, μx, μz, λ) = f(x) + g(z) + ρ
/

2
(
⃦
⃦F’

1(x)
⃦
⃦2

+
⃦
⃦F’

2(x)
⃦
⃦2

+ …

+

⃦
⃦
⃦F’

p(x)
⃦
⃦
⃦

2
)

+ 〈μxF’(x) 〉 + ρ
/

2
(
⃦
⃦G’

1(z)
⃦
⃦2

+
⃦
⃦G’

2(z)
⃦
⃦2

+ … +

⃦
⃦
⃦G’

q(z)
⃦
⃦
⃦

2
)

+ 〈μzG’(z) 〉

+ ρ
/

2
(
‖Ax + Bz − c‖2

+ 〈λAx + Bz − c〉
)

(8) 

For Eq. (8), Fʹ( • ) =
[
Fʹ

1( • ) , Fʹ
2( • ) ,…, Fʹ

p( • )
]

and Gʹ( • ) =
[
Gʹ

1( •

) ,Gʹ
2( • ) ,…,Gʹ

q( • )
]

are the gradient of extended-value indicator 

functions Fi(x) and Gi(z). μx =
[
μx

1, μx
2,…, μx

p

]
and μz =

[
μy

1, μ
y
2,…, μy

q

]
are 

Langrangian multipliers for inequality constraints. λ is the Langrangian 
multiplier for equality constraint. Then, the iterative body of ADMM is 
shown as below: 

xk+1 = argmin
(
x, zk, μk

x, μk
z , λ

k) (9.a)  

zk+1 = argmin
(
xk+1, z, μk

x, μk
z , λ

k) (9.b)  

μk+1
x = μk

x + ρFʹ( xk+1) (9.c)  

μk+1
z = μk

z + ρGʹ( zk+1) (9.d)  

λk+1 = λk + ρ(Ax+Bz − c) (9.e) 

However, there is a problem with the gradient of indicator functions 
of 
⃦
⃦Fʹ

i(x)
⃦
⃦2 and 

⃦
⃦Gʹ

i(z)
⃦
⃦2. Due to the property of a normal cone, it is not 

possible to get sets of subdifferentials of the group of indicator functions. 
The extend-value indicator functions can be approximated to obtain 
gradients: 

Fʹ
i(x) = max(0, Fi(x)m

), i = 1,2,…, p (10)  

Gʹ
i(x) = max(0,Gi(x)m

), i = 1,2,…, q (11) 
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Then the difference of the function is solvable, the desired solution of 
the ADMM functions can be solved in the following sub sections. 

2.2.2. Convergence analysis 
On the analysis that ADMM can be equivalent to the Lyapunov 

function in analytical optimization [39] with a similar approach as [40]: 

Vk =
1
ρ
⃦
⃦μ*

x − μk
x

⃦
⃦2

+
1
ρ
⃦
⃦μ*

z − μk
z

⃦
⃦2

+
1
ρ
⃦
⃦λ* − λk⃦⃦2

+ ρ
⃦
⃦Bzk+1 − Bz

⃦
⃦2
, (12)  

where k is the iteration time. When k→∞, the parameter 
(
μk

x, μk
z , λ

k,
)

shows an incrementally stable behavior. 

Theorem 1. The duality theory claims that the relationship between primal 
solution the solution of dual problems: 

L0
(
x, z, μ*

x, μ*
z , λ

*) ≥ L0
(
x*, z*, μ*

x, μ*
z , λ*) (13)  

where L0 is the Lagrangian function and x*, z* is the solution of 
primal. 

Theorem 2. The Theorem 2 states primal feasibility and convergence 
of the primal objective function value: 

limit
k→∞ rk

g = 0, (14.a)  

limit
k→∞ rk

h = 0, (14.b)  

limit
k→∞ fk = f *, (14.c)  

limit
k→∞ gk = g*, (14.d)  

where rg := Fí(x) and rh := Ax+ Bz − c. The convergence of ADMM 

needs to be identified when inequality constraints are involved, the 
proof can be obtained through some lemmas. The proof is sketched as 
below, while similar lemmas without inequality constrains can be found 
in the appendix of [39]. 

Lemma 1. The dual variables μk
x, μk

z are non-negative for all iterations, i. 
e., it holds that μk

x ≥ 0 and μk
z ≥ 0 for all k ∈ ℕ.

Lemma 2. The difference between the optimal objective function value and 
its value at the (k + 1)thiterate can be bounded as: 

f(x*)+ g(z*) − f
(
xk+1)+ g

(
zk+1) ≤

〈
μ*

x, r
k
g

〉
+
〈
λ*,Axk+1 +Bzk+1 − c

〉

(15)   

Lemma 3. The difference between the value of the objective function 
at the (k + 1)th iterate and its optimal value can be bounded by linear 
form of μ,λ,ρ.

Lemma 4. The absolute convergence of Lyapunov function Eq. (12): 
{
∑∞

k=0

(⃦
⃦μ*

x − μk
x

⃦
⃦w

+
⃦
⃦μ*

z − μk
x

⃦
⃦2

+
⃦
⃦λ* − λk⃦⃦2

+ ρ
⃦
⃦Bzk+1 − Bz

⃦
⃦2
)
}

≤
∑∞

k=0

(
Vk − Vk+1) ≤ V0 (16)  

The hold of Lemma 4 can be obtained from the first three lemmas. 
The convergence of value ensures the convergence of ADMM with 
inequalities. 

2.2.3. The graph-based ADMM consensus algorithm 
The communication networks can be understood as an undirected 

graph g(V,E ), where V = {1,2,…,P} is the set of nodes and E ∈ V × V 
is the set of edges. The cardinality of this set is represented by P and E. 
An edge is defined as (i, j) ∈ E , indicating that nodes i and j can share 
information. The cardinality of P is denoted as ∣P∣. To construct the 
desired graph, each prosumer is assumed only to be connected with their 
neighboring prosumers within a certain distance because long-distance 
communication can be energy-consuming. The system optimization ef-
ficiency can be improved by following a Hamiltonian path, which is a 
path that visits each vertex exactly once [41]. The existence of a 
Hamiltonian path in a graph can be checked with a polynomial time, 
which is also known as the Non-deterministic Polynomial complete 
problem [42]. In a prosumer-aggregator network, the graph-based 
consensus algorithm searches this path on the constructed graph, and 
the shortest Hamiltonian is employed to update the agents’ utility 
functions to minimize energy consumption. 

Once finding the shortest Hamiltonian path in the path, each node 
with its neighbors can be constructed as a subgraph, and then there will 
be ∣P∣ subgraphs in the system. Two adjacent nodes in a subgraph can 
share information. When prosumers are equipped with edge computing 
units, the solution of the matrix X can be stored locally. Previous re-
searchers [43,44] have proved that the optimization in a subgraph can 
reach a global equilibrium. In the optimization process, a node with 
updated information will share information with its neighbors, and then 
using the graph-based ADMM algorithm can completely decentralize the 
process. The starting point of the traversal can be any node in the 
Hamiltonian path. The co-equilibria point of the lower-level game in the 
graph-based method [44–46] can be defined as follows: 

Fig. 3. Schematic diagram of the graph-based consensus algorithm.  
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min

xi,*

∑

p∈[n]

fj

(
xp

*,j, x
p
*,− j

)
,

s.t.I ⊗ X = Y,

s.t.
[
xj

*,j, x
j
*,− j

]
= Yj,

(17) 

where ⊗ is the Kronecker product. I indicated the connection of 
subgraphs. In each iteration of the lower-level game, the optimization 

step x(p+1)
*,j =

arg min
x*,j

L0

(
x*,j, μ(p)

x , μ(p)
z , λ(p)

)
is conducted, and updated 

results will be shared with the connected nodes. After each cyclic iter-
ation in the Hamiltonian path, the matrix X will be delivered to the 
aggregators. The aggregator will compete to maximize its own utility in 
Eq. (3). The optimization iteration will continue until the game achieves 
an equilibrium point. The details of the graph-based ADMM algorithm 
are demonstrated with the pseudocode shown in Algorithm 1. 

Algorithm 1. Graph-based consensus ADMM.  

Fig. 3 shows a schematic drawing of the proposed graph-based 
consensus algorithm. Once the Hamiltonian path is constructed, a 
node with two adjacent nodes can form a sub-graph to share the trading 

volume information through the private communication link (yellow 
dash line). For example, node 5, with neighboring node 4 and node 6, 
constructs a subgraph. Fig. 4 shows prosumers sequentially updating the 
x*,j along the Hamiltonian path (from left to right) with the progression 
of iteration steps (from top to bottom). 

2.2.4. Convergence rate analysis 
This section proves that the convergence rate of the proposed algo-

rithm is linear. 
Proof. 
When step k is sufficiently large: 

∂μk
x,j

(
IDb

(
xk

*,j

))

∂xi,j
+

∂ ρ
2

⃒
⃒
⃒

⃒
⃒
⃒IDb

(
xk

*,j

) ⃒
⃒
⃒

⃒
⃒
⃒

∂xi,j
+

∂μk+1
z,i

(
ICa

(
xk

i,*

))

∂xi,j
= 0

ICa

(
xk

i,*

)
, a = 1, 2,…A

IDb

(
xk

*,j

)
, b = 1,2,…

(18) 

Eq. (18) indicates the constraints for both levels can be satisfied 

when the step k is sufficiently large. By applying convexity of − f
(

x*
i,j

)

and Eq. (A.16), it can be obtained that: 

Fig. 4. Iteration details of the proposed algorithm.  

= 1,…

, = 1,… , = 1, … , ; ← 0

∑ ( ( ,∗
+1
) − ( ,∗)) <

’

∑ ( ( ,∗
+1
) − ( ,∗))

← + 1

,∗
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∑M

i=1

∑N

j=1
f
(

x*
i,j

)
≥

⎧
⎨

⎩

∑M

i=1

∑N

j=1
f
(

xk
i,j

)
+
∑M

i=1

∑N

j=1

∂fi,j

(
xk

i,j

)

∂xi,j

(
x*

i,j − xk
i,j

)
+

1
2
∑M

i=1

×
∑N

j=1
γ
(

x*
i,j − xk

i,j

)2

⎫
⎬

⎭

(19)  

where γ is a positive constant. The corresponding feasible constraints of 
both sides can be added to both sides, which yields Augmented Lagrange 
functions. The Augmented Lagrange function is the sum of all pro-
sumers. By applying the Augmented Lagrange function in Eq. (A.16), it 
can be obtained that: 

L
(

x*
*,j, μ*

x, μ*
z , λ

*
)
≥ L
(

xk
*,j, μk

x, μk
z , λ

k
)

+
1
2

γ
⃦
⃦x* − xk

⃦
⃦2

+ l
T
∇xL

(
xk

*,j, μk
x, μk

z , λk
)(

x*
i,j − xk

i,j

)
l

(20)  

with 

L
(
x, z, μ*

x, μ*
z , λ

*) ≥ L
(
x*, z*, μ*

x, μ*
z , λ

*) (21) 

Then it can be derived to get: 

L
(
x*, μ*

x, μ*
z , λ

*) ≥ argminx

{

L
(
x, μk

x, μk
z , λ

k)+
1
2

γ
⃦
⃦x − xk

⃦
⃦2

+l
T
∇xL

(
xk, μk

x, μk
z , λ

k)( x − xk)l
(22) 

Fig. 5. LV electric distribution network.  

Table 1 
The day-ahead prices used in the case study.  

Time 1 2 3 4 5 6 7 8 9 10 11 12 

Price 
(£/kWh) 

0.070 0.064 0.067 0.070 0.065 0.060 0.084 0.100 0.103 0.080 0.074 0.072   

Time 13 14 15 16 17 18 19 20 21 22 23 24 

Price 
(£/kWh) 

0.071 0.070 0.064 0.063 0.060 0.077 0.084 0.100 0.095 0.089 0.077 0.07  

Table 2 
The parameters used in the market co-equilibrium model.  

Parameter λpro,ask
i,j λpro,ask

i,j 
xDA

i,* xnetwork
i,* 

R T β γ 

Value 0.04 (£/kWh) 0.04 (£/kWh) 10 kW 200 kW 8.314 (J/mol K) 300.15 K 0.05 (− ) 0.1 (− )  
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Table 3 
The synthetic prosumers data.  

Prosumer id A 
(− ) 

z 
(− ) 

c 
(− ) 

x*,j 

(kWh) 
Prosumer id A 

(− ) 
z 
(− ) 

c 
(− ) 

x*,j 

(kWh) 

1 0.305 0.705 110 7 30 0.193 0.593 590 3.6 
2 0.18 0.58 90 3.6 31 0.323 0.723 250 3.6 
3 0.157 0.557 80 3.6 32 0.102 0.502 630 7 
4 0.311 0.711 330 3.6 33 0.28 0.68 90 3.6 
5 0.24 0.64 450 7 34 0.111 0.511 560 7 
6 0.182 0.582 240 3.6 35 0.108 0.508 640 7 
7 0.266 0.666 130 3.6 36 0.262 0.662 340 7 
8 0.221 0.621 440 7 37 0.203 0.603 530 3.6 
9 0.258 0.658 370 7 38 0.243 0.643 590 3.6 
10 0.137 0.537 380 3.6 39 0.117 0.517 260 3.6 
11 0.109 0.509 460 3.6 40 0.135 0.535 490 7 
12 0.333 0.733 540 7 41 0.253 0.653 540 3.6 
13 0.231 0.631 560 3.6 42 0.191 0.591 100 7 
14 0.334 0.734 150 7 43 0.234 0.634 570 7 
15 0.259 0.659 420 7 44 0.321 0.721 240 3.6 
16 0.167 0.567 70 7 45 0.13 0.53 490 7 
17 0.209 0.609 370 3.6 46 0.197 0.597 520 7 
18 0.259 0.659 630 7 47 0.201 0.601 60 7 
19 0.289 0.689 570 3.6 48 0.194 0.594 400 3.6 
20 0.207 0.607 360 7 49 0.15 0.55 320 7 
21 0.33 0.73 190 7 50 0.181 0.581 340 7 
22 0.139 0.539 190 3.6 51 0.193 0.593 500 3.6 
23 0.142 0.542 490 7 52 0.266 0.666 600 7 
24 0.259 0.659 290 7 53 0.188 0.588 600 3.6 
25 0.249 0.649 560 3.6 54 0.346 0.746 170 7 
26 0.31 0.71 590 3.6 55 0.237 0.637 460 3.6 
27 0.225 0.625 100 7 56 0.182 0.582 140 3.6 
28 0.273 0.673 560 7 57 0.335 0.735 630 7 
29 0.155 0.555 150 7       

Fig. 6. Visualization of information flow in the network graph.  
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Then taking the derivative on the right gives: 
⃦
⃦∇xL

(
xk, μk

x, μk
z , λ

k) ⃦⃦2
2 ≥ 2γ

(
L
(
xk, μk

x, μk
z , λ

k) − L
(
x*, μ*

x, μ*
z , λ

*) ) (23) 

According to the convexity of Lagrangian Eq. (22), after substituting 
the convexity of prosumers’ utility function, Eq. (24) can be derived:   

When k is sufficiently large, Eq. (18) and the Karush–Kuhn–Tucker 
conditions can be applied such that: 

∂L
(
xk+1, μk+1

x , μk+1
z , λk+1)

∂xij

+
∂Lj

(
xk

i,j

)

∂xi,j
−

∂Lj

(
xk+1

i,j

)

∂xi,j
= 0 (25) 

Combining Eqs. (24) and (25) into Eq. (23) yields: 

L
(
xk, μk

x, μk
z , λ

k) ≥ L
(
xk+1, μk+1

x , μk+1
z , λk+1)

+2
γ
k
(
L
(
xk, μk

x, μk
z , λ

k) − L
(
x*, μ*

x, μ*
z , λ*) ) (26) 

Then reformulating Equitation (26) yields: 

L
(
xk+1, μk+1

x , μk+1
z , λk+1) − L

(
x*, μ*

x, μ*
z , λ*)

L
(
xk, μk

x, μk
z , λk) − L

(
x*, μ*

x, μ*
z , λ

*) =
1

1 + 2 γ
k
< 1 (27) 

This allows the assertion that the proposed algorithm has a linear 
convergence rate. 

Fig. 7. Trading volume visualization (a) the trading volumes at 2 am; (b) the trading volumes at 8 am; (c) the trading volumes at 2 pm; (d) the trading volumes at 
8 pm. 

L
(
xk,μk

x,μk
z ,λ

k)≥ L
(
xk+1,μk+1

x ,μk+1
z ,λk+1)+l

T
∇xL

(
xk+1,μk+1

x ,μk+1
z ,λk+1)T ( xk − xk+1)l

≥ L
(
xk+1,μk+1

x ,μk+1
z ,λk+1)+

∑M

i=1

∑N

j=1

(
∂L
( (

xk+1,μk+1
x ,μk+1

z ,λk+1))

∂xij

)

×
1
k

⎛

⎝
∂Lj

(
xk

i,j

)

∂xi,j
−

∂Lj

(
xk+1

i,j

)

∂xi,j

⎞

⎠ (24)   
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3. Intelligent aggregation application 

In this section, the intelligent aggregation architecture is applied 
with an example of a low voltage (LV) to medium voltage (MV) distri-
bution network with synthetic prosumer data. 

3.1. Experiment setup 

This case study is based on the open-source electric network 
benchmark database named Simbench [47]. The Simbench data is 

generated by clustering the publicly available electric network data in 
Germany. We chose an urban LV distribution network benchmark data 
from the Simbench database. The benchmark LV distribution network 
consists of 59 buses, and we modified the bus data to incorporate 57 
hypothetical prosumers with 5 PV units with a 5 kW power rating and 57 
EVs. The modified distribution network is shown in Fig. 5. All EVs are 
assumed to be able to have V2G capabilities. In this example, both PV 
and EV units are modelled as static generators. 

The day-ahead prices used in this case study are obtained from the 
Nord Pool UK day-ahead price [48], shown in Table 1. This study selects 

Fig. 8. Aggregator offer price visualization (a) the offer price at 2 am; (b) the offer price at 8 am; (c) the offer price at 2 pm; (d) the offer price at 8 pm.  

Table 4 
Comparison of the proposed algorithm with the benchmarks.  

Name Communication 
Complexity 

Convergence Rate Privacy Preserving Graph Structure 

Classical ADMM [39] 
O
(

ln
(

1
ϵ

)

.P3
)

Linear No Complete 

Walkman ADMM [45] 
O

(

ln
(

1
ϵ

)

.
Pln3(P)

(1 − ρmax(Q) )
2

)
Linear Yes Random 

RW-ADMM [48] 
O

(

ln
(

1
ϵ

)

.
E2

P
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − ρmax(Q)

√

)
Linear Yes Fixed subgraph 

Proposed algorithm 
O
(

ln
(

1
ϵ

)

.P2
)

Linear Yes Cycle  
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the 2nd, 8th, 14th and 20th hour for the day-ahead market price. Table 2 
shows the parameters used in the market co-equilibrium model, and 
Table 3 shows the detailed case study data for the 57 synthetic prosumers. 

3.2. Results and discussion 

The shortest Hamiltonian communication path was constructed for 
communicating between neighboring prosumers. For demonstration, a 
front-end web2 was developed to show the Hamiltonian communication 
path of 57 prosumers, which can be extended to monitor real-time 
optimization and information flow sharing. Each prosumer can share 
their information with their neighbors in the network graph to reach a 
consensus state. Fig. 6 demonstrates how the information is shared in the 
network graph. The network graph is plotted with the geo-tag data 
provided by Simbench. In Fig. 6(a), the information flow during the 
optimization process is demonstrated, where the nodes in the network 
construct a Hamiltonian path. In Fig.6 (b), subgraphs of node 21 and 
node 30 were highlighted to indicate the information flow. For subgraph 
x21, the trading volume information is passed from node 28. Once node 
21 optimizes the local objective function, the trading volume informa-
tion is passed to node 24. A similar information flow can also be 
observed in the subgraph x30, where node 30 optimizes the information 
provided by node 31. Then, node 30 sends the optimized results to node 
27. 

The result of the aggregation volume of 57 prosumers is shown in 
Fig. 7, which is the optimized result of the trading volume matrix X for 
the lower-level game. There is a considerable trading volume variance 
among prosumers due to the differences in their energy assets. The 
differences include the maximum discharge rating of batteries, as well as 
the health of the batteries. For example, prosumer 37 has an aged bat-
tery (c = 530) and a low battery discharge bound (x*,37=3.6kWh). It is 
worth noting that the trading volume at night is less than that during the 
day, which reflects a reasonable game result, i.e., prosumers tend to sell 
their surplus electricity during the day and charge it at nighttime, 
because electricity prices are usually higher at the daytime. In addition 
to the trading volume, Fig. 8 shows the game result for the upper-level 
game, where each aggregator competes with each other by deter-
mining the aggregation offer price λpro,ask

i,j . It can be seen from the figure 

that the price offered to prosumers varied considerably among aggre-
gators. For instance, aggregator 1, aggregator 2, and aggregator 3 offer 
to pay 0.044, 0.055, 0.043 £/kWh, respectively, to prosumer 52 at 8 am 
to aggregate the electricity. As a result, prosumer 52 receive £0.217 from 
three prosumers. Subsequently, aggregators make £0.092, £0.0914, and 
£0.0919, respectively, to facilitate the aggregation. Thus, aggregators 
are able to profit by providing aggregation facilitation services. In 
addition, the profits of aggregators will increase with more prosumers 
participating in the aggregation process. The following section will 
conduct a benchmark analysis to prove the effectiveness of our proposed 
algorithm. 

3.3. Benchmark analysis 

Table 4 shows the comparison of the proposed algorithm with the 
benchmarks, including Classical ADMM [39], Walkman ADMM [45], 
and RW-ADMM [48]. Following the same notation in section 2.1.2, P,E 
are represented as the total nodes and edges in a graph, where E is an 
integer in the range of [P,P(P − 1) ]. Q is denoted as the edge connection 
matrix, and ρmax(Q) is the largest eigenvalue of the connection matrix. 
According to the proof [49], the multi-block ADMM can achieve a linear 
convergence rate in convex problems. Therefore, basic ADMM and its 
variants can achieve a linear convergence rate. If the bounded error of 
an optimization method with a linear convergence rate is expected to be 

within (0, ϵ), the iteration time is to O
(

ln
(

1
ϵ

))

[50]. The comparison of 

convergence rate between the proposed algorithm and the benchmarks 
is shown in Fig. 9. The proposed algorithm exhibits a linear convergence 
rate consistent with the benchmarks. 

Since all convergence rates are linear, merely measuring the 
convergence rate is not enough. Another criterion for evaluating the 
performance of distributed algorithms is communication complexity 
because graph structures have different communication costs. The graph 
structure can be divided into four types, complete [39], random [45], 
fixed subgraph [48], and cycle [51]. The complete cannot preserve the 
private information of prosumers since all data will be shared. Random, 
fixed subgraphs and cycles can preserve privacy when optimizing. Ac-
cording to the graph theory [51] and computation method in [45], the 
classical ADMM in a complete graph has a communication complexity as 

O
(

ln
(

1
ϵ

)

.P3
)

, with the communication complexity. Walkman ADMM 

Fig. 9. Comparison of convergence rate between the proposed algorithm and the benchmarks.  

2 https://tinyurl.com/3vv8ptzh 
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[45] and RW-ADMM [48] have a better performance, with O

(

ln
(

1
ϵ

)

.

Pln3(P)
(1− ρmax(Q) )

2

)

and O

(

ln
(

1
ϵ

)

. E2

P
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1− ρmax(Q)

√

)

. When Hamiltonian path P is 

cyclic, the 1 − ρmax(Q) = O
(

1 − cos2π
P

)

= O
(

1
P2

)

. In such a situation, 

our method can achieve a communication complexity as O

(

ln
(

1
ϵ

)

.

P̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1− ρmax(Q)

√

)

= O
(

ln
(

1
ϵ

)

.P2
)

according to [45]. When P is large but not 

limited to infinite, our method has lower complexity than the Walkman 
and RW-ADMM. When P is limited to infinite, the Walkman can be more 
communication efficient as lim

P→∞
ln3(P)≪ lim

P→∞
P. For the aggregator trading 

problem in a community, the scale of optimization is usually a limited 
number of prosumers, so our method can be considered more efficient. 

4. Conclusions 

The penetration of DER and IoT technologies is transforming power 
systems’ generation, transmission, consumption, and decision-making. 
The power flow has transitioned to bidirectional rather than unidirec-
tional but hierarchical control has not changed. Moreover, decentralized 
decision-making architecture is emerging to challenge the traditional 
centralized one in order to ensure data privacy and security and to allow 
prosumers to optimize their utility. Thus, this paper proposes an intel-
ligent aggregation architecture to facilitate a more sophisticated energy 
transition. The architecture adopts edge computing technologies to 
compute a MLMFG model with a novel graph-based consensus algo-
rithm. This study proved the existence and uniqueness of the MLMFG 
model and convergence analysis of the proposed algorithm with a sys-
tematic convex approach. In addition, this study examined the appli-
cability of the proposed intelligent aggregation framework on a 
distribution network, where the results showed the competitive game 
relationship among the aggregators. With a benchmark analysis, the 
proposed algorithm is compared with the state-of-the-art algorithm in 

terms of communication complexity, privacy preservation, and 
convergence rate. It is shown that the proposed algorithm has a 

communication complexity of O
(

ln
(

1
ϵ

)

.P2
)

, which means the pro-

posed algorithm performs better than state-of-the-art algorithms in 
terms of communication complexity. 

Future work could focus on inter-temporal decision-making and 
contractual agreement in electricity aggregation. The optimal strategy 
of the aggregation process could consider prosumers’ decisions on 
electricity storage. The prosumers with storage units could store energy 
when the electricity price is low and sell stored electricity when the price 
is high. The optimal strategy requires inter-temporal decision-making. 
Moreover, the contractual agreement between prosumers and aggre-
gators requires further research. In the conventional energy system, the 
contractual agreement of generation, transmission, and distribution are 
centralized by involved companies. In the decentralized energy system, 
the contractual agreements between agents are dynamic and hard to 
enforce. Blockchain technology could be a viable solution to establish 
contractual agreements among decentralized agents. 
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Appendix A. Market Equilibrium Proof 

A.1. The existence and uniqueness of optimal solution 

The existence and uniqueness of the optimal solution ensures that the aggregation process will reach a co-equilibrium state where the utility values 
of both aggregators and prosumers are optimal. χ and Λ are defined as the closed convex feasible sets of aggregate volume matrix X ∈ ℝM×N and ask 
price matrix Λ ∈ ℝM×N, respectively. A point (X*,Λ*) ∈ (χ ,Λ) is the bi-level optimum solution if it can meet the two inequality requirements (A.1) 
simultaneously: 

∑N

j=1

(
λDA,bid

i − λpro,ask*

i,j

)
xi,j >

∑N

j=1

(
λDA,bid

i − λpro,ask
i,j

)
xi,j (A.1)  

∑M

i=1
λpro

i,j x*
*,j − l

TAe

(
βx*

*,j
RT

)

cz

+ l
T∂Ae

(
βx*

*,j
RT

)

cz

∂xi,j
>
∑M

i=1
λpro

i,j x*,j − l
TAe

(
βx*,j
RT

)

cz

+ l
T∂Ae

(
βx*,j
RT

)

cz

∂xi,j 

Before proving the optimal point exists in MLMFG, the following notation is introduced to enhance the readability of the proof. Eq. (A.2) and (A.3) 
represent the second and third terms of the prosumers’ utility functions. Lj

(
x*,j
)

is close and convex with the minimum feasible solution. θj
(
x*,j
)

can be 

regarded as the first-order derivative of Eq. (A.2), θj
(
x*,j
)
=

∂Lj(x*,j)
∂xi,j

. 

Lj
(
x*,j
)
= Ae

(
βx*,j
RT

)

cz

(A.2)  
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θj
(
x*,j
)
=

∂x*,jAe

(
βx*,j
RT

)

cz

∂xi,j
(A.3)  

Assumption 1. The utility function of each prosumer should be satisfied with the Lipschitz gradient continuity. There exists an upper bound value k 
satisfying that: 

∇x*,j

{
∑M

i=1
λpro

i,j xk+1
*,j − l

TLj

(
xk+1

*,j

)
}

− ∇x*,j

{
∑M

i=1
λpro

i,j xk
*,j − l

TLj

(
xk

*,j

)
}

≼k
(

xk+1
*,j − xk

*,j

)
(A.4)  

where ∇x*,j is the first-order differential operator. A≼B means A − B is at least a positive semi-definite matrix. Proof. 

Converting the concave function of the optimization problem represented by (3) and (4) in MLMFG to a convex function can respectively obtain the 
upper-level optimization problem represented by (A.5) and the lower-level optimization problem represented by (A.6). (A.5.a) is a general repre-
sentation of the constraints of aggregators (3.a). Similarly, (A.6.a) represents the constraints of prosumers (4.a) and (4.b). 

Aggregator’s optimization problem: 

argmin
λpro

i,*
−
∑N

j=1

(
λDA,bid

i − λpro,ask
i,j

)
xi,j, i = 1, 2,…M (A.5)  

s.t.ca

(
λpro

i,*

)
∈ Ca, a = 1,2,…A (A.5.a) 

Prosumer’s optimization problem: 

arg min
x*,j

−
∑M

i=1
λpro

i,j xi,j + l
TLj
(
x*,j
)
− l

Tθj
(
x*,j
)
, j = 1,2,…N (A.6)  

s.t.db
(
x*,j
)
∈ Db, b = 1, 2,…B (A.6.a) 

The inner loop in MLMFG can be regarded as an optimization problem with a Gauss-Seidel ADMM. It should be noted that the aggregatori
ʹs payment 

to prosumerj, λpro
i,j are fixed during the inner loop. 

arg min
x*,j

−
∑M

i=1
λpro

i,j xi,j + l
TLj
(
x*,j
)
− l

Tθj
(
x*,j
)
, j = 1,2,…N (A.7)  

s.t.ICa

(
λpro

i,*

)
, a = 1, 2,…A  

s.t.IDb

(
x*,j
)
, b = 1,2,…B 

The lower-level optimization problem (A.7) can then be transferred to the augmented Lagrange function with μx =
[
μx

1, μx
2,…, μx

p

]
and μz =

[
μy

1, μy
2,…, μy

q

]
as Langrangian multipliers for inequality constraints: 

xk+1
*,j =

arg min
x*,j

L0
(
x*,j, μ*

x, μ*
z , λ

*) (A.8) 

Based on the Assumption 1, the utility function reaches the optimal value when ∂Lo(x*,j ,μ*
x ,μ*

z ,λ
*)

∂xi,j
= 0. Thus, for any index pair i and j at the k + 1 step, 

Eq. (A.9) is obtained: 

−
∂λpro

i,j xk+1
*,j

∂xi,j
+

∂Lj

(
xk+1

*,j

)

∂xi,j
−

∂Lj

(
xk

*,j

)

∂xi,j
+

∂μk+1
x,j

(
IDb

(
xk+1

*,j

))

∂xi,j
+

∂ ρ
2

⃦
⃦
⃦IDb

(
xk+1

*,j

)⃦
⃦
⃦

∂xi,j
= 0 (A.9) 

It has been proved that the inequality-constrained-ADMM can restrict the solution projected into the feasible domain of the indicator function. 
When k is sufficiently large, the gradient of the indicator functions can be zero. When the gradients of the indicator function vanish, then we can obtain 
the Eq. (A.10): 

∂λpro
i,j xk+1

*,j

∂xi,j
=

∂Lj

(
xk+1

*,j

)

∂xi,j
−

∂Lj

(
xk

*,j

)

∂xi,j
(A.10) 

(
xk+1

i,j − xk
i,j

)
can be multiplied by both sides of Eq. (A.10) to obtain the Eq. (A.11): 

∂λpro
i,j xk+1

*,j

∂xi,j

(
xk+1

i,j − xk
i,j

)
=

⎛

⎝
∂Lj

(
xk+1

i,j

)

∂xi,j
−

∂Lj

(
xk

i,j

)

∂xi,j

⎞

⎠
(

xk+1
i,j − xk

i,j

)
(A.11) 

Based on the variational inequality in [52], Eq. (A.12) can be inferred. 
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⎛

⎝
∂Lj

(
xk+1

i,j

)

∂xi,j
−

∂Lj

(
xk

i,j

)

∂xi,j

⎞

⎠
(

xk+1
i,j − xk

i,j

)
≥ 0 (A.12) 

Then 

∂λpro
i,j xk+1

i,j

∂xi,j

(
xk+1

i,j − xk
i,j

)
≥ 0 (A.13) 

Therefore 

∑M

i=1

∑N

j=1

∂λpro
i,j xk+1

i,j

∂xi,j

(
xk+1

i,j − xk
i,j

)
≥ 0 (A.14) 

Recall first-order Taylor series of convexity of functions with Assumption 1: 

f(x+ p) ≈ f(x)+ ∂f(x)p (A.15)  

where p→0, expand the function 
∑M

i=1
∑N

j=1f
(

xk+1
i,j

)
into the optimization problem when xk+1

i,j →xk
i,j: 

∑M

i=1

∑N

j=1
λpro

i,j xk+1
i,j =

∑M

i=1

∑N

j=1
λpro

i,j xk
i,j +

∑M

i=1

∑N

j=1

∂λpro
i,j xk+1

i,j

∂xi,j

(
xk+1

i,j − xk
i,j

)
(A.16) 

It can be concluded that: 

∑M

i=1

∑N

j=1
λpro

i,j xk+1
i,j ≥

∑M

i=1

∑N

j=1
λpro

i,j xk
i,j (A.17) 

Eq. (A.17) means the revenue of prosumers increases along the vector field. Since the lower-level game is convex and bounded, the optimum of the 
lower-level game can be achieved. In addition, the upper-level game is linear and bounded, and it can also reach the optimum when the lower-level 
optimum is achieved. In other words, leader’s and follower’s game can reach the global optimum if taking sufficient iteration steps. More precisely, 
from the variational inequality Proposition 2.6 in [53], convergence will reach the equilibrium point with: 

〈

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

∇x* ,1

∑N

j=1
λpro

i,j xk
i,j

⋮

∇x* ,N− 1

∑N

j=1
λpro

i,j xk
i,j

∇x* ,N

∑N

j=1
λpro

i,j xk
i,j

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

xk+1
*,1 − xk

*,1

⋮
xk+1

*,N− 1 − xk
*,N− 1

xk+1
*,N − xk

*,N

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

〉 ≤ 0 (A.18) 

Equitation (A.18) can be set as a stopping criterion of convergence. 
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