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A B S T R A C T

This work focuses on liquid–particle mass transfer coefficient correlations for multiparticle systems. After
discussing the mass transfer coefficient definitions, we review the available theoretical correlations for isolated
particles and multiparticle systems. The latter are based on assumptions that are not rigorous. To estimate the
mass transfer coefficient and derive a correlation for it, we apply scaling and order-of-magnitude analysis to the
mass and linear momentum balance equations. The analysis features an undetermined constant. For isolated
particles, we determine the value of this constant by matching the predictions of our correlation with those of
other correlations available in the literature, obtaining a good fit. For multiparticle systems, we estimate the
value of the constant via regression of experimental data; the predictions of our correlation align well with
the experimental data, the relative percent error being less than 30% for most of the data.
. Introduction

Multiphase flows and mass transfer between liquids and particles
re present in most industrial processes, such as crystallization, ab-
orption and extraction. Many of these processes are limited by mass
ransfer; therefore, to optimize them, one must estimate the mass
ransfer rate accurately. In general, the mass transfer rate is quanti-
ied through a mass transfer coefficient 𝑘, defined by the following
quation [1]:
𝑑𝑀𝑡
𝑑𝑡

≡ 𝐴𝑡𝑘
(

𝐶𝑏 − 𝐶𝑠
)

(1)

here 𝑀𝑡 and 𝐴𝑡 are the mass and the exposed surface area of the
article, respectively, while 𝐶𝑏 and 𝐶𝑠 are the solute concentration in
he liquid bulk and the solute concentration at saturation on the particle
urface, respectively. The advantage of using 𝑘 is that it can be easily
stimated from the properties of the system (e.g., liquid density and
article size) and the flow variables (e.g., velocities of the particle and
f the liquid), provided that correlations for 𝑘 are available. In the
iterature, the correlations are usually expressed in dimensionless form
n terms of the Sherwood number, defined as:

h ≡ 𝑘𝑑𝑝∕𝐷 (2)

here 𝑑𝑝 is the particle diameter and 𝐷 is the molecular diffusivity of
he solute in the liquid. In general, Sh is correlated with the Reynolds
umber Re and the Schmidt number Sc. To find accurate correlations
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for Sh for both isolated particles and multiparticle systems, researchers
have conducted many experimental and theoretical studies. The exper-
imental ones usually do not offer insight into the underlying physics
of mass transfer at the particle level; moreover, the correlations may
be case-specific and inapplicable if experimental conditions change [2–
10]. On the other hand, theoretical analyses can reveal the physics
of mass transfer between the liquid and the particles at the particle
scale and provide rigorous correlations; however, the precision and
applicability of theoretical correlations are limited by the assumptions
on which they are based [11–22].

For isolated particles, two correlations based on the concentration
boundary layer theory are the most popular: the Friedlander corre-
lation [12] is commonly used for the creeping flow regime [23,24],
while the Frossling correlation [11] is commonly used for any other
regime. Compared with isolated particles, multiparticle systems, such
as fluidized beds, packed beds and agitated vessels, are more commonly
used in industrial applications. The presence of other particles in these
multiparticle systems affects the mass transfer rate for a given particle,
and consequently the correlations for isolated particles do not hold.
Therefore, new correlations must be derived, and these correlations
are expected to feature the solid volume fraction (or equivalently the
void fraction), so that the amount of solid is accounted for. However,
obtaining the new correlations theoretically is difficult, and the avail-
able correlations do have their limitations. In this pursuit, researchers
vailable online 1 June 2024
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such as Kataoka et al. [16] and Kawase and Ulbrecht [19] studied the
mass transfer process in packed beds using an analogy between packed
beds and circular tubes; specifically, they applied the correlation for
tubes to packed beds, characterizing the latter in terms of hydraulic
diameter. Satish and Zhu [25] used the free surface model proposed
by Happel [26] to quantify the velocity profile around a particle in
suspensions; with this profile, they calculated the mass transfer coeffi-
cient in the same way as for isolated particles, using the concentration
boundary layer theory [27]. The resulting correlation only applies to
the creeping flow regime, because the free surface model holds only in
this regime. Agarwal [20] assumed that the mass transfer coefficient
for a single particle in packed or fluidized beds can be calculated with
the correlation for isolated particles, replacing the relative velocity
between the particle and the liquid by an effective velocity, denoted
as 𝑢𝑒𝑓𝑓 . This velocity was also assumed to govern the drag force acting
on the particles within the beds. Since correlations are available for
calculating the value of this force, 𝑢𝑒𝑓𝑓 could be determined. Then, its
value was used in a Frossling-type correlation. However, the use of an
effective velocity is questionable, because it is well-accepted that for
multiparticle systems the characteristic velocity that governs mass and
momentum transfer is the interstitial velocity. Scala [22] agreed with
this and replaced the relative velocity in a Frossling-type correlation
with the interstitial velocity. Although Scala [22] selected the correct
characteristic velocity, using it in correlations for isolated particles is
still questionable. Doing this implies that the mass transfer process for
a particle in a homogeneous suspension with a superficial velocity 𝑢
and a void fraction 𝜀 is equivalent to that for an isolated particle with
a relative liquid–particle velocity equal to 𝑢∕𝜀. Owing to the analogy
between momentum and mass transfer, this equivalency should also
apply to momentum transfer; consequently, the drag force exerted on
a particle in the two systems considered above should be the same. But
we know that this is not true [28–31]. As we can see, except for the
model by Kataoka et al. [16] and Kawase and Ulbrecht [19], the other
correlations are based on the concentration boundary layer theory.
To ensure that these correlations also hold when the concentration
boundary layer is absent, Scala [22] added a term that accounts for
mass transfer in stagnant conditions (denoted as Sh0𝑙 ). However, a
validated correlation for Sh0𝑙 is still lacking [22,32–35].

In conclusion, this section acknowledges the limitations of the avail-
able correlations for mass transfer coefficients relevant to multiparticle
systems. To address this issue, this study proposes a new approach
for deriving these correlations, based on theoretical arguments involv-
ing scaling and order-of-magnitude analyses of mass and momentum
transfer, that should offer insight into the particle-scale mass transfer
process. The article is structured as follows: in Section 2, we briefly
review the definitions of mass transfer coefficient and some of the cor-
relations that are available in the literature; in Section 3, we describe
our methodology and derive mass transfer coefficient correlations for
multiparticle systems; finally, in Section 4, we test their validity by
comparing their predictions to experimental data.

2. Review of mass transfer coefficient correlations

2.1. Isolated particles

For isolated particles, Sh is commonly correlated with other dimen-
sionless numbers, namely Re and Sc, with similar relations. The most
frequently used is [10–14,17,18,21,36]:

Sh = 2 + 𝐶𝑐 Re𝑝 Sc
𝑞 , Re ≡ 𝑢𝑑𝑝∕𝜈𝑒, Sc ≡ 𝜈𝑒∕𝐷 (3)

Here, 𝜈𝑒 is the kinematic viscosity of the liquid and 𝑢 is the relative
velocity between the particle and the liquid, which can be evaluated
by various methods, including the slip-velocity theory [11,12,14,18]
and the Kolmogorov theory [10,13,17,21,36]. 𝐶𝑐 , 𝑝 and 𝑞 are constants;
while the magnitude of Re affects the values of 𝐶𝑐 and 𝑝, the slip-
2

velocity theory and the Kolmogorov theory lead to different values of f
𝑞. The constant 2 accounts for the mass transfer process in stagnant
conditions (caused by the solute radial diffusion from or to the particle
surface).

Among the available correlations, those of Friedlander [12,23] and
Frossling [11], both based on the concentration boundary layer theory,
are the most popular. The Friedlander correlation is used when Re ≪ 1
and Pe > 100 [23,24], and reads:

Sh = 0.991 (Re Sc)1∕3 , Re ≪ 1, Pe > 100 (4)

Here, Pe is the Peclect number, defined as:

Pe ≡ Re Sc = 𝑢𝑑𝑝∕𝐷 (5)

This correlation was compared to the available data, and a good
agreement was observed only when Pe > 100. This is reasonable since
the concentration boundary layer theory requires that Pe must be much
larger than unity. To obtain a correlation that can also be used when
Pe is much less than 100, one can modify Eq. (4) as follows [24]:

Sh = 2 + 0.991 (Re Sc)1∕3 , Re ≪ 1 (6)

hen Pe > 100, adding the constant 2 to Eq. (4) causes only a slight
ifference, and this makes Eq. (6) applicable to any value of Pe [24].
he Frossling correlation is commonly adopted when Re ≫ 1 and reads:

h = 0.552Re1∕2 Sc1∕3, Re ≫ 1 (7)

n liquid–particle systems, Sc is large, and consequently when Re ≫ 1,
Pe is also much larger than unity, satisfying the requirement of the
concentration boundary layer theory. In addition, some researchers also
add the constant 2 to this correlation to obtain the general expression
of Sh shown in Eq. (3); this is acceptable since the error involved is
negligible.

2.2. Multiparticle systems

2.2.1. Definitions of the mass transfer coefficient
In the literature, researchers have used two different mass transfer

coefficients: the effective one 𝑘𝑒 and the local one 𝑘𝑙 [22,34,35,37].
Here, we clarify the difference between them. Consider a packed bed,
and let its length, void fraction and specific area (that is, the area of
the external surface of the particles per unit bed volume) be 𝐿, 𝜀 and
𝑎, respectively. If the superficial liquid velocity is 𝑢 and the (mean)
solute concentration at the axial position 𝑥 along the bed is 𝐶, 𝑘𝑒 can be
defined by the following mass balance equation, subject to a boundary
condition set at the inlet of the bed:
⎧

⎪

⎨

⎪

⎩

𝑢𝑑𝐶
𝑑𝑥

= 𝑘𝑒𝑎
(

𝐶𝑠 − 𝐶
)

𝑥 = 0, 𝐶 = 𝐶𝑖𝑛

(8)

here 𝐶𝑖𝑛 is the solute concentration at the bed inlet. From this
quation, one can obtain the concentration profile as a function of 𝑥 and
𝑒. The value of the concentration at the outlet of the system, denoted
s 𝐶𝑜𝑢𝑡 ≡ 𝐶(𝐿), is given by:
(

𝐶𝑜𝑢𝑡 − 𝐶𝑖𝑛
)

= 𝑘𝑒𝑎𝐿 (𝛥𝐶)ln (9)

here:

𝛥𝐶)ln ≡
(

𝐶𝑠 − 𝐶𝑖𝑛
)

−
(

𝐶𝑠 − 𝐶𝑜𝑢𝑡
)

ln
(

𝐶𝑠 − 𝐶𝑖𝑛
)

− ln
(

𝐶𝑠 − 𝐶𝑜𝑢𝑡
) (10)

sually, 𝐶𝑜𝑢𝑡 is measured experimentally, and Eq. (9) is used to calcu-
ate 𝑘𝑒.

At vanishingly small values of 𝑢, the concentrations at the inlet and
utlet of the bed will be virtually the same owing to axial dispersion

which is present in the real system but neglected in Eq. (8); thus,
rom Eq. (9), also 𝑘 is vanishingly small. However, under this condition
𝑒
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mass transfer occurs owing to radial diffusion, and thus the values of
the local mass transfer coefficient are not vanishingly small.

To estimate the local mass transfer rate, axial dispersion in the bed
must be considered in the mass balance equation for the solute; this
leads to the definition of the local mass transfer coefficient 𝑘𝑙 [22,34,
37]. The mass balance equation is accordingly written as:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑢𝑑𝐶
𝑑𝑥

− 𝜀𝐸 𝑑2𝐶
𝑑𝑥2

= 𝑘𝑙𝑎
(

𝐶𝑠 − 𝐶
)

𝑥 = 0, 𝑢
(

𝐶 − 𝐶𝑖𝑛
)

= 𝜀𝐸 𝑑𝐶
𝑑𝑥

𝑥 = 𝐿, 𝑑𝐶
𝑑𝑥

= 0

(11)

here 𝐸 denotes the axial dispersion coefficient. From the equation
bove, one can obtain the concentration profile as a function of 𝑥 and
𝑙. If the value of 𝐶𝑜𝑢𝑡 is obtained experimentally, 𝑘𝑙 can be calculated
rom the following equation:

𝐶𝑠 − 𝐶𝑜𝑢𝑡
𝐶𝑠 − 𝐶𝑖𝑛

=
4𝐵 exp

(

𝑢𝐿
2𝜀𝐸

)

(1 + 𝐵)2 exp
(

𝐵 𝑢𝐿
2𝜀𝐸

)

− (1 − 𝐵)2 exp
(

−𝐵 𝑢𝐿
2𝜀𝐸

) (12)

where:

𝐵 ≡

√

1 +
4𝑎𝑘𝑙𝜀𝐸

𝑢2
(13)

rom Eq. (11), we see that 𝑘𝑙 represents an average of the particle-
cale mass transfer coefficient over a slice of the bed. However, it is
enerally assumed to be equal to the particle-scale values and can be
sed to validate the theoretical correlations [35,37].

.2.2. Theoretical correlations for Sh𝑙
In this section, we discuss in detail the theoretical correlations for

he mass transfer coefficients for multiparticle systems presented in
ection 1.

To determine a correlation for the mass transfer coefficient, Kataoka
t al. [16] and Kawase and Ulbrecht [19] employed the same approach
sed for modeling the friction factor in packed beds. In this approach,
ne models the system as a circular tube with a hydraulic diameter
hat preserves the ratio between the volume available for the flow
nd the total wetted surface in the packed bed; through this tube,
he fluid moves at its interstitial velocity 𝑢∕𝜀 [24]. With this ideal-
zation, Kataoka et al. [16] and Kawase and Ulbrecht [19] obtained
correlation for the mass transfer coefficient in packed beds using the

orrelation for single-phase laminar flow in straight tubes; this resulted
n the following correlation:

h𝑙 = 1.85
(1 − 𝜀)1∕3

𝜀2∕3
(Re Sc)1∕3, Rep ≫ 1 (14)

where Sh𝑙 is defined as:

Sh𝑙 ≡ 𝑘𝑙𝑑𝑝∕𝐷 (15)

In Eq. (14), Re is defined by Eq. (3) but with 𝑢 representing the
uperficial velocity, while Rep features the interstitial velocity and is
efined as:

ep ≡
𝑢𝑑𝑝
𝜀𝜈𝑒

≡ Re
𝜀

(16)

Note that the correlation is written in terms of Re because this is the
common practice in the literature; however, the validity condition is
given in terms of Rep because in multiparticle systems the interstitial
velocity characterizes the relative velocity between the liquid and the
particles and determines the flow regime in proximity of the particles.
Although this correlation (Eq. (14)) was verified by comparing it with
some empirical correlations, its applicability to the whole range of
variation of 𝜀 is doubtful, because when 𝜀 tends to unity, Sh𝑙 tends
o zero, while in reality it should tend to the value of the Sherwood
umber for an isolated particle.
3

i

Happel [26] assumed that a multiparticle system consisting of iden-
ical spherical particles can be divided into several identical cells; each
ell contains a particle surrounded by a spherical fluid envelope. This
s referred to as the cell model. To obtain the velocity profile of the
iquid within each cell, or equivalently, in the vicinity of the particle
urface, the authors simplified the mass and linear momentum balance
quations under the creeping flow regime and assumed that the cell
urface is frictionless. With this velocity profile, Pfeffer and Happel
15] and Zhu [38] numerically solved the solute mass balance equation
ithin a cell, assuming that the solute concentration on the cell surface
quals that in the bulk of the fluid. This allowed them to obtain the
oncentration profile around the particles and in turn the values of
he mass transfer coefficients for various cases. However, they did not
erive a correlation to calculate the mass transfer coefficient. Satish
nd Zhu [25] adopted the same method to obtain the velocity profile
round the particles. Then, to derive a correlation for the mass transfer
oefficient, they used the results of the concentration boundary layer
heory applied to isolated particles in creeping flow regime [27] but re-
laced the velocity profile for isolated particles with that obtained from
he free surface model of Happel [26]. This yielded the correlation:

h𝑙 = 1.0896

[

3
(

1 − 𝛾5
)

2 − 3𝛾 + 3𝛾5 − 2𝛾6

]1∕3

(Re Sc)1∕3, Rep ≪ 1, Pep ≫ 1 (17)

where:

𝛾 ≡ (1 − 𝜀)1∕3 (18)

Here, Pep ≡ Rep Sc. Its value is required to be far larger than unity to
ensure that around the particles a concentration boundary layer exists.
This makes the correlation inapplicable when Rep is vanishingly small.

Agarwal [20] assumed that the mass transfer coefficient of one par-
ticle in packed or fluidized beds can be calculated using the correlations
for isolated particles. But in these correlations, the relative velocity
between the particle and the liquid was replaced with an effective
velocity 𝑢𝑒𝑓𝑓 witnessed by the particles in the bed. To relate 𝑢𝑒𝑓𝑓
to the superficial velocity and 𝜀, the authors considered it to be the
characteristic velocity governing momentum transfer and related it to
the drag force via the velocity boundary layer theory. This force was
also related to the dynamic pressure drop per unit length of the bed,
whose dependence on the superficial velocity and 𝜀 is available in the
literature. This permitted obtaining an expression for 𝑢𝑒𝑓𝑓 . Since the
velocity boundary layer theory was used, this expression holds only for
Rep ≫ 1. So, the authors used the Frossling correlation, with 𝑢 replaced
by 𝑢𝑒𝑓𝑓 , obtaining:

Sh𝑙 = 0.6
(

Re 𝜔
𝜀

)2∕3
(

𝐶𝐷𝜀
8

)1∕3
Sc1∕3, Rep ≫ 1, Pep ≫ 1 (19)

here:

𝐷𝜀 = 𝜔
(

24
Re𝜀

+ 4
Re1∕2

+ 0.4
)

, Re𝜀 =
Re𝜔3

10.6(1 − 𝜀)0.7𝜀0.3

𝜔 =
[

1 − 0.9(1 − 𝜀)2∕3(𝜀 − 0.25)1∕3
]−1 (20)

or fluidized beds, the dynamic pressure drop per unit length of the bed
s equal to the effective weight of the particles per unit volume. With
his relationship, the authors calculated another expression for 𝑢𝑒𝑓𝑓 and
btained this correlation for fluidized beds:

h𝑙 = 0.6

[

𝜀𝜌𝑒
(

𝜌𝑠 − 𝜌𝑒
)

𝑑3𝑝 𝑔

6

]1∕3

Sc1∕3, Rep ≫ 1, Pep ≫ 1 (21)

here 𝜌𝑠 and 𝜌𝑒 are the densities of the particle and the liquid, re-
pectively. These correlations were compared with experimental data
rom both liquid–particle and gas–particle systems. For the limited
ata used for liquid–particle systems (i.e., the systems of interest to
ur study), the correlations showed good agreement. However, we
elieve that using 𝑢𝑒𝑓𝑓 to characterize mass and momentum transfer
n multiparticle systems might be doubtful, because the characteristic
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velocity between the particles and the liquid should be the interstitial
velocity 𝑢∕𝜀. Scala [22] recognized this fact and adopted the interstitial
velocity to replace the relative velocity in the Frossling equation. To
make the correlation applicable when Rep is vanishingly small and the
oncentration boundary layer is absent, the author introduced the term
h0𝑙 to account for mass transfer in stagnant conditions; the resulting
orrelation is:

h𝑙 = Sh0𝑙 + 0.7(Re∕𝜀)1∕2 Sc1∕3, Sh0𝑙 =
2 𝜀∕𝜏𝑡

1 − (1 − 𝜀)1∕3
(22)

Here, the constant 0.7 was modified from the constant 0.552 in the
Frossling equation (Eq. (7)) by fitting data. 𝜏𝑡 is the tortuosity of the
bed; this quantity is a function of the void fraction, but Scala [22]
did not provide a correlation for it. As discussed in Section 1, the
mass and momentum transfer processes for a particle in a multipar-
ticle system are not equivalent to those for isolated particles, because
particle interactions do affect the values of the momentum and mass
transfer coefficients. For the former (which is also referred to as drag
coefficient), these interactions make a ‘‘hindrance function’’ appear
in the correlations [21,28,39]. This term would not be present if the
correlations could be obtained from those for isolated particles by
simply replacing the liquid velocity with the liquid interstitial velocity.
Being this true for momentum transfer, we expect it to be true also
for mass transfer. Thus, we believe that their method of using the
interstitial velocity in the correlation for isolated particles is unjustified.
Additionally, Sh0𝑙 depends on the void fraction, and this indicates that
he presence of other particles can affect the mass transfer of one
article in a stagnant liquid. But this dependence is still being explored,
nd the current expressions require further validation. We will go into
ore detail about this topic in the following section.

.2.3. Correlations for Sh0𝑙
Experimental studies have been conducted to estimate Sh0𝑙 . In stag-

nant conditions, the values of 𝐶𝑖𝑛 and 𝐶𝑜𝑢𝑡 for packed beds are the
same owing to axial dispersion. In this case, Eq. (12) fails to produce a
value for the mass transfer coefficient. Thus, most experimental studies
have measured the mass transfer coefficient at low Re, extrapolating the
data to stagnant conditions. However, operating at low Re is still chal-
lenging; first, axial dispersion must be considered, and estimating the
axial dispersion coefficient 𝐸 may introduce uncertainty to the results;
second, at low Re, the influence of free convection due to a nonuniform
distribution of the solution density becomes significant; moreover, the
outlet stream may be saturated owing to the long residence time of
the liquid in the bed caused by the low fluid superficial velocity [35].
Given these factors, Miyauchi et al. [33] measured the mass transfer
coefficient using transient pause methods at low Re conditions. On
the other hand, Elgersma et al. [35] directly measured Sh0𝑙 for packed
beds under stagnant conditions adopting the so-called 𝑇2-𝑇2 relaxation
exchange NMR method. In contrast, Sørensen and Stewart [32] numer-
ically solved the mass and linear momentum balance equations and
subsequently the internal energy balance equation for systems where
liquid flows through a simple cubic array of spheres, and estimated
the values of the heat transfer coefficient under conditions of low
Re and zero flow. Here, the heat transfer coefficient is equivalent to
the mass transfer coefficient [24]. The values of Sh0𝑙 for various void
fractions are shown in Table 1. As we can see, the results from Elgersma
et al. [35] and Sørensen and Stewart [32] are consistent, while those
from Miyauchi et al. [33] deviate significantly; Elgersma et al. [35]
argued that this deviation arises from the complex analysis of the data
obtained by the transient pause methods. In any case, only limited
data on Sh0𝑙 are available, and because the values of 𝜀 are concentrated
around 0.4, these data cannot capture the dependence of Sh0𝑙 on 𝜀.

There are two theoretical models available to estimate Sh0𝑙 . The
model proposed by Scala [22] is based on the cell model, which
assumes that the concentration at the cell surface is equal to that in
4

the bulk of the liquid [15]; with this boundary condition, one can solve
Table 1
Available data on Sh0𝑙 for liquid–particle systems under stagnant conditions.

Reference Sh0𝑙 Voidage Method

Miyauchi et al. [33] 16.7 ∼ 0.4 extrapolation from low Re

Elgersma et al. [35] 8.7 ± 0.7 0.4 direct measurement9 ± 2 0.42

Sørensen and Stewart [32] 7.1 0.48 numerical simulation

the solute mass balance equation at zero flow conditions to obtain
the concentration profile near the surface of the particle. With this
profile, Sh0𝑙 can be calculated using the Fick law. But in this constitutive
equation, Scala [22] used the effective diffusivity of the bed. This
is an average property of the bed, whereas the mass transfer rate is
quantified near the particle surface at the particle scale; therefore,
we believe that the molecular diffusivity should be used. With this
correction, Sh0𝑙 in Eq. (22) becomes:

Sh0𝑙 =
2

1 − (1 − 𝜀)1∕3
(23)

ote that when 𝜀 tends to 1, representing an isolated particle system,
h tends to 2, consistent with the value for an isolated particle in a
tagnant liquid. Another model proposed by Fedkiw and Newman [34]
s based on the relationship between 𝑘𝑙 and 𝑘𝑒, which was discussed
bove; for deep packed beds, whose ratio between the bed length and
he bed diameter is large, their proposed expression for Sh0𝑙 is:

h0𝑙 =
6 (1 − 𝜀) 𝑎21𝐸

𝜀𝐷
= 6.554 1 − 𝜀

𝜀
(24)

where 𝑎1 is a constant dependent on the particle positions in the bed.
To obtain its value, the authors defined the axial dispersion coefficient
𝐸 as 𝐷∕𝜏𝑡 with 𝜏𝑡 =

√

2 and used the numerically obtained data on Sh0𝑙
from Sørensen and Stewart [32] (see Table 1). Since the value of 𝑎1
depends on the geometric condition of the bed, the last term in Eq. (24)
might be inappropriate for beds where these conditions are different.
Besides, Eq. (24) cannot be applied to isolated particles, because when
𝜀 tends to unity, Sh0𝑙 tends to zero instead of two.

Fig. 1 illustrates the available data and theoretical models for Sh0𝑙 .
Notice that in Eq. (22) Scala [22] did not provide a correlation for
𝜏𝑡, so we used the relation by Gibilaro [40], setting 𝜏𝑡 = 1∕𝜀. As we
see, the model proposed by Scala [22] deviates significantly from the
available data; additionally, when the void fraction is small, it predicts
an unexpected increase of Sh0𝑙 with a rising void fraction, a trend that
contradicts the behavior seen in the other models. In contrast, the
model modified from Scala [22] (Eq. (23)) captures correctly the trend
of how Sh0𝑙 changes when the void fraction increases, the difference
between its prediction and the available data being notably smaller.
Comparatively, the model by Fedkiw and Newman [34] exhibits the
closest alignment with the available data, but it fails to predict the
expected value of Sh0𝑙 = 2 for an isolated particle. Furthermore, the
available data are quite limited, with void fractions primarily concen-
trated around 0.4, making it insufficient to capture the dependence of
Sh0𝑙 on 𝜀. Thus, to validate the theoretical models for Sh0𝑙 , it is essential
to conduct further experimental or numerical investigations that cover
a wider range of void fractions. Once the validity of these models is
determined, they can be used to explore the mass transfer coefficient
for multiparticle systems in the limit of vanishingly small Re.

3. Order of magnitude analysis

Here, we consider the steady-state flow of an incompressible and
isothermal Newtonian liquid first around a single spherical particle and
then through a homogeneous assembly of identical spherical particles.

The order of magnitude of the mass transfer coefficient 𝑘 can be
estimated using the following equation:

𝑘𝛥𝐶 ∼ 𝐷𝛥𝐶
⇒ 𝑘 ∼ 𝐷 (25)
𝛿𝑐 𝛿𝑐
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Fig. 1. Comparison between the theoretical models proposed by Fedkiw and Newman [34] (Eq. (24)) and by Scala [22] (Eq. (22), along with a modified version of the latter
(Eq. (23))), and the available data of Sørensen and Stewart [32], Miyauchi et al. [33] and Elgersma et al. [35] for Sh0𝑙 (the numbers in the legend are the values of the void
fraction).
where 𝛥𝐶 is the concentration difference between the particle surface
and the bulk of the liquid, and 𝛿𝑐 is the length scale associated with
significant concentration changes around the particle (by significant
we mean that the orders of magnitude of the concentration and of
its change are equal). Using Eq. (2), we can estimate the order of
magnitude of Sh as follows:

Sh ≡
𝑘𝑑𝑝
𝐷

∼
𝑑𝑝
𝛿𝑐

(26)

Thus, to estimate the order of magnitude of 𝑘 or Sh, one must estimate
𝛿𝑐 .

In liquid–particle flow systems, Sc is usually far larger than unity;
consequently, unless Re is extremely small, Pe is generally far larger
than unity. In these conditions, a concentration boundary layer forms
around the particle surface. Since its thickness 𝛿𝑐 is extremely small,
the curvature of the particle surface can be neglected, resulting in
simplified mass balance equations for the liquid and the solute. Scaling
these equations allows relating the order of magnitude of 𝛿𝑐 to that of
the velocity scale 𝑢𝑐 at the outer edge of the concentration boundary
layer. Moreover, 𝑢𝑐 and 𝛿𝑐 can be linked to the velocity and length
scales for the velocity field around the particles, i.e. 𝑢𝑣 and 𝛿𝑣. Due to
Sc being very large in the liquid, Pe is much larger than Re, allowing us
to assume that 𝛿𝑐 is much smaller than 𝛿𝑣. In the scaling method, it is
usually assumed that the velocity profile in the vicinity of the particle
surface is linear; accordingly, 𝑢𝑐 and 𝛿𝑐 are related to 𝑢𝑣 and 𝛿𝑣 via the
following equation:
𝛿𝑐
𝛿𝑣

∼
𝑢𝑐
𝑢𝑣

(27)

Using this and the relationship between 𝛿𝑐 and 𝑢𝑐 obtained from the
simplified mass balance equations, we can express 𝛿𝑐 as a function of
𝛿𝑣 and 𝑢𝑣, quantities that can be estimated from an order-of-magnitude
analysis of the drag force. This allows using Eqs. (25) and (26) to
estimate the orders of magnitude of 𝑘 and Sh. Details are discussed next.

3.1. Thickness of the concentration boundary layer

In this section, we estimate the order of magnitude of 𝛿𝑐 for an iso-
lated particle and relate it to 𝑢𝑣 and 𝛿𝑣. Consider a system in which an
incompressible and isothermal Newtonian liquid with an approaching
velocity 𝑢 flows past a fixed spherical particle, and meanwhile mass
transfer of solute 𝐴 occurs between the particle and the liquid. The
mass balance equation for the liquid in spherical coordinates reads:

1 𝜕𝑟2𝑢𝑟 + 1 𝜕𝑢𝜃 sin 𝜃 + 1 𝜕𝑢𝜙 = 0 (28)
5

𝑟2 𝜕𝑟 𝑟 sin 𝜃 𝜕𝜃 𝑟 sin 𝜃 𝜕𝜙
where 𝑢𝑟, 𝑢𝜃 and 𝑢𝜙 are the components of the velocity vector. The mass
balance equation for solute 𝐴 is given by:
𝜕𝐶𝐴
𝜕𝑡

+ 𝑢𝑟
𝜕𝐶𝐴
𝜕𝑟

+
𝑢𝜃
𝑟
𝜕𝐶𝐴
𝜕𝜃

+
𝑢𝜙

𝑟 sin 𝜃
𝜕𝐶𝐴
𝜕𝜙

= 𝐷𝐴

[

1
𝑟2

𝜕
𝜕𝑟

(

𝑟2
𝜕𝐶𝐴
𝜕𝑟

)

+ 1
𝑟2 sin 𝜃

𝜕
𝜕𝜃

(

sin 𝜃
𝜕𝐶𝐴
𝜕𝜃

)

+ 1
𝑟2 sin2 𝜃

𝜕2𝐶𝐴

𝜕𝜙2

]

(29)

where 𝐶𝐴 and 𝐷𝐴 are the concentration and diffusivity of the solute in
the liquid, respectively. Since in the liquid the solute is not generated,
the above equation does not feature a generation term. The system
of interest is at steady state; thus, the first term in Eq. (29) can
be eliminated. In addition, if we assume that the flow is laminar or
creeping, the flow is axisymmetric, so 𝑢𝜙 and the derivatives of the
velocity components with respect to the azimuthal coordinate 𝜙 are
zero. Furthermore, the mass transfer problem demonstrates azimuthal
symmetry, which implies that 𝜕𝐶𝐴∕𝜕𝜙 = 0. Then, Eqs. (28) and (29)
simplify to:

1
𝑟2

𝜕𝑟2𝑢𝑟
𝜕𝑟

+ 1
𝑟 sin 𝜃

𝜕𝑢𝜃 sin 𝜃
𝜕𝜃

= 0 (30)

𝑢𝑟
𝜕𝐶𝐴
𝜕𝑟

+
𝑢𝜃
𝑟
𝜕𝐶𝐴
𝜕𝜃

= 𝐷𝐴

[

1
𝑟2

𝜕
𝜕𝑟

(

𝑟2
𝜕𝐶𝐴
𝜕𝑟

)

+ 1
𝑟2 sin 𝜃

𝜕
𝜕𝜃

(

sin 𝜃
𝜕𝐶𝐴
𝜕𝜃

)]

(31)

The above equations can be further simplified when the concentra-
tion boundary layer exists under the condition that Pe is large [27].
First, through the order of magnitude analysis, in the tangential di-
rection 𝜃, mass transfer due to diffusion is negligible compared with
that due to convection in the concentration boundary layer, and thus
the second term in the square bracket of Eq. (31) can be neglected.
Second, since the boundary layer is thin, within it the curvature due
to the particle spherical shape can be neglected; accordingly, the first
term on the left-hand side of Eq. (30) and the first term in the square
bracket of Eq. (31) can be simplified as follows:

1
𝑟2

𝜕𝑟2𝑢𝑟
𝜕𝑟

≈
𝜕𝑢𝑟
𝜕𝑟

,
𝐷𝐴

𝑟2
𝜕
𝜕𝑟

(

𝑟2
𝜕𝐶𝐴
𝜕𝑟

)

≈ 𝐷𝐴
𝜕2𝐶𝐴

𝜕𝑟2
(32)

Furthermore, we can replace the radial coordinate 𝑟 with the particle
radius 𝑟𝑝. Accordingly, the mass balance equations simplify to:

𝜕𝑢𝑟
𝜕𝑟

+ 1
𝑟𝑝 sin 𝜃

𝜕𝑢𝜃 sin 𝜃
𝜕𝜃

= 0 (33)

𝑢𝑟
𝜕𝐶𝐴 +

𝑢𝜃 𝜕𝐶𝐴 = 𝐷𝐴
𝜕2𝐶𝐴 (34)
𝜕𝑟 𝑟𝑝 𝜕𝜃 𝜕𝑟2
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Then, replacing 𝑟 and 𝜃 by 𝑦 and 𝑥, respectively, with 𝑦 ≡ 𝑟 − 𝑟𝑝 and
≡ 𝑟𝑝𝜃, the equations turn into:

𝜕𝑢𝑟
𝜕𝑦

+ 1
sin 𝜃

𝜕𝑢𝜃 sin 𝜃
𝜕𝑥

= 0 (35)

𝑟
𝜕𝐶𝐴
𝜕𝑦

+ 𝑢𝜃
𝜕𝐶𝐴
𝜕𝑥

= 𝐷𝐴
𝜕2𝐶𝐴

𝜕𝑦2
(36)

We now scale these equations. The dimensionless variables are:

𝐶𝐴 ≡
𝐶𝐴 − 𝐶𝐴,𝑏

𝐶𝐴,𝑠 − 𝐶𝐴,𝑏
, 𝑦 ≡ 𝑦

𝛿𝑐
, 𝑥 ≡ 𝑥

𝑑𝑝
, 𝑢𝑟 ≡

𝑢𝑟
𝑢𝑐,𝑟

, 𝑢𝜃 ≡
𝑢𝜃
𝑢𝑐,𝜃

(37)

Here, 𝐶𝐴,𝑠 and 𝐶𝐴,𝑏 are the solute concentrations at the particle surface
and in the bulk of the liquid, respectively, while 𝑢𝑐,𝑟 and 𝑢𝑐,𝜃 are the
scales of the radial and tangential components of the liquid velocity,
respectively. Accordingly, the dimensionless form of the continuity
equation for the liquid in the concentration boundary layer is:
𝑢𝑐,𝑟
𝛿𝑐

𝜕𝑢𝑟
𝜕𝑦

+
𝑢𝑐,𝜃

𝑑𝑝 sin 𝜃
𝜕𝑢𝜃 sin 𝜃

𝜕𝑥
= 0 (38)

ince the derivatives in a scaled equation have unit order of magnitude,
q. (38) yields:
𝑢𝑐,𝑟
𝑢𝑐,𝜃

∼
𝛿𝑐
𝑑𝑝

(39)

The dimensionless form of the mass balance equation for solute 𝐴 in
the concentration boundary layer is:

𝑢𝑐,𝑟𝛿𝑐
𝐷𝐴

𝑢𝑟
𝜕𝐶𝐴

𝜕𝑦
+

𝑢𝑐,𝜃𝛿𝑐2

𝐷𝐴𝑑𝑝
𝑢𝜃

𝜕𝐶𝐴

𝜕𝑥
=

𝜕2𝐶𝐴

𝜕𝑦2
(40)

Then, if we use Eq. (39) to eliminate 𝑢𝑐,𝑟 from Eq. (40), the latter
becomes:
𝑢𝑐,𝜃𝛿𝑐2

𝐷𝐴𝑑𝑝

(

𝑢𝑟
𝜕𝐶𝐴

𝜕𝑦
+ 𝑢𝜃

𝜕𝐶𝐴

𝜕𝑥

)

=
𝜕2𝐶𝐴

𝜕𝑦2
(41)

from which we obtain:
𝑢𝑐,𝜃𝛿𝑐2

𝐷𝐴𝑑𝑝
∼ 1 ⇒

𝛿𝑐
𝑑𝑝

∼
(

𝐷𝐴
𝑢𝑐,𝜃𝑑𝑝

)1∕2
(42)

Since 𝑢𝑐,𝑟∕𝑢𝑐,𝜃 ∼ 𝛿𝑐∕𝑑𝑝 ≪ 1 (Eq. (39)), it is reasonable to assume that
𝑐,𝜃 and 𝑢𝑐 (that is, the order of magnitude of the fluid velocity vector)
ave the same order of magnitude. Thus, we can write:

𝛿𝑐
𝑑𝑝

∼
(

𝐷𝐴
𝑢𝑐𝑑𝑝

)1∕2
(43)

inally, we further relate 𝛿𝑐 to 𝛿𝑣 and 𝑢𝑣 through Eq. (27), obtaining:

𝛿𝑐
𝑑𝑝

∼
(

𝐷𝐴
𝑢𝑣𝑑𝑝

𝛿𝑣
𝑑𝑝

)1∕3
(44)

.2. Mass transfer coefficient

Using Eq. (44) in Eq. (25) or (26), we can estimate the order of mag-
itude of the mass transfer coefficient once 𝛿𝑣 and 𝑢𝑣 are determined.
n this section, we will discuss this aspect in detail for both isolated-
article and multiparticle systems. However, it is important to note that
q. (44) is based on the concentration boundary layer theory, and thus
t applies only when Pe is much larger than unity.

.2.1. Isolated particle system
When a liquid flows around a fixed particle with an approaching

elocity 𝑢, the drag force 𝐹𝑝 exerted on this particle is given by [24]:

𝑝 =
(

𝜋
4
𝑑2𝑝

)(

1
2
𝜌𝑒𝑢

2
)

𝐶𝐷 (45)

ere, 𝐶𝐷 is the particle drag coefficient. On the other hand, the order
f magnitude of the drag force on the particle can be estimated by:

𝑝 ∼
(

𝜇𝑒
𝑢𝑣,𝑖

)

𝜋𝑑2𝑝 (46)
6

𝛿𝑣,𝑖
Here, 𝜇𝑒 is the viscosity of the liquid. The scale of the velocity field
around the isolated particle, 𝑢𝑣,𝑖, is the same as that of the approaching
velocity 𝑢. From Eqs. (45) and (46), we can obtain the order of mag-
nitude of the length scale characterizing the velocity gradients around
the isolated particle, 𝛿𝑣,𝑖, given by:
𝛿𝑣,𝑖
𝑑𝑝

∼ 8
Re𝐶𝐷

(47)

Using Eqs. (44) and (47), with 𝑢𝑣,𝑖 ∼ 𝑢, we can calculate the order of
magnitude of the thickness of the concentration boundary layer around
the isolated particle, 𝛿𝑐,𝑖, given by:

𝛿𝑐,𝑖
𝑑𝑝

∼ 2

(

1
Re2 Sc𝐶𝐷

)1∕3

, Pe ≫ 1 (48)

Using Eq. (26), the order of magnitude of Sh is given by:

Sh ∼
𝑑𝑝
𝛿𝑐,𝑖

∼ 1
2
(

Re2 Sc𝐶𝐷
)1∕3, Pe ≫ 1 (49)

Several empirical correlations for 𝐶𝐷 are available. In this study, we
adopt that proposed by Dallavalle [41]:

𝐶𝐷 =
(

0.63 + 4.8Re−1∕2
)2 (50)

Introducing a constant 𝐶𝑖, expected to have unit order of magnitude,
we can express Sh as:

Sh =
𝐶𝑖
2

(

0.63Re + 4.8Re1∕2
)2∕3 Sc1∕3, Pe ≫ 1 (51)

This correlation is expected to match the Friedlander correlation and
the Frossling correlation within the appropriate ranges of Re. We
stimated the value of 𝐶𝑖 separately for the cases with Re ≪ 1 and
Re ≫ 1. For Re ≪ 1, we used the least squares method to match Eq. (51)
nd the Friedlander correlation (Eq. (4)). The selected range of Re was
rom 0.01 to 0.1; the largest value was to satisfy the condition Re ≪ 1,
hile the smallest value was to ensure that Pe ≫ 1 (considering that

or liquids the order of magnitude of Sc is generally 103). The resulting
alue of the constant 𝐶𝑖,1 is 0.682. As expected, this value has unit
rder of magnitude, a result that is encouraging. Thus, the resulting
orrelation reads:

h = 0.682
2

(

0.63Re + 4.8Re1∕2
)2∕3 Sc1∕3, Re ≪ 1, Pe ≫ 1 (52)

his correlation is compared with that by Friedlander [12] in Fig. 2(a).
s we can see, the match is good, with a relative percent error of less

han 2%. However, as Re approaches zero, resulting in a small value
f Pe and rendering the concentration boundary layer theory unusable,
f course this correlation becomes invalid. To make it applicable all
he way down to Re = 0, and so for any value of Pe, as discussed in
ection 2, we can modify Eq. (52) as follows:

h = 2 + 0.682
2

(

0.63Re + 4.8Re1∕2
)2∕3 Sc1∕3, Re ≪ 1 (53)

Since adding the constant 2 only introduces negligible errors when
Pe ≫ 1, Eq. (53) can be used for any value of Pe.

When Re is much larger than unity, we used the least squares
ethod to match Eq. (51) and the Frossling equation (Eq. (7)). In

he latter, Sh is proportional to Re1∕2. Consequently, to determine
accurately the value of 𝐶𝑖 in Eq. (51), we require that:
(

0.63Re + 4.8Re1∕2
)2∕3 ∼ Re1∕2 (54)

which can be equivalently written as:

0.632Re + 2 ⋅ 0.63 ⋅ 4.8Re1∕2 + 4.82 ∼ Re1∕2 (55)

This condition is met if the term featuring Re1∕2 on the left-hand side
ominates over the other two terms. This occurs provided that the value
f Re falls approximately between 10 and 250. With this range, the

resulting value of 𝐶𝑖,2 is 0.469, resulting in:

Sh = 0.469 (

0.63Re + 4.8Re1∕2
)2∕3 Sc1∕3, Re ≫ 1, Pe ≫ 1 (56)
2
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Fig. 2. Comparison of (a) Eq. (52) with the Friedlander correlation (Eq. (4)) [12], and (b) Eq. (56) with the Frossling correlation (Eq. (7)) [11].
As expected, the value of 𝐶𝑖,2 has unit order of magnitude. Within the
designated range (i.e., 10 < Re < 250), an optimal agreement between
the Frossling correlation and Eq. (56) is expected. Fig. 2(b) confirms
this expectation, demonstrating a relative percent error of less than
4%. Furthermore, although deviations become more pronounced for
Re > 250, it is noteworthy that, even when Re approaches 1000, the
relative percent error lies below 15%. This level of deviation is deemed
acceptable.

We also attempted to determine a single value of the constant to
match both the Friedlander and the Frossling correlations simultane-
ously. The Re ranges mentioned above (0.01 < Re < 0.1 and 10 <
Re < 250) were used and the obtained value of 𝐶𝑖 was 0.472. As we
see, this value is very close to 𝐶𝑖,2, because in the regression analysis,
the data with larger values of Re dominate the value of the constant.
As shown in the Supplementary Information (Section 2), using this
value leads to a relative percent error between our correlation and
that of Friedlander [12] larger than 30%. Thus, we concluded that
for isolated particles using different values of the constant in different
ranges of Re is preferable.

We can see that for isolated particles the estimated values of 𝐶𝑖
have unit order of magnitude, and the derived correlations agree well
with the available ones. This shows that the proposed method works
correctly. Thus, we now use it for multiparticle systems.

3.2.2. Multiparticle systems
In equilibrium, the drag force acting on a particle in a uniform

suspension, 𝐹𝑝,𝑚, is equal to that acting on an isolated particle, 𝐹𝑝,
because in both cases the drag force balances the effective weight
force [31]. Further details on this aspect can be found in the Supple-
mentary Information and in the work by Mazzei and Lettieri [31]. 𝐹𝑝
features the unhindered terminal velocity 𝑢𝑡, and correspondingly 𝐹𝑝,𝑚
is also characterized by 𝑢𝑡. We can write:

𝐹𝑝,𝑚 = 𝐹𝑝 =
(

𝜋
4
𝑑2𝑝

)(

1
2
𝜌𝑒𝑢

2
𝑡

)

𝐶 𝑡
𝐷 (57)

where 𝐶 𝑡
𝐷 denotes the particle drag coefficient characterized by 𝑢𝑡,

which can be calculated by the Dallavalle correlation [41]:

𝐶 𝑡
𝐷 =

(

0.63 + 4.8Re−1∕2t

)2
, Ret ≡ 𝑢𝑡𝑑𝑝∕𝜈𝑒 (58)

Here, Ret is the Reynolds number characterized by 𝑢𝑡. To relate the
superficial velocity 𝑢 to the unhindered terminal velocity 𝑢𝑡, we can use
the empirical equations by Richardson and Zaki [42] and Rowe [43].
These respectively read:

𝑢 = 𝑢𝑡𝜀
𝑛, 𝑛

(

Ret
)

=
4.8 + 2.4 ⋅ 0.175Re3∕4t

1 + 0.175Re3∕4t

(59)

𝑛 equals 4.8 when Ret tends to zero and approaches 2.4 when Ret
becomes very large (values suggested by Khan and Richardson [44]).
7

From the above equation, we can easily find that 𝐹𝑝,𝑚 differs from the
drag force on an isolated particle calculated by taking the relative fluid–
particle velocity equal to 𝑢∕𝜀 (see Eq. (45)). This suggests that in these
two systems, the momentum transfer processes are not equivalent, and
so the same is expected for mass transfer. Therefore, to obtain a corre-
lation for multiparticle systems, one cannot simply replace the relative
velocity in the correlations for isolated particles with the interstitial
velocity.

On the other hand, similarly to what we did in Section 3.2.1 for an
isolated particle, we can estimate 𝐹𝑝,𝑚 using the following equation:

𝐹𝑝,𝑚 ∼
(

𝜇𝑒
𝑢𝑣,𝑚
𝛿𝑣,𝑚

)

𝜋𝑑2𝑝 (60)

Here, 𝑢𝑣,𝑚 is the scale of the velocity field around the particles in
the suspension; we assume its order of magnitude to be the same as
that of the interstitial velocity, 𝑢∕𝜀. 𝛿𝑣,𝑚 is the length over which the
velocity changes significantly around a particle in the suspension. Using
Eqs. (57) and (60), we obtain:
𝛿𝑣,𝑚
𝑑𝑝

∼ 8𝑢
𝜀𝑢𝑡

1
Ret𝐶 𝑡

𝐷
(61)

Then, using Eqs. (58) and (59) in Eq. (61), we obtain:
𝛿𝑣,𝑚
𝑑𝑝

∼ 8𝜀𝑛−1

Ret𝐶 𝑡
𝐷

∼ 8𝜀𝑛−1
(

0.63Re1∕2𝜀−𝑛∕2 + 4.8
)2

(62)

We now employ Eq. (44) to relate 𝛿𝑐,𝑚 to 𝛿𝑣,𝑚. However, Eq. (44) was
derived for isolated particles; if we want to use it for multiparticle sys-
tems, we must verify that the concentration boundary layers of adjacent
particles in the multiparticle system do not overlap. In other words, 𝛿𝑐,𝑚
must be smaller than half the distance between two adjacent particles,
𝛿𝑑 . If we follow the cell model proposed by Pfeffer and Happel [15],
we can divide the uniform suspension into non-overlapping spherical
cells and estimate 𝛿𝑑 as the difference between the radius of the cell
and the radius of the particle, given by [22]:
𝛿𝑑
𝑑𝑝

= 1
2
[

(1 − 𝜀)−1∕3 − 1
]

(63)

First, we compare 𝛿𝑑 with 𝛿𝑣,𝑚. Their ratio is:

𝛿𝑣,𝑚
𝛿𝑑

∼ 16𝜀𝑛−1
(

0.63Re1∕2𝜀−𝑛∕2 + 4.8
)2 [(1 − 𝜀)−1∕3 − 1

]

< 16𝜀𝑛−1

4.82
[

(1 − 𝜀)−1∕3 − 1
]
< 16𝜀2.4−1

4.82
[

(1 − 𝜀)−1∕3 − 1
]

(64)

When 𝜀 = 0.388, the last term in the above equation reaches its
maximum value of 1.04. This implies that the order of magnitude of
𝛿𝑣,𝑚 can be equal to or smaller than that of 𝛿𝑑 . As said, in liquid–particle
systems the order of the magnitude of 𝛿𝑣,𝑚 is much larger than that of
𝛿 . So, 𝛿 is much smaller than 𝛿 and the concentration boundary
𝑐,𝑚 𝑐,𝑚 𝑑
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Table 2
Summary of the experimental conditions of mass transfer coefficient measurement.

Reference Particle Liquid Bed 𝑑𝑝 (mm) 𝜀 Rep Sc Pep∕100

McCune and Wilhelm [2] 2-naphthol modified ball-shaped pellets water packed bed 3.19–6.38 0.35–0.38 40–4800 1100–1510 533-70892

(data from flasks are excluded) fluidized bed 3.1–6.4 0.48–0.94 63–753 1204–1326 808-9688

Gaffney and Drew [3] saliaylic and succinic acids pellets benzol, acetone, n-butyal alcohol packed bed 5.48–12.90 0.37–0.62 0.79–1479 159–13258 14-25206

Toshio et al. [4] benzoic acid spheres water packed bed 4-6.78 0.404–0.518 2.37–366 1171–1610 33-5885

Dunn et al. [5] lead spheres mercury packed bed 2.05–4.33 0.44–0.51 31–1498 123–136 42-1850

Williamson et al. [6] benzoic acid spheres water packed bed 6.14–6.29 0.43–0.44 0.08–122 900–1181 0.72-1195

Wilson and Geankoplis [7] benzoic acid spheres water and propylene glycol solutions packed bed 6.29 0.436 0.004–25 859–70600 0.11-1250

Upadhyay and Tripathi [8] dished-end and flat-end benzoic cylinders water packed bed 5.96–11.2 0.27–0.51 3.10–3140 917–2283 28-31031

fluidized bed 5.96–11.2 0.48–0.90 273.09–1512.60 527–1536 2332-18607

Livingston and Noble [9] cationic resin sodium hydroxide solution fluidized bed 0.427–0.905 0.61–0.81 0.21–27.41 368–2896 4.3-100

* The data from flaked particles in the experiments by McCune and Wilhelm [2] are not included since their shapes are significantly different from that of spheres.
layers around adjacent particles do not overlap. Therefore, Eq. (44)
holds. Then, using Eq. (62), with 𝑢𝑣,𝑚 ∼ 𝑢∕𝜀, we can estimate 𝛿𝑐,𝑚 as
ollows:

𝛿𝑐,𝑚
𝑑𝑝

∼
(

𝐷𝐴
𝑢𝑣,𝑚𝑑𝑝

𝛿𝑣,𝑚
𝑑𝑝

)1∕3
∼ 2

(

𝐷𝐴
𝑢𝑑𝑝

𝜀𝑛

Ret𝐶 𝑡
𝐷

)1∕3

, Pep ≫ 1 (65)

Here, Pep ≫ 1 is to ensure that the concentration boundary layer around
the particles in the multiparticle system exists. Finally, using Eqs. (26)
and (58), and introducing a constant 𝐶𝑚, expected to have unit order
of magnitude, we obtain:

Sh𝑙 =
𝐶𝑚
2

(

Re2t 𝐶
𝑡
𝐷 Sc

)1∕3

=
𝐶𝑚
2

(

0.63Ret + 4.8Re1∕2t

)2∕3
Sc1∕3

=
𝐶𝑚
2

𝜀−2𝑛∕3
(

0.63Re + 4.8Re1∕2𝜀𝑛∕2
)2∕3Sc1∕3, Pep ≫ 1

(66)

This correlation applies only when the concentration boundary layer
theory holds. When Pep is not much larger than 1 owing to vanishingly
mall values of Rep, we can modify Eq. (66) as follows:

Sh𝑙 = Sh0𝑙 +
𝐶𝑚
2

𝜀−2𝑛∕3
(

0.63Re + 4.8Re1∕2𝜀𝑛∕2
)2∕3Sc1∕3 (67)

This correlation should be used when Rep is vanishingly small and Pep is
not much larger than unity. However, as discussed in Section 2.2.3, the
accuracy of the existing correlations for Sh0𝑙 remains unvalidated. Fur-
hermore, for isolated-particle systems with Pe much larger than unity,
ntroducing the term that accounts for mass transfer in stagnant condi-
ions does not change the applicability of the correlation (Eq. (53)),
nasmuch as the constant 2 leads to small errors; for multiparticle
ystems, we will also examine whether Eq. (67) remains applicable
hen Pep is far larger than unity.

In the next section, we will use the least squares method to deter-
ine the value of 𝐶𝑚 that minimizes the difference between predicted
ass transfer coefficients and available experimental data, testing the

alidity of the correlations simultaneously.

. Data analysis

To determine the value of 𝐶𝑚 and validate the derived correlations
or liquid–particle systems, we will perform regression analyses on the
elevant experimental data. These experiments were carried out on
acked and fluidized beds with varying values of bed void fraction and
article Reynolds number, as summarized in Table 2. Note that these
ata were calculated by Eq. (9) without considering axial dispersion,
nd so they refer to the effective mass transfer coefficient 𝑘𝑒. However,

the local mass transfer coefficient 𝑘𝑙 must be used to verify the corre-
lations. Thus, these data must first be corrected to obtain the values of
𝑘𝑙. The correction can be carried out by establishing a relation between
𝑘𝑒 and 𝑘𝑙 based on Eqs. (9) and (12), given by:

𝐶𝑠 − 𝐶𝑜𝑢𝑡
𝐶𝑠 − 𝐶𝑖𝑛

=
4𝐵 exp

(

𝑢𝐿
2𝜀𝐸

)

(1 + 𝐵)2 exp
(

𝐵 𝑢𝐿
)

− (1 − 𝐵)2 exp
(

−𝐵 𝑢𝐿
)

8

2𝜀𝐸 2𝜀𝐸
= exp
(

−𝑘𝑒𝑎𝐿
𝑢

)

(68)

Here, the axial dispersion coefficient 𝐸 is calculated with the model
proposed by Wakao and Funazkri [37], given by:

𝐸 = (20 + 0.5Re Sc)𝐷∕𝜀 (69)

Note that although the discussion about 𝑘𝑒 and 𝑘𝑙 in Section 2.2.1 was
for packed beds, the same equations apply to fluidized beds. We should
also point out that Eqs. (68) and (69) are for packed beds. Nevertheless,
homogeneous fluidized beds are conceptually similar to packed beds,
the main difference being that in packed beds the solid volume fraction
varies in a range (around 0.6) that is much smaller than in fluidized
beds. Therefore, correlations valid for packed beds usually apply also
to homogeneous fluidized beds (at least with good approximation).
For example, originally the Ergun equation (for pressure drops) [28]
was derived for packed beds, but it works well also for homogeneous
fluidized beds [40] and indeed has been used to model the drag force in
fluidized suspensions [45]. Furthermore, the effect of axial dispersion
is important mainly when the Peclect number is small, while the values
of the Peclet number for the data on fluidized beds selected in our work
is large (Pep > 8 × 104). Consequently, for fluidized beds the correction
owing to axial dispersion is very small [37]. Thus, even if an alterna-
tive or improved correlation for the axial dispersion coefficient were
employed for fluidized beds, it would yield no significant difference.

In Section 3.2.1, for isolated particles, we obtained different values
of 𝐶𝑖 when Re ≪ 1 and Re ≫ 1. Here, we will also obtain the values
of 𝐶𝑚 separately for Rep ≪ 1 (𝐶𝑚,1) and Rep ≫ 1 (𝐶𝑚,2). We now select
the specific ranges for Rep and Pep. Similar to the analysis conducted
for isolated particles, the threshold used to determine whether Pep is
much larger than unity is 100. Furthermore, we assume that Rep ≫ 1
is satisfied when Rep is larger than 10, and Rep ≪ 1 is satisfied when
Rep is smaller than 0.1.

For Rep < 0.1, only two data refer to values of Pep greater than 100,
so Eq. (66) cannot be used for regression analysis. Thus, we estimate
the value of 𝐶𝑚,1 by matching Eq. (67) to the data with Rep < 0.1 and
Pep < 100, and then examine whether for the data with Rep < 0.1 and
Pep > 100 the value obtained for the constant is applicable and whether
Sh0𝑙 can be included. For Rep > 10, all the data refer to values of Pep
far larger than unity (the smallest being around 2700); therefore, we
can use Eq. (66) to estimate the value of 𝐶𝑚,2. For 0.1 < Rep < 10, the
data also refer to values of Pep greater than 100, so we use Eq. (66) to
match these data and obtain the value of the constant, denoted as 𝐶𝑚,3.

4.1. Rep < 0.1

As illustrated, we use Eq. (67) to match the data with Rep < 0.1
and Pep < 100 from Wilson and Geankoplis [7] and Williamson et al.
[6]. However, we must first decide which value to use for Sh0𝑙 . The
available data refer to void fraction values of 0.436 and 0.441. With
these values, and in light of what we discussed in Section 2.2.3, we
can reasonably take Sh0 = 8.0. Using the least squares regression
𝑙
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Fig. 3. (a) Comparison between the predictions of Eq. (67) with 𝐶𝑚,1 = 0.594 and Sh0𝑙 = 8.0 and the experimental data of Williamson et al. [6] and Wilson and Geankoplis [7]. (b)
Relative percent error between them at various Re for Rep < 0.1 and Pep < 100.
Fig. 4. (a) Comparison between the predictions of Eq. (66) with 𝐶𝑚,1 = 0.594 and the experimental data of Wilson and Geankoplis [7]. (b) Relative percent error between them
at various Re for Rep < 0.1 and Pep > 100.
analysis, we estimate the value of 𝐶𝑚,1 to be 0.594. As expected, it has
unit order of magnitude. Using this value, in Fig. 3 we compare the
predicted values of Sh𝑙 with the experimental data; the relative percent
error between most of them lies within 30%. However, to make this
correlation applicable to other values of the void fraction, one should
have a reliable equation relating Sh0𝑙 to the void fraction. As discussed,
such an equation is still lacking.

Next, we compare Eq. (67) with 𝐶𝑚,1 = 0.594 to the two data with
Rep < 0.1 and Pep > 100 from Wilson and Geankoplis [7]. Since these
data refer to a void fraction of 0.436, we can still take Sh0𝑙 = 8.0. But
this correlation overestimates the value of the Sherwood number (the
results are not reported), indicating that including Sh0𝑙 when Pep > 100
introduces an appreciable error, at least for these data. Excluding Sh0𝑙 ,
in Fig. 4 we compare the values predicted by Eq. (66) with 𝐶𝑚,1 = 0.594
to the experimental data. The relative percent error is around 30%. This
can possibly be explained by the following factors: on the one hand,
the amount of data used for the regression analysis is small; on the
other hand, as discussed in Section 2.2.3, measurement of the mass
transfer coefficient when Rep is small is challenging, and the available
experimental data may be inaccurate [35]. Furthermore, when Pep <
100, assuming Sh0𝑙 = 8.0 at the given values of the void fraction may
also be inaccurate.

4.2. Rep > 10, Pep > 100

Using Eq. (66) to match the experimental data with Rep > 10
and Pep > 100 from Wilson and Geankoplis [7], Williamson et al.
[6], McCune and Wilhelm [2], Gaffney and Drew [3], Dunn et al.
[5], Upadhyay and Tripathi [8], Toshio et al. [4], and Livingston and
Noble [9], we estimate 𝐶 to be 0.437. With this value, in Fig. 5 we
9

𝑚,2
compare the predictions of Eq. (66) with the experimental data. In the
Supplementary Information, we also report the predicted and measured
values of the Chilton–Colburn factor as a function of Re for various
values of the void fraction, which can help us illustrate the dependence
of the mass transfer coefficient on the void fraction. The results indicate
that for most of the data, over a broad range of Re values, the relative
percent error is less than 30%. However, as shown in Fig. 5(b), for most
of the data related to fluidized beds and obtained from the experiments
of Upadhyay and Tripathi [8], the values of the Sherwood number
are underestimated by more than 30%. This might be caused by the
following factors. On the one hand, these researchers used cylinders
with dished and flat ends rather than spherical particles. On the other
hand, in their experiments the ratio between the bed and particle
diameters is small; consequently, the wall effect is significant, making
the liquid velocity and void fraction profiles be nonuniform [46]. In
contrast, the correlations derived in our study are based on uniform
suspensions.

4.3. 0.1 < Rep < 10

Using Eq. (66) to match the experimental data with 0.1 < Rep < 10
from Wilson and Geankoplis [7], Williamson et al. [6], Upadhyay and
Tripathi [8], Gaffney and Drew [3], Toshio et al. [4], and Livingston
and Noble [9], we estimate the value of 𝐶𝑚,3 to be 0.568. With this
value, in Fig. 6 we compare the predicted values of Sh𝑙 with the
experimental data. In the Supplementary Information, we also report
the predicted and measured values of the Chilton–Colburn factor as a
function of Re for various values of the void fraction. For most data, the
relative percent error is less than 30%, except for the data of Livingston
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Fig. 5. (a) Comparison between the predictions of Eq. (66) with 𝐶𝑚,2 = 0.437 and the experimental data of Wilson and Geankoplis [7], Williamson et al. [6], McCune and Wilhelm
[2], Gaffney and Drew [3], Dunn et al. [5], Upadhyay and Tripathi [8], Toshio et al. [4], and Livingston and Noble [9]. (b) Relative percent error between them at various Re
for Rep > 10 and Pep > 100 (in the legends, ‘fix’ and ‘flu’ stand for fixed and fluidized bed, respectively).
Fig. 6. (a) Comparison between the predictions of Eq. (66) with 𝐶𝑚,3 = 0.568 and the experimental data of Wilson and Geankoplis [7], Williamson et al. [6], Upadhyay and
Tripathi [8], Gaffney and Drew [3], Toshio et al. [4], and Livingston and Noble [9]. (b) Relative percent error between them at various Re for 0.1 < Rep < 10 and Pep > 100.
and Noble [9]. But these refer to small values of Re, and, as discussed
in Section 4.1, many factors may make these data unreliable.

In the limit of 𝜀 → 1, the correlations for multiparticle systems
are expected to reduce to those for isolated particles. In Fig. 7, we
compare the results of our correlations for 𝜀 = 1 with those of the
correlations by Friedlander [12] and Frossling [11], observing that for
the Friedlander equation the deviation is less than 15%, while for the
Frossling equation it is within 10%. This further supports the validity
of our correlations. The larger deviation between the predictions of
our correlation and those of the Friedlander equation, compared to the
deviation reported in Fig. 2 for isolated particle systems, is probably
caused by the few experimental data used in the calculation of 𝐶𝑚,1.
In the Supplementary Information, we also compare the predictions of
the correlations discussed in Section 2.2.2 to the experimental data.
For Rep < 0.1 and Pep > 100, the free surface model (Eq. (17)) performs
slightly less well than our model. For Rep > 10 and Pep > 100, the
equation of Kataoka et al. [16] and Kawase and Ulbrecht [47] (Eq. (14))
deviates significantly from the experimental data for Re > 100. For the
correlations proposed by Agarwal [20], we considered only Eq. (19),
since Eq. (21) is restricted to fluidized beds. For Rep > 10 and Pep > 100,
Eq. (19) aligns well with the experimental data with only a slight over-
estimation. Finally, the values predicted by the correlation proposed
by Scala [22] (Eq. (22)) are examined. As discussed in Section 2.2.3,
we set 𝜏𝑡 to be 1∕𝜀. The results reveal a noticeable underestimation
for some of the data. When we implement the modification of Sh0𝑙 as
specified in Eq. (23), the underestimation when Re is small reduces,
but for large Re remains notable. This behavior is consistent with the
influence of Sh0 being greater at smaller Re values.
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We can see that the value of the constant 𝐶𝑚 varies for different
ranges of Rep, but it always has unit order of magnitude. This is as
much as one can expect, because our correlations were obtained by
order-of-magnitude analysis. Because the estimated values of 𝐶𝑚 are
close, we tried to correlate all the experimental data where Pep ≫ 1
with just one value. This resulted in 𝐶𝑚 = 0.427. This value is close to
that of 𝐶𝑚,2, for the amount of data with Rep > 10 is large, so these data
dominate the value of the constant. As we see in the Supplementary
Information, the predictions based on this value are still acceptable.
We also used this value in Eq. (67) (with Sh0𝑙 = 8.0) to match the
data with Pep < 100, obtaining good results. However, when 𝜀 = 1
and Rep ≪ 1, the relative percent error between our correlation and
that of Friedlander exceeds 30%. The figures for these comparisons are
in the Supplementary Information. In light of these results, similarly
to isolated particles, we conclude that for multiparticle systems, using
different values of the constant is preferable, because this makes the
correlations more accurate.

5. Conclusions

We derived mass transfer coefficient correlations for isolated parti-
cles and multiparticle systems, using scaling and order-of-magnitude
arguments. We estimated the mass transfer coefficient as the ratio
between the molecular diffusivity and the thickness 𝛿𝑐 of the concen-
tration boundary layer. To estimate the latter, we scaled the continuity
equation and the mass balance equation for the solute, relating 𝛿𝑐
to the length and velocity scales of the fluid velocity field around
the particle. These scales were estimated via an order-of-magnitude
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Fig. 7. Comparison, for 𝜀 = 1, between (a) Eq. (66) with 𝐶𝑚,1 = 0.594 and the Friedlander correlation (Eq. (4)) [12] and (b) Eq. (66) with 𝐶𝑚,2 = 0.437 and the Frossling correlation
(Eq. (7)) [11].
analysis on the drag force, using information available for isolated
particles and multiparticle systems. With 𝛿𝑐 known, we obtained the
mass transfer coefficient correlations. These featured an undetermined
constant of unit order of magnitude. For isolated particles, we found
the value of this constant by matching our correlation with those of
Friedlander and Frossling. Within the appropriate range of Re, the
relative percent error between our correlation and that of Friedlander
lies within 2%, while for that of Frossling the error is within 15%.
For multiparticle systems, the constant was estimated by regression
analysis of the available experimental data. The resulting correlation
aligns well with the experimental data, with the relative percent error
between the predicted and measured values being less than 30% for
most of the data, in many cases being more accurate than the other
correlations examined in this study. Moreover, unlike many available
correlations, whose validity is restricted to specific ranges of Re, our
correlation is valid over a large range of Re, spanning several orders
of magnitude; the only thing that should be changed (to obtain better
accuracy) is the value of the single undetermined constant present
in the correlation (which, however, is known to have unit order of
magnitude), but the functional form of the correlation is unchanged.
Finally, being based on the classical approach of scaling and order-of-
magnitude analysis applied to the fundamental equations of change,
our method rests on solid scientific arguments, offering valuable insight
into the investigated process.

Notation

𝑎 specific area of the packed bed 1∕m
𝑎1 model constant –
𝐴𝑡 surface area of the particle m2

𝐶 solute concentration kg∕m3

𝐶𝐴 concentration of solute A kg∕m3

𝐶𝐴 dimensionless concentration of solute A –
𝐶𝐴,𝑏 concentration of solute A in the liquid bulk kg∕m3

𝐶𝐴,𝑠 concentration of solute A at saturation kg∕m3

𝐶𝑏 solute concentration in the liquid bulk kg∕m3

𝐶𝑐 model constant –
𝐶𝐷 particle drag force coefficient –
𝐶 𝑡
𝐷 particle drag force coefficient –

𝐶𝐷𝜀 constitutive function –
𝐶𝑖 model constant –
𝐶𝑖,1 model constant –
𝐶𝑖,2 model constant –
𝐶𝑖𝑛 solute concentration at the bed inlet kg∕m3

𝐶𝑚 model constant –
𝐶𝑚,1 model constant –
𝐶𝑚,2 model constant –
𝐶𝑜𝑢𝑡 solute concentration at the bed outlet kg∕m3

𝐶𝑠 solute concentration at saturation kg∕m3

𝑑𝑝 particle diameter m
11
𝐷 diffusivity of the solute m2∕s
𝐷𝐴 diffusivity of the solute A m2∕s
𝐸 axial dispersion coefficient m2∕s
𝐹𝑝 drag force on an isolated particle kgm∕s2

𝐹𝑝,𝑚 drag force on a particle in a multiparticle system kgm∕s2

𝑔 magnitude of the gravitational acceleration m∕s2

𝑘 mass transfer coefficient m∕s
𝑘𝑒 effective mass transfer coefficient m∕s
𝑘𝑙 local mass transfer coefficient m∕s
𝐿 length of the packed bed m
𝑀𝑡 mass of the particle kg
𝑛 Richardson–Zaki exponent –
𝑝 model constant –
Pe Peclect number –
Pep particle Peclect number –
𝑞 model constant –
Re Reynolds number –
Rep particle Reynolds number –
Ret Reynolds number –
Re𝜀 constitutive function –
𝑟𝑝 particle radius m
Sc Schmidt number –
Sh Sherwood number –
Sh𝑙 local Sherwood number –
Sh0𝑙 local Sherwood number in stagnant conditions –
𝑡 time s
𝑢 superficial velocity m∕s
𝑢𝑐 velocity scale for the concentration change around

particles
m∕s

𝑢𝑐,𝑖 velocity scale for the concentration change around
isolated particles

m∕s

𝑢𝑐,𝑚 velocity scale for the concentration change around a
particle in a multiparticle system

m∕s

𝑢𝑐,𝑟 scale of the radial component of the liquid velocity m∕s
𝑢𝑐,𝜃 scale of the tangential component of the liquid velocity m∕s
𝑢𝑒𝑓𝑓 effective velocity m∕s
𝑢𝑟 velocity in 𝑟 direction m∕s
𝑢𝑟 dimensionless velocity in 𝑟 direction –
𝑢𝑡 unhindered terminal velocity m∕s
𝑢𝑣 velocity scale for the velocity field around particles m∕s
𝑢𝑣,𝑖 velocity scale for the velocity field around isolated

particles
m∕s

𝑢𝑣,𝑚 velocity scale for the velocity field around a particle in
a multiparticle system

m∕s

𝑢𝜃 velocity in 𝜃 direction m∕s
𝑢𝜃 dimensionless velocity in 𝜃 direction –
𝑢𝜙 velocity in 𝜙 direction m∕s

Greek symbols
𝛾 constitutive function –
𝛿𝑐 length scale for the concentration change around

particles
m
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𝛿𝑐,𝑖 length scale for the concentration change around
isolated particles

m

𝛿𝑐,𝑚 length scale for the concentration change around a
particle in a multiparticle system

m

𝛿𝑑 half the distance between two adjacent particles m
𝛿𝑣 length scale for the velocity field around particles m
𝛿𝑣,𝑖 length scale for the velocity field around isolated

particles
m

𝛿𝑣,𝑚 length scale for the velocity field around a particle in a
multiparticle system

m

𝜀 void fraction –
𝜇𝑒 shear viscosity of the liquid kg∕m s
𝜈𝑒 kinematic viscosity of the liquid m2∕s
𝜌𝑒 mass density of the liquid kg∕m3

𝜌𝑠 mass density of the particle kg∕m3

𝜏𝑡 tortuosity of the bed –
𝜔 constitutive function –
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