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Abstract. We give an asymptotic evaluation for the number of automorphic characters of an
algebraic torus T with bounded analytic conductor. The analytic conductor is defined via the local
Langlands correspondence for tori by choosing a finite dimensional complex algebraic representation
of the L-group of T . Our results therefore fit into a general framework of counting automorphic
representations on reductive groups by analytic conductor.
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1. Introduction

1.1. Motivation and statement of results. A basic question in the analytic theory of automor-
phic forms is the following:

Question. Given a connected reductive algebraic group G over a global field k, how many irre-
ducible cuspidal automorphic representations of G are there?

To make sense of the Question, one needs to choose a positive real-valued invariant by which
to order the representations of G. Sarnak, Shin and Templier [SST16] have proposed using the
analytic conductor.

On the groups GLm, the analytic conductor has a standard definition [IS00], but over more
general reductive groups it is less well understood. The most canonical (but not necessarily the
most practical) definition is through the local Langlands conjectures. Let r : LG Ñ GLmpCq be
a finite dimensional algebraic representation of the complex L-group of G. The local Langlands
conjectures predict the existence of maps

r˚,v : AvpGq Ñ AvpGLmq

at every place v of k from the local unitary dual Av of G to that of GLm. One then defines the
analytic conductor cpπ, rq of an irreducible automorphic representation π with respect to r by

(1.1) cpπ, rq “
ź

v

cvpr˚,vπvq,

where the conductors on the right hand side are the “classical” local analytic conductors on GLm.
The universal counting Question seems to be quite difficult at the level of generality in which we

have stated it. Only very recently has there been progress in a few special cases. Over an arbitrary
number field, the cases G “ GL1, GL2, as well GLn for n ě 3 under additional hypotheses, have
been resolved in a paper of Brumley and Milićević [BM23]. The case that G is a one-dimensional
non-split torus over Q splitting over an imaginary quadratic extension was treated in work of
Brooks and the author [BP18], and Lesesvre has studied the case that G is the units group of a
quaternion algebra [Les20].

In this paper, we present an answer to the Question for G “ T a torus over a number field k
and r an arbitrary complex algebraic representation of its L-group. Even though the groups we
are dealing with are abelian, our results are not easy, as we work with a very general notion of
conductor. Indeed, the difficulties involved are already evident in the intricacy of the statement of
the final result. As its reward, working with such a general notion of conductor reveals some of
the richness that any general answer to the Question must exhibit. For example, the power of X
in the asymptotic count of automorphic characters (see (1.4)) need not be an integer, but rather
is a positive rational with denominator at most m. Further, we find that arbitrary integer powers
of logX are possible in the asymptotic count (see example 1.8). Another interesting aspect of our
results is the resemblance of the automorphic counting question to the Manin conjecture, which we
present in section 1.3.

We make some precise definitions in order to give the statement of our result. Let T be an
algebraic torus over a number field k. Let ApT q denote the group of continuous unitary characters
of T pkqzT pAq, where A is the adèle ring of k. We call elements of ApT q automorphic characters;
they are the basic objects of study in this paper. Let K{k be the minimal Galois extension over
which T splits, and let G “ GalpK{kq. Let X˚pT q and X˚pT q be the algebraic character and

cocharacter lattices of T , and pT “ HompX˚pT q,Cˆq the complex dual torus. Each of these objects

admits a natural action of G. Let LT “ pT ¸G be the L-group of T , and pick r : LT Ñ GLmpCq an
algebraic representation of LT . Generally, we will write n “ dimT and m “ dim r. Pick ν a Haar
measure on the locally compact group ApT q.
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The main goal of this paper is to give an asymptotic formula for νptχ P ApT q : cpχ, rq ď Xuq,
where cpχ, rq is the analytic conductor (defined in section 5.1), asX tends to infinity. The statement

of the result requires a few more constructions. The restriction of r to pT breaks up as a direct sum
of eigenspaces

(1.2) r|
pT

“
à

µPX˚p pT q

Vµ.

LetM be the multi-set of co-weights µ of r, i.e. the underlying set ofM is tµ P X˚p pT q : Vµ ‰ 0u and
the multiplicity of µ P M is dimVµ. Let S Ď M denote a subset of the co-weights with multiplicity
and Sc its complement. For such an S, we define the complex group

(1.3) DpSq “
č

µPSc

kerµ Ď pT .

The restriction r|
pT
is faithful if and only if Dp∅q “ t1u, and in that case we let

(1.4) A “ ApT, rq “ max
!dimDpSq ` 1

|S|
: S Ď M,DpSq ‰ t1u

)

.

Theorem 1.1. Suppose that r|
pT
is faithful. Then there exists a non-zero polynomial P “ PT,r,ν

and c “ cT,r ą 0 such that

(1.5) νptχ P ApT q : cpχ, rq ď Xuq “ XAP plogXq `OT,ν,rpX
A expp´cplogXq3{5plog logXq´1{5qq.

If the Artin conjecture holds for the finitely many Artin L-functions specified in Theorem 5.4, then
the error term in (1.5) may be improved to OT,r,νpXA´δq for some δ “ δT,r ą 0. If r|

pT
is not

faithful, then the left hand side of (1.5) is infinite for some finite X.

The dependence of P and the implicit constant on ν is linear, since Haar measure is unique up
to scaling. Here is a simple corollary of Theorem 1.1.

Corollary 1.2. Let T be a torus of dimension n, r an m-dimensional complex representation of
its L-group, and ν a Haar measure on ApT q. We have

νptχ P ApT q : cpχ, rq ď Xuq "T,r,ν X
n`1
m .

If r|
pT
is faithful, then for all ε ą 0 we have

νptχ P ApT q : cpχ, rq ď Xuq !ε,T,r,ν X
2`ε.

Proof. By Theorem 1.1 it suffices to give uniform lower and upper bounds on A. For the lower

bound, note that DpMq “ pT which gives A ě n`1
m . For the upper bound, observe that since r|

pT
is

faithful for any S Ď M we have dimDpSq ď |S|, since dimDp∅q “ 0 and codimkerµ ď 1 for any

µ P M . Therefore A ď maxt
|S|`1

|S|
: S ‰ ∅u ď 2. □

We can give an expression for the degree of the polynomial P , but this requires a few more
definitions. Since M was formed from the restriction of a representation of LT , the group G acts
on M , and also on the power set 2M “ tS : S Ď Mu. This action preserves |S| as well as dimDpSq,
so G also acts on the set

(1.6) Σ “ tS ‰ ∅ :
dimDpSq ` 1

|S|
“ Au.

Let

(1.7) λ “ lcmSPΣ |π0pDpSqq|,

where π0pDpSqq denotes the group of connected components of DpSq. The group pZ{λZqˆ acts on
π0pDpSqq for each S P Σ by ℓ.y “ yℓ, y P π0pDpSqq, ℓ P pZ{λZqˆ. Let ζλ be a primitive λth root of
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unity, and let rK “ Kpζλq and rG “ Galp rK{kq. The enlarged group rG acts on the fibered set with
base Σ given by

(1.8) rΣ “ tpS, yq : S P Σ, y P π0pDpSqqu.

Indeed, we have inclusions

(1.9) rG ãÑ Gˆ Galpkpζλq{kq ãÑ Gˆ pZ{λZqˆ

given by restricting automorphisms to K and to Qpζλq. If g P rG restricts to pg, γq P Gˆ pZ{λZqˆ,

then g acts on rΣ by

g.pS, yq “ pgS, gyγq.

Finally, let

(1.10) rΣ0 “ rΣ∖ tpS, 1q : dimDpSq “ 0u.

Since the deleted set is preserved by the action of rG, we also have that rG acts on rΣ0.

Theorem 1.3. The polynomial P appearing in Theorem 1.1 satisfies

degP “

ˇ

ˇ

ˇ

rGzrΣ0

ˇ

ˇ

ˇ
´ 1.

Theorems 1.1 and 1.3 settle a problem of Sarnak, Shin and Templier [SST16, (4)] for the universal
family of automorphic characters on a torus in the greatest possible generality.

Remarks. (1) The Weyl law for tori over number fields studied in this paper has a natural local-
to-global structure. To solve the global counting problem we first address the corresponding
local problem in sections 3 and 4 of the paper. We obtain fairly complete results in the
unramified non-archimedean and archimedean cases, but only need a preliminary result (see
Theorem 3.27) in the ramified non-archimedean case for our global application. A natural
further line of inquiry would be to more comprehensively investigate the local Weyl law for
tori that have a ramified non-archimedean splitting field. Similarly, it would be interesting
to investigate the counting problem over positive characteristic global fields.

(2) We would also like to have an interpretation of the leading constant in the asymptotic
formula in Theorem 1.1 in terms of the geometry or arithmetic of T . While in principle
our method yields an expression for the leading constant, it is not so easy to write down
in explicit form. One difficulty is that we cannot exclude the possibility that there are
non-identity global units of T that contribute to the leading term of the polynomial P (see
example 1.7). A second complication is our soft treatment of the local counting problem at
ramified primes, as indicated in the previous remark.

(3) The invariant A in Theorem 1.1 and the power of logX in Theorem 1.3 are sufficiently
complicated as to suggest that any general answer to the Question at the beginning of this
paper would be quite onerous to state in full generality.

(4) A key tool in our proof of Thereom 1.1 for general r is a Brascamp-Lieb inequality due
to Barthe [Bar98]. To the author’s knowledge, this theorem from analysis has not been
used before in analytic number theory. We use the Brascamp-Lieb inequality in two places:
first in the local archimedean counting problem in section 4.2 and then again in the global
counting problem in section 5.6. In the first instance, the linear forms correspond to the
co-weights µ P M , and in the second instance the linear forms are rows of the regulator
matrix of T . The use of the Brascamp-Lieb inequality suggests that the counting problem
for a general reductive group is difficult indeed, as already in the case of tori one needs to
go much beyond an explicit understanding of the local Langlands correspondence.
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(5) Another interpretation of the families of automorphic characters studied in this paper is the
following. Let T , K{k be as above, T_ “ HompX˚pT q,Gmq be the algebraic dual torus, and
S “ ResK{kGm. Given a faithful irreducible algebraic representation r of LT , one obtains
an injective morphism i : T_ Ñ S by restriction of r. Such an injective map i gives rise
to an L-homomorphism LT Ñ LS, and so Langlands predicts that there exists a transfer
of automorphic characters i˚ : ApT {kq Ñ ApGL1 {Kq. Conversely, given i : T_ Ñ S,
there exists a faithful irreducible algebraic representation r of LT extending i such that
Lps, χ, rq “ Lps, i˚χq for all χ P ApT q, where the left hand side is the Langlands L-function
and right hand side is the Hecke L-function.

(6) The automorphic counting problem outlined at the beginning of this paper may have appli-
cations to the Ramanujan conjecture on general reductive groups (see the surveys [Sar05]
and [Sha04]). Outside the case G “ GLn, the naive Ramanujan conjecture is known to
be false, but all automorphic forms for which it fails are expected to arise as functorial
transfers from lower rank groups. For analytic applications, one would like to show that the
Ramanujan conjecture cannot fail “too often” in a quantitative sense in terms of analytic
conductor. One way to do so would be to estimate the sizes of subfamilies of ApGq coming
from functorial transfers of automorphic characters of tori, and the so present paper paves
the way for putting the above program into action.

(7) The shape of the error term in Theorem 1.1 comes from Vinogradov-Korobov-strength
zero-free regions for L-functions of Hecke characters due to Coleman [Col90], but these are
not essential to our method. This zero-free region is merely the best currently available
result in the literature, and e.g. using instead the classical zero-free region for Hecke L-
functions one obtains an asymptotic formula in Theorem 1.1 with the weaker error term
OT,r,νpXA expp´c

?
logXqq.

1.2. Examples.

Example 1.4. Let T “ GL1 “ Gm. Then pT “ Cˆ and G is trivial. We choose r “ id “ z : Cˆ Ñ

Cˆ as representation of the L-group. Then ApT q is the set of primitive Hecke characters over k,
and cpχ, rq is the standard notion of analytic conductor of a Hecke character, which we denote
by Cpχq in all of the examples that follow. The multiset of co-weights is the singleton M “ tzu,

and 2tzu “ t∅, tzuu. We have Dp∅q “ t1u and Dptzuq “ Cˆ, so we have A “ 2, and degP “ 0.
Therefore there are „ ckX

2 primitive Hecke characters of analytic conductor bounded by X for
some constant ck ą 0. An inspection of Theorem 5.4 shows that the only Artin L-function relevant
to Theorem 1.1 when T “ Gm and r “ id is the Dedekind zeta function of k, so we obtain a power
saving error term in the asymptotic count. For general number fields k, already this result seems
to be new. A similar result with a modified notion of analytic conductor has been given recently
in a preprint of Brumley, Lesesvre, and Milićević [BLM21].

Example 1.5. Let T “ GL1 “ Gm as above, but take as representation the 1001-dimensional
representation r “ z‘1001 : Cˆ Ñ GL1001pCq. The set ApT q consists of Hecke characters χ as
above, whereas r assigns to χ the conductor Cpχq1001. The multiset of co-weights is tz, . . . , zu,
where z is repeated 1001 times, and only the full set has DpSq ‰ t1u. Thus, A “ 2{1001, and one

recovers that there are „ ck,rX
2{1001 Hecke characters of r-conductor less than X. This shows that

the power of X in Theorem 1.1 can be arbitrarily small.

Example 1.6. Keep T “ GL1 “ Gm as above, but take as representation r “ z2 ‘ z3 : Cˆ Ñ

GL2pCq. This is a 2-dimensional faithful representation of the L-group. The set ApT q is as in the
previous two examples, but now r assigns to χ the conductor Cpχ2qCpχ3q. The set of co-weights
is tz2, z3u, and the subsets S and groups DpSq are

S “ ∅, tz2u, tz3u, tz2, z3u,
5



Dp∅q “ t1u, Dptz2uq “ µ3, Dptz3uq “ ˘1, Dptz2, z3uq “ Cˆ.

Therefore A “ 1, and the maximum is attained on all S ‰ ∅. We have the Galois group G “ 1,

but the enlarged Galois group is rG » pZ{6Zqˆ. We have

rΣ “ tptz2u, 1q, ptz2u, ζ3q, ptz2u, ζ3q, ptz3u, 1q, ptz3u,´1q, ptz2, z3u, 1qu,

rΣ0 “ tptz2u, ζ3q, ptz2u, ζ3q, ptz3u,´1q, ptz2, z3u, 1qu.

The group rG acts on rΣ0 by swapping ptz2u, ζ3q and ptz2u, ζ3q and fixing ptz3u,´1q and ptz2, z3u, 1q.
Therefore there exists a constant c23 so that

νptχ P ApGL1q : Cpχ2qCpχ3q ď Xuq „ c23XplogXq2.

Example 1.7. Let T “ Gm ˆ Gm. This torus has L-group equal to Cˆ ˆ Cˆ. Take the faithful
2-dimensional representation z1 ‘ z2. Classically, this corresponds to counting pairs of primitive
Hecke characters pχ1, χ2q with the conductor Cpχ1qCpχ2q. There are „ c12X

2 logX pairs of Hecke
characters of conductor bounded by X, for some c12 ą 0.

For a general torus T , we will later see in Proposition 6.1 that there is a term which potentially
contributes to the main term of νptχ P ApT q : cpχ, rq ď Xuq as X Ñ 8 for each global unit of
T . In the example T “ Gm ˆ Gm over Q, there are four global units: p1, 1q, p1,´1q, p´1, 1q and
p´1,´1q. It is interesting to note that the contribution of p1, 1q is of size X2 logX, each of p1,´1q

and p´1, 1q make a contribution of size X2, and p´1,´1q contributes a smaller a power of X.

Example 1.8. Let f be an irreducible separable polynomial of degree m over a general field k.
Let α be a root of f and let K be the splitting field of f . Then kpαq{k is a degree m extension with
Galois closure K. Let G “ GalpK{kq and T “ pReskpαq{kGmq{Gm, where d : Gm Ñ Reskpαq{kGm

is the diagonal embedding. Write H “ Homkpkpαq, ksepq for the set of embeddings of kpαq in its
separable closure that fix k. We have in particular that |H| “ m. One has an identification

(1.11) X˚pReskpαq{kGmq » ZH

sending paσqσPH to the morphism χ : Reskpαq{kGm Ñ Gm that is given on ksep points by

χ : pkpαq bk k
sepqˆ Ñ pksepqˆ

cb r ÞÑ

˜

ź

σPH

σpcqaσ

¸

r,

see [Mil17, Lem. 12.61]. Here, G acts on ZH by permuting embeddings, i.e. by permuting coordi-
nates. Write ZH0 :“ tpaσq P ZH :

ř

σPH aσ “ 0u. We have the following commutative diagram with
exact rows and vertical maps given by (1.11)

0 // X˚pT q // X˚pReskpαq{kGmq

»

��

d˚
// X˚pGmq

»

��

// 0

0 // ZH0
// ZH

ř

σ // Z // 0.

Thus the isomorphism (1.11) restricts to X˚pT q » ZH0 . The evaluation map gives a perfect pairing
X˚pT qbZX˚pT q Ñ Z between character and cocharacter lattices, so that HompX˚pT q,Zq » X˚pT q

and
pT “ HompX˚pT q,Zq bZ Cˆ » X˚pT q bZ Cˆ » tpzσq P

`

Cˆ
˘H

:
ź

σPH

zσ “ 1u.

See section 2.1 for more on these standard isomorphisms.
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Now let us choose an enumeration σi, i “ 1, . . . ,m of the embeddings H. Define r : LT Ñ

GLmpCq by setting rpp1, ¨ ¨ ¨ , 1q ¸ σq to be the permutation matrix in GLmpCq defined by σ P G Ď

Sm, and

rpz ¸ 1q “

¨

˚

˝

z1
. . .

zm

˛

‹

‚

.

The set of co-weightsM is tziui“1,...,m, where z ÞÑ zi represents projection onto the i-th coordinate.

For any S P 2tziu we have

DpSq “ tz P pT : zi “ 1 if i P Sc and
ź

iPS

zi “ 1u,

so that each DpSq is connected and dimDpSq “ |S| ´ 1 if S ‰ ∅. Therefore, A “ 1, Σ “ tS Ď M :

S ‰ ∅u, λ “ 1, and so rG “ G, rΣ “ Σ, and rΣ0 “ tS Ď M : |S| ě 2u.
Suppose now that k is a number field and G » Sm. Then

rGzrΣ0 “
␣

tS : |S| “ 2u, . . . , tS : |S| “ mu
(

and so we have
νptχ P ApT q : crpχq ď Xuq „ cr,TXplogXqm´2.

This is an example of logarithms arising in the asymptotic formula for natural reasons, and answers
a question of Sarnak [Sar08, Question 1]. Also note that if e.g. rkpαq : ks “ 4 and G fi S4 the
asymptotic is „ cGXplogXq3 for some constants cG, whereas if G » S4 it is „ cS4XplogXq2. This
shows that the power of logX in the asymptotic formula is sensitive to the arithmetic of the torus.

1.3. Relation to the Manin conjecture. The automorphic counting Question introduced at
the outset of this paper is reminiscent of the Manin conjecture on the number of rational points of
bounded height on a Fano variety. We briefly review the latter to point out a few of its features.
For a more developed survey of the Manin conjecture, see e.g. [Pey02] or [Tsc03].

Let V be a Fano variety over k, and L a very ample line bundle. Let s0, . . . , sm be global sections
of L with no common zeros, and ϕ “ ϕL,s0,...,sm : V Ñ Pm be the natural morphism associated to
these data. Let Hpxq be the absolute exponential Weil height on Pmpkq. Then hϕpxq “ hpϕpxqq is
a height function on V pkq relative to L, s0, . . . , sm. If s

1
0, . . . , s

1
m is another choice of global sections

for the same L with ϕ1 “ ϕL,s1
0,...,s

1
m

: V Ñ Pm, then hϕpxq “ hϕ1pxq ` Op1q as x P V pkq varies

[Sil86, Thm. 3.1]. Following Batyrev-Manin [BM90], for U Ď V a Zariski open let

NU pL, Xq “ #tx P Upkq : hϕpxq ď Xu.

Let N1
effpV q be the closed cone of effective divisors.

Conjecture 1.9 (Batyrev-Manin Conj. C1). Let V be a Fano variety with canonical bundle ωV not
effective. If U is sufficiently small, we have

NU pL, Xq „ cXαpLqplogXqtpLq´1

as X Ñ 8 for some positive constant c. Here,

αpLq “ inftλ P R : λrLs ` rωV s P N1
effu,

and tpLq is the codimension of the minimal face of BN1
eff containing αpLqrLs ` rωV s.

The analogy between the automorphic counting question and the Manin conjecture is as follows,
and should be viewed as an expression of the deep conjectures of Langlands. The role of the ambient
space is played by Pmpkq Ø ApGLmq, into which V pkq Ø ApGq embeds. The embedding is given
by the data L, s0, . . . , sm on the Manin side, and (conjecturally) on the automorphic side by r :
LG Ñ GLmpCq. Indeed, L, s0, . . . , sm determine a morphism V Ñ Pm whereas the representation
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r (conjecturally) determines r˚ : ApGq Ñ ApGLmq. The absolute exponential Weil height Hpxq

for x P Pmpkq on the Manin side corresponds to the analytic conductor cpπq, π P ApGLmq on the
automorphic side. The height function hϕpxq relative to ϕ corresponds to the analytic conductor
cpπ, rq relative to r as in (1.1).

The invariant αpLq appearing in the Manin conjecture and the invariant A appearing in Theorem
1.1 both are expressible in terms of combinatorial geometry problems, see the computations with
matroids in section 4.2 of this paper.

At least in the special case of tori, Theorems 1.1 and 1.3 suggest that tpLq on the Manin side

corresponds to the set of orbits rGzrΣ0. In both cases, the power of log comes from the possible
embeddings of V or ApT q in ambient space that are “extremal” in the combinatorial geometry
problem defining αpLq or A.

The leading constant in Manin’s conjecture has been given a conjectural interpretation in terms
of adèlic volumes by Peyre [Pey95] and Chambert-Loir and Tschinkel [CLT10]. For a discussion of
the significance of the leading constant in the automorphic counting problem, see [BM23, §1.5].

While the analogy presented here is striking, it only goes so far. In Manin’s conjecture, there is
a canonical choice of L, that is, one takes L “ ´ωV , the anti-canonical bundle. In the automorphic
setting, there is apparently no canonical choice of complex representation r of the L-group of G.
Moreover, in the setting of Manin’s conjecture the set of possible height functions corresponds to
the ample cone of V , whereas in the automorphic setting, the possible height functions correspond
to the set of faithful finite-dimensional complex representation of LG. The later takes into account
both the finite-dimensional representation theory of complex connected reductive groups and of
global Galois groups, so seems to afford a more intricate set of height functions. Lastly, we remark
that the invariant tpLq in Manin’s conjecture is an essentially global invariant of V . On the other

hand, rGzrΣ0 has a somewhat more local nature, as we shall see in section 5 of this paper.

1.4. Outline of the proof. In order to make direct use of the local to global nature of the counting
problem we work with the global conductor zeta function Zpsq of T, r, that is we define

Zpsq :“

ż

ApT q

1

cpχ, rqs
dνpχq.

For c ą 0 let R “ Rpcq “ RpA, cq Ă C be the region

(1.12) R “ Rpcq “ RpA, cq “

!

σ ` it P C : σ ą A´
c

plogp|t| ` 3qq2{3plog logp|t| ` 16qq1{3

)

.

The main goal of this paper is to prove the following theorem.

Theorem 1.10. Suppose that r|
pT
is faithful. The generating series Zpsq converges absolutely

for Repsq ą A and extends to a meromorphic function in the open half plane Repsq ą A ´

minp2´1,m´2q. There exists c “ cpT, rq ą 0 such that the function Zpsq

‚ has a pole at s “ A of order | rGzrΣ0| and no other poles in Rpcq (respectively, the half-plane
Repsq ą A´ minp2´1,m´2q if the Artin conjecture holds),

‚ grows slowly in R; i.e. there exists J “ JpT, rq ą 0 and 0 ă c1 “ c1pT, rq ď c such that for
any s “ σ ` it P Rpc1q avoiding any small neighborhood U of A we have

Zpσ ` itq !T,r,U plogp|t| ` 3qqJ ,

and
‚ has moderate growth in a vertical strip if the Artin conjecture holds, i.e. there exists K “

KpT, rq ą 0 such that for any s “ σ ` it with σ ą A ´ minp2´1,m´2q avoiding any small
neighborhood U of A we have Zpσ ` itq !T,r,σ,U p1 ` |t|qK .
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Here and throughout the paper, when we ask that the Artin conjecture holds, we mean for the
finitely many representations appearing in Theorem 5.4. Theorems 1.1 and 1.3 follow from Theorem
1.10 by an appropriate Tauberian argument, see [Ing90, Ch. III §11] or [CLT10, Thm. A.1].

An application of Poisson summation (Lemma 2.14) decomposes Zpsq as a sum over global units
x P UpT q of generating series Zps, xq that factor over places v of k, i.e.

(1.13) Zpsq “
ÿ

xPUpT q

Zps, xq with Zps, xq “
ź

v|8

Akvps, xq
ź

v∤8
Nkvps, xq

for certain local archimedean and non-archimedean generating series Akv “ Akvps, xq and Nkv “

Nkvps, xq. See Proposition 6.1 for the precise statement, which is a minor modification of (1.13).
The location and order of the rightmost pole of each Zps, xq only depends on all but finitely

many of the Nkvps, xq, in particular, only on those v ă 8 which are unramified in the extension
K{k splitting T . A main idea of this paper is to perform the analysis of Akv and Nkv on the Galois
side of the local Langlands correspondence for tori [Lan97], which is particularly simple when the
torus splits over an unramified extension of non-archimedean local fields, see Proposition 3.15.

An outline of the argument in this paper is then as follows.

(1) Show for each place v of k that the local series Nkv and Akv converge absolutely for Repsq ą

A´m´2, see sections 3.3 and 4.2.
(2) Compute Nkv for v unramified finely enough to obtain a group-theoretic description of its

leading terms as a local Dirichlet series, see section 3.2.
(3) Compare the product over unramified places

ś

vRB Nkv with a finite product of global Artin
L-functions and apply the Brauer induction theorem or Artin conjecture, see section 5.4.

(4) Show that the leading Laurent series coefficients of Zps, xq at s “ A are positive for all
x P UpT q, see Theorem 4.4(3), Theorem 5.3(4)(5), and Lemma 5.11.

(5) Show that the sum over UpT q in (1.13) converges absolutely, see section 5.6.

As previously remarked, the Brascamp-Lieb inequality (Theorem 2.10) enters the picture in step (1)
for archimedean places, and leads to a problem in combinatorial optimization of convex polyhedra.
To resolve this problem, we use the theory of matroids, see section 4.2.2, especially Theorem 4.17.

Step (2) is the heart of the paper. Here we use the detailed conductor analysis from section 3.1,
group theory, some algebraic geometry, and Lang-Weil bounds. The group theoretic description of
the unramified terms thus obtained is crucial in their collection into Artin L-functions in step (3).

The most difficult part of step (4) again turns out to be the archimedean places, see section
4.2.4. It is important for our method that the function x ÞÑ p1 ` |x|q´σ on R (among others) has
a non-negative Fourier transform, where the 1 ` |x| here arises from the Iwaniec-Sarnak definition
of the archimedean analytic conductor, see Lemmas 4.21, 4.22 and 4.23.

The Brascamp-Lieb inequality is used a second time in step (5) of the proof, where it is applied
in a global context with respect to the regulator matrix of T .

1.5. Index of notation.
Notation Definition Location

k a general field in §2, a number field in §1, 5 and 6 §1.1, 2.1
A, F the ring of adèles of a number field k, a local field §1.1, 2.3
T , n an algebraic torus over k or F of dimension n §1.1, §2.1
ApT q, ν the Pontryagin dual of T pkqzT pAq, a Haar measure on it §1.1
X˚pT q, X˚pT q groups of algebraic characters and coharacters of T §1.1, §2.1
K, L, G the splitting field of T over k, or over F , its Galois group §1.1, §2.1
pT the complex dual torus: HompX˚pT q,Cˆq §1.1, (2.5)
LT the L-group of T : pT ¸G §1.1, Def 2.4
r,m an m-dimensional complex algebraic representation of LT §1.1, §2.1
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Notation Definition Location

cpχ, rq the (local or global) analytic conductor with respect to r Defs 3.1, 4.1, 5.1
µ,M a co-weight of r, the multi-set of co-weights of r (1.2), Def 2.5
S, 2M a subset of M , the set of all subsets of M §1.1, §2.2
DpSq a complex diagonalizable subgroup of pT (1.3), §2.2
A the power of X in the main theorem (1.4)
Σ set of nonzero S Ď M which attain A (1.6)
λ lcmSPΣ |π0pDpSqq| (1.7)
rK, rG K adjoin the λth roots of unity, Galp rK{kq §1.1
rΣ a fibered set with base Σ and fiber π0pDpSqq (1.8)
rΣ0

rΣ with the subset tpS, 1q : dimDpSq “ 0u deleted (1.10)
Cpχq the analytic conductor of a Hecke character χ §1.2
ResK{k restriction of scalars, i.e. “Weil restriction” §1.2
Rpcq “ RpA, cq a region of analytic continuation for Zpsq, Y psq or Ups, xq (1.12)
ksep, Gk a separable closure of k, the absolute Galois group of k §2.1
X1 ˆS X2 the fiber product of schemes X1, X2 over a base S §2.1
A^ the Pontryagin dual of a locally compact abelian group A §2.3
WF , WL{F Weil group and relative Weil group of a local field §2.3, (2.7)
σ the canonical map WL{F Ñ GalpL{F q (2.8)
ξ, φ a cohomology class and a Langlands parameter φ “ ξ ¸ σ §2.3
ΦpT q the set of Langlands parameters of T §2.3
HM a polytope in Rm

ě0 given by an mˆ n matrix M (2.13), (2.14)
qF the cardinality of the residue field of F §3.1.1
cpϱq, c̃pϱq the Artin and abelian conductors of a representation ϱ Def 3.2, 3.5
cFpϱq the conductor of a representation ϱ wrt a filtration F Def 3.3
c̃pχ, rq “abelian” local analytic conductor Def 3.6
OF , OL, p, P, f , ℓ integers, maximal ideals, and residue fields of F and L §3.1.2
Gv, W v

L{F higher ramification groups with upper-numbering §3.1.1

U, O
pvq

L the standard filtration on Oˆ
L §3.1.1

ψE{F , ϕE{F the Hasse-Herbrand functions, see [Ser79, Ch. IV §3] §3.1.1
T the canonical integral model of a torus T over a local field §3.1.2
N the norm map, i.e. the product of Galois conjugates (3.4)
pHnpG,Mq Tate cohomology groups of a G-module M §3.1.2
R the restriction to Oˆ

L map out of H1pWL{F , pT q (3.8)
H1pG,Mq 1st group homology group of a G-module M (3.11)
NF ps, xq local generating series for a non-archimedian field (3.21)
N the non-negative integers §3.2
Pďpcq a finite subgroup of HomGpOˆ

L ,
pT q (3.24)

P“pcq a “sharp” subset of Pďpcq (3.25)
Πďpc, xq, Π“pc, xq character sums over Pďpcq and P“pcq (3.26)
Dkpcq a generalization of DpSq (3.29)
ppV q the set of geometric components of a variety V §3.2
apS, xq the number of Frobenius-fixed components of α´1pxq (3.36)
apSq apS, 1q; the number of Frobenius-fixed points of π0pDpSqq (3.38)
Sred the maximal Galois-stable subset of S (3.40)
T, n1, n2, n3 T pF q » T “ pRˆqn1 ˆ pS1qn2 ˆ pCˆqn3 , F arch. local (4.1)
T^ T^ “ piRn1 ˆ pZ{2Zqn1q ˆ Zn2 ˆ piRn3 ˆ Zn3q (4.3)
ppw, ϵq, α, pw1, α1qq a typical element of T^ §4.1
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Notation Definition Location

pa, c, pb, b1qq an element of X˚pGmqn1 ˆX˚pS1qn2 ˆX˚pResC{RGmqn3 §4.1
M a matrix with entries in Z encoding the co-weights of r §4.1
Ai, C,Bi, B

˘
3 sub-block matrices of the co-weight matrix M §4.1

AF ps, xq local generating series for an archimedian field (4.21)
B8, B8,1{2 inft}x}8 : x P HMu, a variant involving a factor of 1{2 (4.27), (4.28)
pN, Iq, rpSq a matroid, its rank function Def 4.10, 4.12
PI, PB the matroid polytope and matroid base polytope Def 4.14
FGpfq Fourier transform of a measure f on an abelian group G §4.2.4
v, w a valuation of k and a unique valuation of K extending it §5.1
T8

ś

v|8 T pkvq §6.1
NTf

ś

v∤8 NT pOwq §6.1
TN,A T8 ˆNTf (5.3)
UN pT q T pkq X TN,A, called the global norm-units of T (5.4)
ClN pT q T pkqTN,AzT pAq, called the norm-class group of T (5.5)
V ^ tχ P T^

N,A : χpxq “ 1 for all x P UN pT qu (6.2)

V ^
8 tχ8 P T^

8 : χ8pxq “ 1 for all x P UN pT qu (6.7)
B set of places of k with pqkv , λq ‰ 1 or v ramified §5.2
TS an auxiliary torus attached to S P 2M §3.2, 5.4
α´1pxq fibers of a map of tori α : TS Ñ T , see also Lem. 2.6 §3.2, 5.4
K 1, L1, Γ field of def. of components of α´1pxq for all x, GalpK 1{kq §5.4
P1, DP, DP1 a prime of K 1 above P, decomposition groups of P, P1 §5.4
« equal up to an absolutely convergent Euler product Def 5.6
C a conjugacy class of Γ (5.13)
ΣP subset of Σ fixed by DP (5.14)
aCpS, xq the number of C-fixed components of α´1pxq (5.16)
Σa,b set of S P 2M such that dimDpSq “ a and |S| “ b (5.19)
rΣa,b similar to rΣ0, but with respect to Σa,b (5.21)

VO “ ‘iV
‘mO,i

i permutation rep. of an orbit O of Γ acting on rΣa,b (5.22)
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2. Background and notation

2.1. Tori and groups of multiplicative type over a field. In this subsection we let k denote
an arbitrary field. We take an algebraic k-group to be as in [Mil17, Def. 1.1].
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Definition 2.1. An algebraic k-group T is called a torus if there exists a field K Ě k such
that the base change T ˆk SpecK of T is isomorphic to a finite product of copies of Gm, i.e.
T ˆk SpecK » Gn

m,K for some non-negative integer n.

Definition 2.2. An algebraic k-group is called diagonalizable if it is isomorphic over k to a finite
product of copies of Gm and groups of roots of unity µr. More generally, an algebraic k-group U is
said to be of multiplicative type if there exists a field K Ě k such that the base change U ˆk SpecK
is isomorphic to a diagonalizable group over K.

Tori are the smooth connected groups of multiplicative type [Mil17, §12.f]. If a field K Ě k is
such that U ˆk SpecK is diagonalizable over K, then we say that U splits over K. In fact, any
k-group of multiplicative type splits over a finite separable extension of k [Mil17, Cor. 12.19] and
we call the minimal Galois extension of k over which U splits the splitting field of U .

Let ksep be a separable closure of k and Gk1 “ Galpksep{k1q for any k Ď k1 Ď ksep. For any group
of multiplicative type U over k, let X˚pUq “ HompU,Gmq be the group of algebraic characters of
U and X˚pUq “ HompGm, Uq be group of algebraic cocharacters of U . They are finitely generated
abelian groups admitting continuous actions of Gk. These actions on X˚pUq and X˚pUq factor
through the action of the finite group G “ GalpK{kq, where K is the splitting field of U . A group
of multiplicative type U is an affine scheme with coordinate ring kseprX˚pUqsGk “ KrX˚pUqsG.

Lemma 2.3. The functor X˚ is a contravariant equivalence of categories from the category of
algebraic k-groups of multiplicative type to the category of finitely generated abelian groups equipped
with a continuous action of Gk. The functor X˚ is exact, i.e. it sends short exact sequences to
short exact sequences.

Proof. See [Mil17, Thm. 12.23]. □

The equivalence of categories from Lemma 2.3 given by the exact functor X˚ restricts to an
equivalence of categories from the category of k-tori to the category of finitely-generated free Z-
modules equipped with a continuous action of Gk, see [Mil17, Rem. 12.5].

For any k Ď k1 Ď ksep and any k-group U of multiplicative type we have

(2.1) Upk1q » HomGk1 pX
˚pUq, pksepqˆq,

see [Mil17, Rem. 12.26]. The map in (2.1) takes a continuous Gk1-equivariant homomorphism ℓ :
X˚pUq Ñ pksepqˆ and extends it to a k-algebra homomorphism u˚ : OpUq “ pksepqrX˚pUqsGk1 Ñ k1,
which defines the k1-point u : Spec k1 Ñ U of U .

Let T be a k-torus. The evaluation pairing

(2.2) x¨, ¨y : X˚pT q bZ X˚pT q Ñ Z

given by χ ˝ λ : z ÞÑ zxχ,λy is a perfect pairing between the character and cocharacter lattices.
The perfect pairing (2.2) gives us another description for the k-rational points of a torus. Indeed,

we have X˚pT q » HompX˚pT q,Zq and so X˚pT q bZ K
ˆ » HompX˚pT q,Zq bZ K

ˆ. There is an
isomorphism

(2.3) ϕ : HompX˚pT q,Zq bZ K
ˆ » HompX˚pT q,Kˆq

given on pure tensors by ϕpλbzq “ pχ ÞÑ zλpχqq for χ P X˚pT q. (More generally, HompP,RqbM »

HompP,Mq for any R-module M and finitely-generated projective R-module P .) Combining these
maps with (2.1) we have

(2.4) T pKq » X˚pT q bZ K
ˆ and T pkq » pX˚pT q bZ K

ˆqG.
12



2.2. L-groups of tori and representations. For any k-torus T the group

(2.5) pT :“ HompX˚pT q,Cˆq » X˚pT q bZ Cˆ

is called the complex dual torus of T . As a group, pT » pCˆqn and carries an action of G “ GalpK{kq

through the Galois action on the cocharacter lattice X˚pT q. We shall also use the unit complex
dual torus

pTu “ HompX˚pT q, S1q » X˚pT q bZ S
1.

The affine k-scheme T_ “ SpecKrX˚pT qsG is called the algebraic dual torus of T . There is
a natural isomorphism X˚pT q » X˚pT_q sending λ P X˚pT q to the χ P X˚pT_q defined by
χ˚ “ pX ÞÑ λq on coordinate rings χ˚ : kseprX,X´1s Ñ kseprX˚pT qs (see e.g. [Mil17, §12.a, Lem.

12.4]). If k is a subfield of C, then pT “ T_pCq and

X˚p pT q :“ Homctsp pT ,C
ˆq “ HompT_,Gmq “ X˚pT_q,

so in this case we obtain a natural identification X˚p pT q » X˚pT q.

Definition 2.4. Let T be a k-torus with splitting field K. We call the external semi-direct product
LT “ pT ¸G the L-group of T , where G “ GalpK{kq.

The L-group of T is a complex algebraic group. We call the subgroup LTu :“ pTu ¸G of LT the
unit L-group of T . Caution: more commonly in the literature on the Langlands correspondence the
L-group is defined using the absolute Galois group Gk in lieu of the finite group G. While these two
definitions are ultimately equivalent, we work with finite Galois groups mainly because Langlands
does in his paper on the correspondence for tori [Lan97], and some computations in group co-
/homology become simpler when we work with finite groups. Of course, the cost of working with
finite G is having to keep track of the splitting field of T .

Let r : LT Ñ GLpV q be a finite-dimensional complex algebraic representation of LT . The

restriction of r to pT admits a weight space decomposition

(2.6) r|
pT

“
à

µPX˚p pT q

Vµ,

where Vµ is the eigenspace of V with character µ.

Definition 2.5. The multi-setM “ Mr with underlying set tµ P X˚p pT q : Vµ ‰ 0u and multiplicity
of µ P M equal to dimVµ is called the set of co-weights of r.

Let S Ď M be a subset of co-weights with multiplicity. Recall the definitions of DpSq and A
from (1.3) and (1.4), which make sense for general base fields.

The group G acts on the set of co-weights M via its action on X˚pT q (or pT q. In the case that k
is an archimedean local field, we will, after choosing coordinates on T pkq and r, associate to M an
mˆ n matrix (where m “ dim r and n “ dimT ), which we also write M .

In this paper a k-variety is a reduced, separated k-scheme of finite type. In particular, we do not
assume that varieties are irreducible.

Lemma 2.6. Let α : T1 Ñ T2 be a map of tori over a field k of characteristic 0. The number of
geometric components of the fiber α´1pxq is constant on tx P T2pkq : α´1pxq is non-emptyu. For
any finitely-generated subgroup Λ of T2pkq, every component of α´1pxq for all x P Λ is defined over
a single finite extension of k.

Proof. For the first assertion, if α´1pxq is empty, there is nothing to show, so suppose otherwise.
Recall [Mil17, Rem. 12.5] that the tori T1, T2 as well as the group of multiplicative type kerα are

all reduced k-schemes, since k has characteristic 0. If k is a perfect field and A and B are reduced
k-algebras, then A bk B is a reduced k-algebra, see [Bou03, Ch. V §15 5. Thm. 3(c) and 2. Prop.
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5]. Since T1 and T2 are affine, it follows that α´1pxq is reduced, hence a closed subvariety of T1.
As we have already remarked, the algebraic group kerα is reduced, thus ypkerαq is also a closed
subvariety of T1 for any fixed geometric point y P α´1pxqpKq for any finite extension K{k.

For any fixed algebraic closure k{k it is easy to check that α´1pkq “ ypkerαqpkq, so that by e.g.
[Mil17, Cor. 1.18], α´1pxq “ ypkerαq as closed subschemes of T1. Then, since ypkerαq »K kerα
(see e.g. [Mil17, Prop. 5.24]) and the formation of the group of connected (equivalently, irreducible)
components π0 commutes with base change [Mil17, Prop. 2.37(c)], we have that the number of
components of α´1pxq is independent of x.

For the second assertion, say x1, . . . , xr are generators of Λ. Since T1 is abelian, all of the
irreducible components of α´1pxq for x P Λ are defined over the finite extension of k obtained by
adjoining the coordinates of the yi corresponding to xi (if they exist) from the previous paragraph
to the field of definition of pkerαq˝. □

2.3. Local Langlands correspondence. For a topological abelian group A, we henceforth denote
by HompA,Cˆq the group of continuous complex characters of A, and by A^ the subgroup of
unitary characters, that is to say the Pontryagin dual. For M a G-module, H1pG,Mq denotes the
first group cohomology group defined using continuous cocycles.

In this section we suppose that T is a torus over a local field F with splitting field L and Galois
group G “ GalpL{F q.

Following [Bor79], we define the local analytic conductors cpχ, rq associated to a character χ :
T pF q Ñ Cˆ and representation r of LT by passing through the local Langlands correspondence
and taking the conductors from the Galois representation associated to χ and r. To that end, we
now review the local Langlands correspondence for tori.

Recall the Weil group of a local field [Tat79, §1.1], which is a triple pWF , φ, trEuq, and the relative
Weil group

(2.7) WL{F :“
WF

rWL,WLs
.

The group WL{F has W ab
L as a subgroup and so can be thought of as a group extension of G by

Lˆ, i.e. there is a short exact sequence

(2.8) 1 // Lˆ rL // WL{F
σ // G // 1 ,

see [Tat79, §1.2]. If L,F are non-archimedean local fields, then the map rL is the Artin reciprocity
map of class field theory [Tat79, (1.4.1)].

Following [Lan97], we define a Langlands parameter to be a continuous group homomorphism
φ :WL{F Ñ LT for which the diagram

WL{F
φ //

σ
""

LT

��
G

is commutative. Two Langlands parameters are said to be equivalent if they are pT -conjugate. We
write ΦpT q for the set of equivalence classes of Langlands parameters of T as in [Bor79, §8]. The
local Langlands correspondence (LLC) for tori asserts that there is a canonical bijection

(2.9) HompT pF q,Cˆq ÐÑ ΦpT q.

Given a Langlands parameter φ corresponding to χ P HompT pF q,Cˆq, the composition

r ˝ φ :WL{F Ñ GLpV q
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only depends on the equivalence class of φ. We have thus associated a complex Galois representation
to the character χ and the L-group representation r. We define the local L and ε-factors associated
to finite dimensional complex Galois representations as in [Tat79, §3]. Later, we will define local
analytic conductor cpχ, rq in terms of the ε-factor of r ˝ φ if F is non-archimedean (see Definition
3.1), and in terms of the L-factor of r ˝ φ if F is archimedean (see Definition 4.1).

To make (2.9) more explicit, we recall the the cohomological interpretation of the LLC for tori.

Given a Langlands parameter φ, we write φpzq “ ξpzq ¸σpzq for z P WL{F , ξpzq P pT , and σpzq P G.

One sees that φ and φ1 are equivalent if and only if ξ and ξ1 are cohomologous, i.e. we have a
bijection

(2.10) ΦpT q ÐÑ H1pWL{F , pT q,

where WL{F acts on pT via the map σ : WL{F Ñ G of (2.8). Langlands proved [Lan97, Thm. 1]
that there is an isomorphism

(2.11) HompT pF q,Cˆq » H1pWL{F , pT q

and moreover (2.11) restricts to

(2.12) T pF q^ » H1pWL{F , pTuq,

where pTu “ X˚pT q^. We will use (2.12) when F is an archimedean local field.
Let dx be a Haar measure on F , ψ a non-trivial additive character of F , and dx1 the dual

Haar measure relative to ψ. Given a finite dimensional complex representation pϱ, V q of WF , Tate
[Tat79, §3] defines the ε-factor εpV, ψ, dxq “ εpϱ, ψ, dxq attached to these data. When we give
the definition of the local analytic conductors in sections 3.1 and 4.1, we will encounter the factor
pδpψqdx{dx1qdimpV q. This factor is explained in [Tat79, §3.4] and we do not need to elaborate on it
for the purposes of this paper.

2.4. Some tools. Let f denote an algebraic closure of a finite field f , and let V Ď f
n
be a variety

over f of dimension r and degree d. The following is [LW54, Thm. 1].

Theorem 2.7 (Lang-Weil). If V is defined over f and irreducible as a variety over f , then

|V pfq| “ |f |r `On,d,rp|f |r´1{2q.

In fact, Lang and Weil give a more explicit bound on the implied constant in their Theorem
1, but we do not need this. We also have the following result of Lang and Weil under weaker
hypotheses [LW54, Lem. 1].

Lemma 2.8 (Lang-Weil). If V is defined over f , then

|V pfq| !n,d,r |f |r.

We need the following standard variant of the Lang-Weil bound that relaxes the geometric
irreducibility, definability over f , and reducedness hypotheses.

Corollary 2.9 (Lang-Weil, alternate form). Let V be a separated f -scheme of finite type. Then
one has

|V pfq| “ pppV q `On,d,rp|f |´1{2qq|f |r

where ppV q is the number of geometrically irreducible components of V of dimension r “ dimpV q

that are invariant with respect to the Frobenius endomorphism x ÞÑ x|f | associated to f .

If in fact the dimension of V is zero, it is not hard to see that |V pfq| “ ppV q.
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Proof sketch following the blog post “The Lang-Weil bound” of T. Tao. Wemay assume without loss
of generality that V is an f -variety by working with the underlying reduced closed subscheme Vred,
which is an f -variety and satisfies Vredpfq “ V pfq, since f has no nilpotents.

Decompose the variety V into geometrically irreducible components YiVi. For any Vi of di-
mension ă r we apply Lemma 2.8 to subsume these components into the error term. If Vi is
geometrically irreducible but not defined over f , then it is not fixed by the Frobenius endomor-
phism Fr. In this case, Vi X FrpViq is a proper closed subvariety of the irreducible Vi, so is of
strictly lower dimension. Since all the f -points of Vi are contained in pVi X FrpViqqpfq, we again
use Lemma 2.8 to subsume these components into the error term. Lastly, each of the components
Vi that remain are geometrically irreducible and defined over f , to which we apply Theorem 2.7 to
conclude the proof. □

Let M P MmˆnpRq be an m ˆ n matrix with real entries, m ě n. Let us write ai, i “ 1, . . . ,m
for the rows of M . We define a convex polytope HM Ď Rm

ě0 by the the following inequalities:

(2.13)
m
ÿ

i“1

xi “ n

and

(2.14)
ÿ

iPS

xi ď dimpspanptai : i P Suqq

for every subset S Ď t1, . . . ,mu. Note that HM is non-empty if and only if M is full-rank.
The following Brascamp-Lieb inequality is due to Barthe [Bar98] and was re-stated in the form

below by [CLL04, §4]. We use it in a crucial way in section 4.2.1 and then again in section 5.6.

Theorem 2.10 (Brascamp-Lieb Inequality). Let a1, . . . , am be non-zero vectors in Rn which span
Rn, and let M be the m ˆ n matrix whose rows are ai. Let p “ pp´1

1 , . . . , p´1
m q P Rm

ě0. Let

f “ pfiqi“1,...,m be an m-tuple of non-negative measurable functions fi : R Ñ Rě0. Then

ż

Rn

m
ź

i“1

fipxai, xyq dx !m,n,M,p

m
ź

i“1

}fi}Lpi pRq

if and only if p P HM Ă Rm
ě0. Here the implied constant depends on m,n,M, p, but not on f .

We also have the following convenient version of the Brascamp-Lieb inequality on finitely gener-
ated abelian groups due to Bennett, Carbery, Christ and Tao [BCCT10, Thm. 2.4].

Theorem 2.11 (Discrete Brascamp-Lieb Inequality). Let G and tGi : 1 ď i ď mu be finitely
generated abelian groups. Let φi : G Ñ Gi be homomorphisms. Let pi P r1,8s. Then

(2.15) rankpHq ď
ÿ

i

p´1
i rankpφipHqq for every subgroup H of G

if and only if there exists a constant C ă 8 such that

(2.16)
ÿ

yPG

m
ź

i“1

pfi ˝ φiqpyq ď C
ź

i

}fi}ℓpi pGiq for all fi : Gi Ñ r0,8q.

We next recall some analytic results on L-functions of Hecke characters in t-aspect.

Lemma 2.12. For any Hecke character χ over a number field there exists an effective constant
cpχq ą 0 such that Lps, χq ‰ 0 for all s P Rp1, cpχqq.
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Proof. A more general result of Coleman [Col90, Thm. 2] asserts that the lemma holds apart from a
possible exceptional real zero when the archimedean component of χ is trivial and χ2 “ 1. However,
Stark’s effective lower bounds on Lp1, χq [Sta74, Thm. 1’] bound such a potential exceptional zero
away from s “ 1 in terms of the discriminant of the field of definition of χ, so that by adjusting
the value of cpχq accordingly one obtains the lemma without exceptions. □

Lemma 2.13. For any Hecke character χ over a number field

(2.17)
1

Lpσ ` it, χq
!χ plogp|t| ` 3qq2{3plog logp|t| ` 16qq1{3

uniformly for σ ` it P Rp1, c1pχqq with an effective 0 ă c1pχq ă cpχq.

Proof. Given [Col90, Thm. 1 and §5] the proof essentially follows that of [TH-B86, Thm. 3.11] with

ϕptq “ c2pχq log logp|t| ` 16q where c2pχq is as in [Col90, Thm. 1] and θptq “ c1pχq

´

log logp|t|`16q

logp|t|`3q

¯2{3

(cf. [Hua19, Lem. 11 and Rem. 3]). □

Lemma 2.14 (Poisson Summation). Let H ď G be locally compact commutative groups such that

the quotient G{H is compact. Let f P L1pGq and write pf for its Fourier transform

pfpψq “

ż

G
fpgqψpgq dg.

If

(1) the restriction of pf to pG{Hq^ is integrable,
(2) for all x P G the function y ÞÑ fpxyq is integrable on H, and
(3) the map x ÞÑ

ş

H fpxyq dy is continuous on G,

then for all x P G we have
ż

H
fpxhq dh “

1

VolpG{Hq

ÿ

ψPpG{Hq^

pfpψqψpxq.

Proof. See [Bou19, Ch.II §1 7. Cor.], which does not assume that G{H is compact. This latter
hypothesis is only used to write the integral over pG{Hq^ as a sum above. □

Remark. There is also a more general version of Lemma 2.14 without the hypothesis that G{H be
compact or the hypotheses (2) and (3), but in which the conclusion only holds for almost every
x P G, see [Bou19, Ch. II §1 7. Prop. 15].

3. Local non-archimedean theory

3.1. Local Langlands correspondence, local conductors. We now restrict our attention to
non-archimedean local fields F .

3.1.1. The Artin conductor. Let T be an F -torus and pWF , φ, trEuq a Weil group for F . Let
r : LT Ñ GLpV q be a finite-dimensional complex representation of the L-group of T as in section
2.2. Recall the ε-factors attached to finite-dimensional complex Galois representations of WF from
section 2.3.

Definition 3.1. If φ P ΦpT q corresponds to χ P HompT pF q,Cˆq under the local Langlands corre-
spondence (2.9), then the quantity

cpχ, rq “ |εpr ˝ φ,ψ, dxq|2

is called the local analytic conductor of χ with respect to r.
17



Tate [Tat79, §3.4.2] shows that εpV, ψ, dxq is additive, and in particular only depends on the
isomorphism class of V . If pϱ, V q is a unitary representation we have (see [Tat79, §3.4.7]) that

(3.1) |εpV, ψ, dxq|2 “ q
cpϱq

F pδpψqdx{dx1qdimpV q.

In particular, since εpV, ψ, dxq only depends on the isomorphism class of pϱ, V q, it suffices for (3.1)
to hold that pϱ, V q be unitarizable. Here qF is the cardinality of the residue field of F and cpϱq is
the Artin conductor of the representation pϱ, V q.

In light of (3.1) we next review the definition of the Artin conductor cpϱq of a finite-dimensional
complex representation ϱ : WF Ñ GLpV q of the Weil group of a non-archimedean local field. The
classical Artin conductor is an invariant of a finite dimensional complex representation of a finite
Galois group GalpE{F q. For more discussion of the classical Artin conductor see [Ser79, Ch.VI] or
[Ulm16, §4]. We give a slightly nonstandard definition of the Artin conductor of a finite-dimensional
complex representation of WL{F following [Ulm16] (this goes back at least to [DDT97]).

Let φ :WF ãÑ GF be the inclusion given as part of the data of a Weil group (see [Tat79, §1.4.1]).
For any v P r´1,8q, let W v

F be the inverse image of the (upper-numbering) higher ramification
group GvF by φ (see Serre [Ser79] for definitions, especially Ch. IV, §3, Remark 1). Let L{F be
a finite extension and W v

L{F be the image of W v
F by the canonical projection WF ↠ WL{F . The

groups W v
L{F therefore define a descending filtration of WL{F with index set r´1,8q.

Proposition/Definition 3.2. For a finite dimensional complex representation ϱ :WL{F Ñ GLpV q,
the number

cpϱq “

ż 8

´1
codimpV

ϱpW v
L{F

q
q dv

is called the Artin conductor of pϱ, V q. The value of cpϱq only depends on ϱ|W 0
L{F

, and extends the

notion of Artin conductor for complex representations of finite Galois groups.

Proof. Since there are no breaks in the upper-numbering filtration between ´1 and 0, and the
upper-numbering is left-continuous (see [Ser79, Ch.4 §3]), it follows that the Artin conductor cpϱq

only depends on the restriction of ϱ to W 0
L{F .

Since W 0
L{F is compact and profinite and GLpV q has no small subgroups, it follows that H “

ker ϱ|W 0
L{F

is a finite index open subgroup of W 0
L{F . We have that ϱ|W 0

L{F
then factors through

the finite quotient W 0
L{F {H. From this, the inverse image of H in W 0

F also has finite index, and

contains rWL,WLs, thus (see Tate [Tat79, §1.4.5]) we have that H “ W 0
L{E for some finite extension

Lab{E{F . By Serre [Ser79, Ch. IV, Prop. 14] we have that

W 0
L{F

H
“
W 0
L{FH

H
“

ˆ

WL{F

WL{E

˙0

» GalpE{F q0

and indeed, for all v P p´1,8q that

W v
L{F

H XW v
L{F

»
W v
L{FH

H
“

ˆ

WL{F

WL{E

˙v

» GalpE{F qv.

Therefore to ϱ|W 0
L{F

there is associated a finite extension E{F with E Ď Lab, and ϱ factors through

the representation ϱ1 : GalpE{F q Ñ GLpV q given by composing with the isomorphisms above. It
is shown in [Ulm16, §4] for finite dimensional complex representations of finite Galois groups that
the standard definition of the Artin conductor matches the one given in the Proposition/Definition
with the higher ramification groups GvpE{F q in place of the Weil group and ϱ1 in place of ϱ. □

The Artin conductor is a special case of the following more general notion of conductor.
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Definition 3.3. For G a group endowed with a descending filtration F “ pGvqvPp´1,8q and ϱ : G Ñ

GLpV q a finite dimensional complex representation, we call

cFpϱq “

ż 8

´1
codimV ϱpGvq dv

the conductor of pϱ, V q with respect to F.

With G “ WL{F and F given by the upper-numbering filtration, cFpϱq the Artin conductor of
pϱ, V q.

Next, we introduce an “abelian” conductor c̃pϱq. The Artin conductor of a representation pϱ, V q

is controlled by the abelian conductor, and in the case that the representation factors throughWL{F

for L{F an unramified extension, the abelian conductor is identical to the Artin conductor.
We denote for any v P p´1,8q the groups

O
pvq

L “

#

1 ` π
rvs

L OL if v ą 0

Oˆ
L if 0 ě v ą ´1.

In particular the function v ÞÑ O
pvq

L is locally constant on p´1,8q ´Z, and satisfies limvÑn´ O
pvq

L “

O
pnq

L for n P Z, where limvÑn´ denotes the one-sided limit from below.
Let ψE{F and ϕE{F be the Hasse-Herbrand functions for an extension E{F of non-archimedean

local fields, see [Ser79, Ch. IV §3]. Recall the short exact sequence (2.8) expressing WL{F as a
group extension of G “ GalpL{F q.

Lemma 3.4. For any real number v ą ´1, the following diagram commutes and the horizontal
rows are short exact sequences:

1 // O
pψL{F pvqq

L
//

��

W v
L{F

//

��

Gv

��

// 1

1 // Lˆ rL // WL{F
σ // G // 1.

Proof. The Artin reciprocity homomorphism rL maps the subgroup O
pvq

L Ď Lˆ onto the vth higher

ramification group W ab,v
L of W ab

L in the upper-numbering (see Serre [Ser79, Ch. XV, Thm. 2]). We

shall need an analogue of [Ser79, Ch. IV, Prop. 2] for the upper-numbering filtration of W ab
L , so we

work with the Hasse-Herbrand functions. By definition of the upper-numbering filtration and the
transitivity of the function ψ under field extensions (see [Ser79, Ch. IV Prop. 15]), we have

W
ab,ψL{F pvq

L “ W ab
L,ψ

Lab{L
˝ψL{F pvq “ W ab

L,ψ
Lab{F

pvq.

By [Ser79, Ch. IV, Prop. 2] and converting back to the upper-numbering filtration, we have

W ab
L,ψ

Lab{F
pvq “ WL{F,ψ

Lab{F
pvq XW ab

L “ W v
L{F XW ab

L .

Therefore, O
pψL{F pvqq

L » W
ab,ψL{F pvq

L Ď W v
L{F , where the first » is the Artin map, so the left hand

square in the statement of the lemma commutes and all four maps are injections.
Next we compute the cokernel. By the foregoing,

W v
L{F

W
ab,ψL{F pvq

L

“
W v
L{F

W v
L{F XW ab

L

»
W v
L{FW

ab
L

W ab
L

.
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We apply [Ser79, Ch. IV, Prop. 14] with G “ WL{F and H “ W ab
L to see that

W v
L{FW

ab
L

W ab
L

»

´

WL{F {W ab
L

¯v
.

Finally, by the third group isomorphism theorem and [Tat79, §1.1] we conclude that

´

WL{F {W ab
L

¯v
» Gv,

since the canonical inclusion φ :WF ãÑ GF has dense image. □

We are ready to give a definition of the abelian conductor c̃pϱq.

Definition 3.5. Let pϱ, V q be a finite-dimensional complex representation of WL{F ,W
0
L{F , L

ˆ, or

Oˆ
L , where the latter two groups are viewed as subgroups of WL{F as in Lemma 3.4. Let U be the

descending filtration defined by pO
pvq

L qvPp´1,8q. Then

c̃pϱq “ cUpϱq

is called the abelian conductor of pϱ, V q.

Remark: The abelian conductor c̃ is additive in the sense that if ϱ “ ϱ1 ‘ ϱ2, then c̃pϱq “

c̃pϱ1q ` c̃pϱ2q.

Definition 3.6. The abelian local analytic conductor c̃pχ, rq attached to χ, r is the complex number

c̃pχ, rq “ q
c̃pr˝φq

F pδpψqdx{dx1qdimprq,

where φ P ΦpT q corresponds to χ P HompT pF q,Cˆq under the LLC for tori (2.9).

Finally, we note that the abelian conductor controls the Artin conductor and vice-versa. Let
v0 “ inftv : GvpL{F q “ t1uu. For example, if L{F is unramified then v0 “ ´1.

Lemma 3.7. We have

1

eL{F
c̃pϱq ď cpϱq ď c̃pϱq ` pv0 ` 1q dimV.

In particular, if L{F is unramified, then c̃pϱq “ cpϱq.

Proof. For the first inequality, we have from Lemma 3.4 that

codimpV ϱpO
pψL{F pvqq

L qq ď codimpV
ϱpW v

L{F
q
q.

Then, by [Ser79, Ch. IV, Props. 12, 13] we have

1

eL{F
c̃pϱq ď

ż 8

´1

codimpV ϱpO
puq

L qq

pG0 : Guq
du “

ż 8

´1
codimpV ϱpO

puq

L qqϕ1
L{F puq du

“

ż 8

´1
codimpV ϱpO

pψL{F pvqq

L qq dv ď cpϱq.
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For the second inequality, we use the fact that if v ą v0 then codimpV ϱpO
pψL{F pvqq

L qq “ codimpV
ϱpW v

L{F
q
q.

We have

cpϱq “

ż v0

´1
codimpV

ϱpW v
L{F

q
q dv `

ż 8

v0

codimpV
ϱpW v

L{F
q
q dv

ď pv0 ` 1q codimpV
ϱpW 0

L{F
q
q `

ż 8

v0

codimpV ϱpO
pψL{F pvqq

L qq dv

ď pv0 ` 1q codimpV
ϱpW 0

L{F
q
q `

ż 8

´1
codimpV ϱpO

pψL{F pvqq

L qq dv

“ pv0 ` 1q codimpV
ϱpW 0

L{F
q
q `

ż 8

´1

codimpV ϱpO
puq

L qq

pG0 : Guq
du

ď pv0 ` 1qdimV ` c̃pϱq.

□

Corollary 3.8. We have for r, χ, v0 as above and m “ dim r that

c̃pχ, rq1{eL{F | cpχ, rq | q
pv0`1qm
F c̃pχ, rq.

In particular, if L{F is unramified then c̃pχ, rq “ cpχ, rq.

The reason we prefer the abelian conductor is the following. Recall from section 2.2 the set of
co-weights M associated to the representation r : LT Ñ GLpV q of dimension m.

Proposition 3.9. Let φ be a Langlands parameter of T . Then, φ|Oˆ
L

P HomGpOˆ
L ,

pT q depends only

on the equivalence class of φ and writing ξ “ φ|Oˆ
L
, we have

c̃pr ˝ φq “
ÿ

µPM

cpµ ˝ ξq,

where on the right hand side c “ cU as in Definition 3.3 with U being the standard filtration of Oˆ
L .

Proof. We have that Oˆ
L Ă Lˆ maps to the trivial element of G (see (2.8)), so that Oˆ

L acts trivially

on pT . By definition, of a Langlands parameter φ|Oˆ
L
takes values in pT ¸ 1 Ď LT , i.e. φ|Oˆ

L
“ ξ|Oˆ

L

for the ξ P H1pWL{F , pT q corresponding to φ across the bijection (2.10). Since Oˆ
L acts trivially on

pT , we have H1pOˆ
L ,

pT q “ HomGpOˆ
L ,

pT q and the first assertion of the proposition follows.

By definition, the abelian local analytic conductor of r ˝φ only depends on the restriction to Oˆ
L .

We have that

r ˝ φ|Oˆ
L

“ r|
pT

˝ φ|Oˆ
L

“
à

µPM

µ ˝ ξ|Oˆ
L
,

so that the second assertion of the proposition follows by the additivity of the abelian conductor. □

3.1.2. The canonical integral model of a torus and the norm map. We begin with a brief discussion
of the work of Voskresenskii [Vos98, §10.3] on the canonical integral model of a torus T over a non-
archimedean local field F . Let L be the splitting field of T with G “ GalpL{F q. Let OF ,OL, f, ℓ
be the rings of integers and residue fields in F,L, respectively.

Lemma 3.10 (Voskresenskii Theorem 1). Given an F -torus T , there exists a faithfully flat OF -
algebra A of finite type endowed with a Hopf algebra structure such that T :“ SpecA is an OF -
integral model for T , i.e. T ˆOF SpecF » T .
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The affine group scheme T of Lemma 3.10 is called the canonical integral model of T . Voskre-
senskii showed that T is the unique integral model of T that may be constructed by choosing an
F -linear embedding T ãÑ GLpV q and an OF -lattice in the finite-dimensional F -vector space V that
is stable by the action of the unique maximal compact subgroup of T pF q. Moreover, for any finite
extension E{F one has that TpOEq is the unique maximal compact subgroup of T pEq, in particular

(3.2) TpOLq » HompX˚pT q,OLq and TpOF q » HomGpX˚pT q,OLq.

Compare (3.2) with (2.1). We introduce the following abuse of notation: define

(3.3) T pOLq :“ TpOLq and T pOF q :“ TpOF q.

It is not in general true that the special fiber T ˆOF Spec f is itself a torus over f . Nonetheless,
we do have the following result.

Lemma 3.11 (Voskresenskii Theorem 2). If T splits over an unramified extension L{F , then the
canonical integral model T “ SpecA of T is given by A “ OLrX˚pT qsG and Tf :“ T ˆOF Spec f is
a torus over f .

If T splits over an unramified extension, we commit the abuse of notation T pfq :“ Tf pfq “ Tpfq.

Lemma 3.12. Let T1, T2 be two tori over a non-archimedean local field F both splitting over some
common unramified extension L{F with Galois group G. Let α : T1 Ñ T2 and x P T2pOF q be an
integer-valued point of T2. Then, the fiber α´1pxq Ď T1 of α over x admits an OF -integral model
α´1pxq0.

Proof. The G-equivariant map α˚ : X˚pT2q Ñ X˚pT1q extends to a map of OF -algebras

OLrX˚pT2qsG Ñ OLrX˚pT1qsG.

Since L{F is unramified, by the explicit description of the canonical model in Lemma 3.11, the map
α : T1 Ñ T2 extends to a map of the integral models α : T1 Ñ T2 over OF . The scheme-theoretic
fiber α´1pxq0 of α : T1 Ñ T2 over x P T2pOF q is an integral model for α´1pxq. □

The local to global decomposition of Zpsq in section 6.1 will lead us to restrict the local Langlands
correspondence (2.11) to a compact subgroup of T pF q which has finite index in the maximal compact
subgroup T pOF q. As we will soon see in section 3.1.3, the natural choice is to restrict the Langlands
correspondence to the image of the norm map

(3.4) N : T pOLq Ñ T pOF q

defined by the product of Galois conjugates.
We will next prove an important lemma describing the image of N , which we write NT pOLq.

We begin with a preliminary but crucial result.

Lemma 3.13. Suppose L{F is unramified. The map N : T pOLq Ñ T pOF q is surjective.

Proof. See [Ama69, Cor. of Thm. 1]. □

Lemma 3.13 will be used to deduce the last assertion of Proposition 3.15 from the previous ones.
More generally, we have the following result.

Lemma 3.14. We have
ˇ

ˇ

ˇ

ˇ

T pOF q

NT pOLq

ˇ

ˇ

ˇ

ˇ

ď edimT
L{F

ˇ

ˇ

ˇ

ˇ

T pF q

NT pLq

ˇ

ˇ

ˇ

ˇ

,

where eL{F is the ramification index of L{F . Both quotients are finite groups.
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Proof. Applying the functor HompX˚pT q,´q to the valuation exact sequence

1 // Oˆ
L

// Lˆ // Z // 0

yields

(3.5) 1 // T pOLq // T pLq // HompX˚pT q,Zq // 0 ,

since X˚pT q is a free abelian group, i.e. a projective Z-module (see e.g. [Wei94, Lemma 2.2.3]).
Taking G-invariants in (3.5) and using (3.2) we have

1 // T pOF q // T pF q // HomGpX˚pT q,Zq // H1pG,T pOLqq

and a commutative diagram

1 // T pOLq //

N
��

T pLq //

N
��

HompX˚pT q,Zq //

N
��

0

1 // T pOF q // T pF q // HomGpX˚pT q,Zq.

The rightmost map N above is given by

N : HompX˚pT q,Zq Ñ HompX˚pT q,Zq

ℓ ÞÑ
ÿ

σPG

ℓσ

where ℓσpχq “ ℓpχσ
´1

q. Let

K “ kerpN : HompX˚pT q,Zq Ñ HompX˚pT q,Zqq “ tℓ P HompX˚pT q,Zq :
ÿ

σPG

ℓσ “ 0u.

The middle map N (recall (2.1)) is given by

N : HompX˚pT q, Lˆq Ñ HomGpX˚pT q, Lˆq

ψ ÞÑ
ź

σPG

ψσ,

where ψσ is given by ψσpχq “ ψpχσ
´1

qσ. Let

T1 “ kerpN : T pLq Ñ T pF qq “ tψ P HompX˚pT q, Lˆq :
ź

σPG

ψσ “ 1u.

Define the valuation map

v : T1 Ñ K

ψ ÞÑ vpψq

where vpψqpχq “ vpψpχqq. The snake lemma gives us the exact sequence

(3.6) T1
v // K

δ // T pOF q

NT pOLq
// T pF q

NT pLq
.

We claim that
ˇ

ˇ

ˇ

ˇ

K

vpT1q

ˇ

ˇ

ˇ

ˇ

ď edimT
L{F .

Indeed, let ℓ P K be arbitrary. We claim that eL{F ℓ P vpT1q. The first claim follows from this second
claim on letting ℓ run through a Z-basis for K, so it suffices to show this. Now we show the second
claim. Choose πF a uniformizer for F . For ℓ P K let

ψℓ P HompX˚pT q, Lˆq
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be defined by

ψℓpχq “ π
ℓpχq

F .

Note that
ź

σPG

ψσℓ pχq “
ź

σPG

ψℓpχ
σ´1

qσ “
ź

σPG

π
ℓpχσ

´1
q

F “ π
ř

σ ℓ
σ´1

pχq

F “ π0F “ 1,

since ℓ P K. Therefore ψℓ P T1. Note also that

vpψℓqpχq “ vpψpχqq “ vpπ
ℓpχq

F q “ eL{F ¨ ℓpχq.

Thus we have shown that for all ℓ P K we have eL{F ℓ P vpT1q, as claimed.
By the exact sequence (3.6) we have that

ˇ

ˇ

ˇ

ˇ

T pOF q

NT pOLq

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

K

vpT1q

ˇ

ˇ

ˇ

ˇ

¨

ˇ

ˇ

ˇ

ˇ

T pF q

NT pLq

ˇ

ˇ

ˇ

ˇ

ď edimT
L{F

ˇ

ˇ

ˇ

ˇ

T pF q

NT pLq

ˇ

ˇ

ˇ

ˇ

.

For the second assertion, recall the definition of the Tate cohomology groups pHn from e.g. [Ser79,
Ch.VIII]. We have

T pF q

NT pLq
“ pH0pG,T q,

and by the Nakayama-Tate theorem (see e.g. [PR94, Thm. 6.2])

pH0pG,T q » pH2pG,X˚pT qq.

Since X˚pT q is a finitely generated abelian group, we have by e.g. [AW67, §6 Cor. 2] that

| pH2pG,X˚pT qq| ă 8,

and so it follows that |
T pF q

NT pLq
| is finite. □

3.1.3. The Langlands pairing. The goal of this section is to restrict (2.11) to the compact subgroup
NT pOLq of T pF q. To do this, we re-formulate the Langlands correspondence [Lan97] as a perfect
pairing

(3.7) T pF q bH1pWL{F , pT q Ñ Cˆ,

which we call the Langlands pairing. We write G0 for the inertia subgroup of G. The following is
the main result of this section.

Proposition 3.15. Write RpH1q for the image of the restriction to Oˆ
L map

(3.8) R : H1pWL{F , pT q Ñ HomGpOˆ
L ,

pT q.

The subgroup RpH1q of HomGpOˆ
L ,

pT q is of index at most ď |H1pG0, pT q| ¨ |H2pG0, pT q|. The Lang-
lands pairing restricts to a perfect pairing

NT pOLq bRpH1q Ñ Cˆ.

In particular, if L{F is unramified, the Langlands pairing restricts to a perfect pairing

(3.9) T pOF q b HomGpOˆ
L ,

pT q Ñ Cˆ.

Corollary 3.16. The abelian local analytic conductor c̃pχ, rq only depends on χ|NT pOLq.

Lemma 3.17. We have that H ipG0, pT q is a finite group for all i ě 1.

Lemma 3.17 follows from a result of Cartan and Eilenberg, which we recall now since it will also

be useful for other purposes later. Recall the Tate cohomology groups pHn, see e.g. [Ser79, Ch.VIII].
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Theorem 3.18 (Duality Theorem). Let G be a finite group, A a G-module and C a divisible abelian
group. For any i P Z there exists a perfect pairing

Y : pH ipG,Aq b pH´i´1pG,HompA,Cqq Ñ C.

Proof. See [CE56] chapter XII, Theorems 4.1 and 6.4. □

Proof of Lemma 3.17. In Theorem 3.18 we take G “ G0, A “ pT , and C “ Cˆ to obtain for i ě 1
that

(3.10) H ipG0, pT q bHipG
0, X˚pT qq Ñ Cˆ

is a perfect pairing. Now, by [AW67, §6 Cor. 1] we have that H ipG0, pT q is a group of finite
exponent. Furthermore, X˚pT q is a finitely-generated G0-module, so by [AW67, §6 Cor. 2] we have
that HipG

0, X˚pT qq is a finite group. The result now follows from the duality theorem. □

In the unramified case, we also have the following version of the Langlands correspondence over
finite fields.

Proposition 3.19. If L{F is unramified, then the Langlands pairing restricts to a perfect pairing

T pfq b HomGpℓˆ, pT q Ñ Cˆ.

We give the proof of Proposition 3.19 at the end of this section after first proving Proposition
3.15.

To prepare for the proof of Proposition 3.15, we review the proof of the Langlands correspondence
(2.11). To do so, we recall the following explicit descriptions of group cohomology and homology
(the same exposition appeared in the appendix of [BP18]).

For this paragraph, let G be a group andM a left G-module. Computing via the inhomogeneous
resolution gives the usual description of group cohomology

H1pG,Mq “
tξ : G Ñ M | ξpghq “ ξpgq ` gξphqu

tξ : G Ñ M | ξpgq “ gm´m for some m P Mu
.

If ‘SN is a direct sum of copies of an abelian group N indexed by a set S, let δspnq P ‘SN be the
element which is n in the sth entry and 0 elsewhere. Computing via the inhomogeneous resolution
then gives the following description of group homology

(3.11) H1pG,Mq “
tpmgqgPG |

ř

gpg´1mg ´mgq “ 0u

dp‘GˆGMq
,

where dpδg,hpmqq “ δhpg´1mq ´ δghpmq ` δgpmq. If G is abelian and acts trivially on M , then we
have H1pG,Mq » GbZ M .

If G1 ă G is a finite index normal subgroup, there is an action of G{G1 on H1pG1,Mq by the rule
g ˚ δg1pmq “ δgg1g´1pgmq. There also exists a natural map

Trace : H1pG,Mq Ñ H1pG1,MqG{G1

,

which may be computed as follows: pick coset representatives g1, g2, . . . , gn for G{G1. Then any
g P G determines a permutation τ P Sn by the rule gig “ g1gτpiq (where g1 P G1), and

Tracepδgpmqq “
ÿ

i

δgigg´1
τpiq

pgimq.

Now we return to our review of the Langlands correspondence (2.11). In particular, G “

GalpL{F q again. Since Lˆ is abelian and acts trivially (recall (2.8)) on X˚pT q, we have from
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the “standard isomorphisms” (2.1) and (2.3) and the above explicit description of group homology
that

(3.12) T pLq » H1pLˆ, X˚pT qq and T pF q » H1pLˆ, X˚pT qqG.

Langlands proves the following mild extension of the Duality Theorem 3.18. Let α P WL{F ,
χ P X˚pT q such that δαpχq is a cycle representing a class in H1pWL{F , X˚pT qq. Let ξ be a cocycle

representing a class in H1pWL{F , pT q. Langlands [Lan97, p. 233-234] shows that the pairing

(3.13) Y : H1pWL{F , X˚pT qq bH1pWL{F , pT q Ñ Cˆ

defined by
Y : δαpχq b ξ ÞÑ χpξpαqq

is a perfect pairing.
The difficult part of Langlands’s proof of his correspondence (2.11) is that the map

(3.14) Trace : H1pWL{F , X˚pT qq Ñ H1pLˆ, X˚pT qqG

is an isomorphism. Combining (3.12), (3.14) and (3.13), we obtain the Langlands pairing (3.7).
We now discuss the connection between the Langlands pairing and the norm map. The Artin

map (see (2.8)) induces a map

(3.15) rL,˚ : H1pLˆ, X˚pT qq Ñ H1pWL{F , X˚pT qq

so that the triangle

H1pLˆ, X˚pT qq
N //

rL,˚ ))

H1pLˆ, X˚pT qqG

H1pWL{F , X˚pT qq

»

OO

commutes. Here N is the norm map defined as a product of Galois conjugates, and the vertical
map is the trace map (3.14). Composing with the isomorphisms (3.12), we have that the norm
map N : T pLq Ñ T pF q factors through the homology group H1pWL{F , X˚pT qq:

(3.16) T pLq
N //

''

T pF q

H1pWL{F , X˚pT qq.

»

OO

Proof of Proposition 3.15. Let

AnnpNT pOLqq Ď H1pWL{F , pT q

be the annihilator of NT pOLq with respect to the Langlands pairing (3.7). To prove the proposition,
it suffices to compute AnnpNT pOLqq, and show that

H1pWL{F , pT q

AnnpNT pOLqq
» RpH1q,

is as described in the statement of the proposition.

Lemma 3.20. Let

(3.17) R : H1pWL{F , pT q Ñ HomGpOˆ
L ,

pT q

be the restriction to Oˆ
L map (recall Oˆ

L acts trivially on pT ). Then we have

AnnpNT pOLqq “ kerpRq.
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Proof. Let
t : H1pWL{F , X˚pT qq Ñ T pF q

be the isomorphism obtained by composing the trace map (3.14) with the isomorphism (3.12). The
first step is to give an explicit description for the inverse image t´1pNT pOLqq ď H1pWL{F , X˚pT qq.
Later, we use the explicit description for the cup product pairing (3.13) to compute AnnpNT pOLqq.

The main trick to compute t´1pNT pOLqq is to use the commuting triangle (3.16), as the trace
map is difficult to work with directly. Restricting (3.16) to the maximal compact of T pLq we obtain

T pOLq
N // //

'' ''

NT pOLq

t´1pNT pOLqq,

»

OO

where all arrows are surjective. Since we understand the diagonal arrow much better than the
vertical one, this yields a description for t´1pNT pOLqq. In the above explicit description for group
homology, it is the subgroup ofH1pWL{F , X˚pT qq generated by sums of all possible homology classes

δαpχq as α runs over α P Oˆ
L Ă WL{F .

We now use the description t´1pNT pOLqq “ xδαpχqyαPOˆ
L
and compute the annihilator

AnnpNT pOLqq “ Annpt´1pNT pOLqqq Ď H1pWL{F , pT q

across (3.13).
First we prove AnnpNT pOLqq Ě kerpRq. Let ξ represent a class in kerpRq. Then ξ vanishes on

Oˆ
L by definition, and we have ξ Y δαpχq “ 1 for all δαpχq with α P Oˆ

L by the definition (3.13)
of Y. It follows from the description t´1pNT pOLqq “ xδαpχqyαPOˆ

L
that ξ Y x “ 1 for all 1-cycles

x P t´1pNT pOLqq. Therefore kerpRq Ď Annpt´1pNT pOLqqq.

Now we prove AnnpNT pOLqq Ď kerpRq. Suppose ξ P H1pWL{F , pT q does not represent any

class in kerpRq. Then there exists a β P Oˆ
L for which ξpβq ‰ 1. Since ξpβq ‰ 1 there exists

χ P X˚pT q not vanishing on ξpβq P pT . Since Oˆ
L acts trivially on X˚pT q, we have that χβ is

a cycle, and thus represents a homology class. Thus δβpχq P t´1pNT pOLqq and ξ Y δβpχq ‰

1, so ξ R Annpt´1pNT pOLqqq. Therefore kerpRqc Ď Annpt´1pNT pOLqqqc, so we have kerpRq “

Annpt´1pNT pOLqq. □

By Lemma 3.20 we have shown that

NT pOLq b
H1pWL{F , pT q

kerpRq
Ñ Cˆ

is a perfect pairing. It now suffices to show that

H1pWL{F , pT q

kerpRq
» RpH1q ď HomGpOˆ

L ,
pT q

is of index at most ď |H1pG0, pT q| ¨ |H2pG0, pT q|, as in the statement of Proposition 3.15.

Consider the inertia group W 0
L{F acting on pT , and the exact sequence

1 // Oˆ
L

// W 0
L{F

// G0 // 1

as in Lemma 3.4. We take the inflation-restriction-transgression exact sequence (see e.g. [NSW08,
(1.6.7) Prop.]) attached to these data

(3.18) 1 // H1pG0, pT q
i // H1pW 0

L{F ,
pT q

r // HomG0pOˆ
L ,

pT q
g // H2pG0, pT q.
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These give

1 // H1pG0, pT q
i // H1pW 0

L{F ,
pT q

r // kerpgq // 1,

where kerpgq is a subgroup of HomG0pOˆ
L ,

pT q of index at most |H2pG0, pT q|. We take Frobenius
invariants of this to obtain a sequence

1 // H1pG0, pT qZ
i1 // H1pW 0

L{F ,
pT qZ

r1
// kerpgqZ // H1pZ, H1pG0, pT qq,

where 1 P Z acts by arithmetic Frobenius on pT . Since a cocycle is determined by its value on a
generator, we have

|H1pZ, H1pG0, pT qq| ď |H1pG0, pT q|.

Therefore r1pH1pW 0
L{F ,

pT qZq has index at most |H1pG0, pT q| in kerpgqZ, and kerpgq has index at

most |H2pG0, pT q| in HomG0pOˆ
L ,

pT q, so kerpgqZ has index at most |H2pG0, pT q| in HomGpOˆ
L ,

pT q.

Thus r1pH1pW 0
L{F ,

pT qZq has index at most |H1pG0, pT q| ¨ |H2pG0, pT q| in HomGpOˆ
L ,

pT q.

Consider again WL{F acting on pT , and take the exact sequence

1 // W 0
L{F

// WL{F
// Z // 1 .

Taking the inflation-restriction exact sequence associated to these we have

1 // H1pZ, pTG
0
q

i2 // H1pWL{F , pT q
r2
// H1pW 0

L{F ,
pT qZ // 1.

Here the term H2pZ, pTG
0
q vanishes because the cohomological dimension of Z is one (see [Bro94,

Ch. VIII, §2]). We have that RpH1q “ pr1 ˝ r2qpH1pWL{F , pT qq, and by the above remarks we

conclude that RpH1q has index at most |H1pG0, pT q| ¨ |H2pG0, pT q| in HomGpOˆ
L ,

pT q, as was to be
shown.

In the case that L{F is an unramified extension, we have G0 “ t1u, so that the first part of

Proposition 3.15 gives us that RpH1q “ HomGpOˆ
L ,

pT q. We have NT pOLq “ T pOF q by Lemma
3.13, so that the Langlands pairing restricts to the perfect pairing (3.9). □

Proof of Proposition 3.19. We again use the description of the local Langlands correspondence in
terms of group homology described above. First, recall [Ono61, Prop. 2.3.1] that we have an exact
sequence

1 // HomGpX˚pT q, 1 ` PLq // T pOF q // T pfq // 1.

By the standard isomorphisms (3.2), the left half of this exact sequence can be re-interpreted in
terms of group homology. That is, we have the following commutative diagram

HomGpX˚pT q, 1 ` PLq
� � //

»

��

T pOF q

»

��
H1p1 ` PL, X˚pT qqG

� � // H1pOˆ
L , X˚pT qqG.

Recall in the course of the proof of Lemma 3.20, we showed that there is a commuting triangle

(3.19) H1pOˆ
L , X˚pT qq

rL,˚ (( ((

N // H1pOˆ
L , X˚pT qqG

xδαpχqyαPOˆ
L
,

Trace»

OO
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where xδαpχqyαPOˆ
L
is the subgroup of H1pWL{F , X˚pT qq generated by sums of all possible homology

classes δαpχq as α runs over Oˆ
L , N is the norm map, Trace is the map defined in (3.14), and rL,˚

is induced by the Artin reciprocity map rL (see (3.15)). Since L{F is unramified by hypothesis, N
is surjective by Lemma 3.13.

We determine the inverse image of the subgroup H1p1 ` PL, X˚pT qqG by the trace map. Set

H1pT q :“ xδαpχqyαP1`PL Ď H1pWL{F , X˚pT qq

to be the subgroup of H1pWL{F , X˚pT qq generated by sums of all possible homology classes δαpχq

as α runs over 1 ` PL. We have that N´1pH1p1 ` PL, X˚pT qqGq “ H1p1 ` PL, X˚pT qq since L{F
is unramified [Ama69, Prop. 1], so that

Trace : H1pT q Ñ H1p1 ` PL, X˚pT qqG

is an isomorphism by chasing the diagram (3.19).
In summary, we have a short exact sequence

(3.20) 1 // H1pT q // T pOF q // T pfq // 1.

By exactness of the dual functor, we have the short exact sequence “on the automorphic side” of
the local Langlands correspondence

1 // T pfq^ // T pOF q^ // HompH1pT q,Cˆq // 1.

The strategy of the proof is now to write down another exact sequence “on the Galois side” of
the local Langlands correspondence, and by the five lemma, conclude the local Langlands corre-
spondence over finite fields. We start with the short exact sequence

1 // 1 ` PL
// Oˆ
L

// ℓˆ // 1 .

Since pT is a divisible group, the functor Homp´, pT q is exact [Wei94, Cor. 2.3.2, Lem. 2.3.4] and we
obtain the short exact sequence

1 // Hompℓˆ, pT q // HompOˆ
L ,

pT q // Homp1 ` PL, pT q // 1.

Taking the long exact sequence in cohomology we get

1 // HomGpℓˆ, pT q // HomGpOˆ
L ,

pT q
R // HomGp1 ` PL, pT q.

Our goal now is to show that the image of the map R is isomorphic to HompH1pT q,Cˆq. Recall
the annihilator

AnnpH1pT qq :“ tξ P HomGpOˆ
L ,

pT q : xY ξ “ 1 for all x P H1pT qu,

where Y is Langlands’s cup product pairing (3.13). We claim that

AnnpH1pT qq “ kerpRq.

Indeed, if ξ is in the kernel of R, then ξ is trivial on 1`PL, and then for any cycle of the form δαpχq

with α P 1`PL we have ξpαq “ 1, so of course χpξpαqq “ 1 for all χ P X˚pT q, i.e. ξ P AnnpH1pT qq.
On the other hand, if ξ P AnnpH1pT qq, then we have that x Y ξ “ 1 for all x P H1pT q, so in

particular, χpξpαqq “ 1 for all α P 1 ` PL and χ P X˚p pT q. This can only be the case if ξpαq “ 1
for all α P 1 ` PL, i.e. ξ P kerpRq.

By the perfect pairing T pOF q b HomGpOˆ
L ,

pT q Ñ Cˆ of Proposition 3.15, we have

HompH1pT q,Cˆq »
HomGpOˆ

L ,
pT q

AnnpH1pT qq
» RpHomGpOˆ

L ,
pT qq Ď HomGp1 ` PL, pT q.
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Thus, we have a commutative diagram

1 // T pfq^ // T pOF q^ //

»

��

HompH1,C
ˆq

»

��

// 1

1 // HomGpℓˆ, pT q // HomGpOˆ
L ,

pT q // RpHomGpOˆ
L ,

pT qq // 1

with short exact rows, where the first vertical » is Proposition 3.15 and the second » is the one
just established. The Proposition now follows from the five lemma of homological algebra. □

3.2. Local conductor zeta function, unramified case. In this section T is a torus over a non-
archimedean local field F with splitting field L and Galois group G “ GalpL{F q. Let P be the
prime ideal of OL, ℓ the residue field of L, and charpℓq its characteristic. We assume throughout
this section that the representation r|

pT
is faithful.

Let θ be a character of T pF q that is trivial on the subgroup NT pOLq and x P NT pOLq. In this
section and the next, we consider the (twisted) generating series

(3.21) NF ps, xq :“
ÿ

χPNT pOLq^

χpxq

cpχθ, rqs
.

Now, and for the rest of section 3.2 we assume that the extension L{F is unramified. Thus, the
results of section 3.1 afford us several immediate reductions. We have NT pOLq “ T pOF q (Lemma
3.13), cpχθ, rq “ c̃pχθ, rq (Corollary 3.8), and c̃pχθ, rq “ c̃pχ, rq (Corollary 3.16), so that

NF ps, xq “
ÿ

χPT pOF q^

χpxq

c̃pχ, rqs
.

Recall the local Langlands isomorphism on integral points from Proposition 3.15

(3.22) HomGpOˆ
L ,

pT q » T pOF q^

ξ ÞÑ χξ.

Proposition 3.9 then gives us a more hands-on way of working with the abelian conductor c̃pχ, rq

in terms of characters on the Galois side of the integral local Langlands isomorphism. Changing
variables by (3.22) we have

(3.23) NF ps, xq “ pδpψqdx{dx1qm
ÿ

ξPHomGpOˆ
L ,

pT q

χξpxqq
´s

ř

µ cpµ˝ξq

F .

Recall the set M of co-weights of r from Definition 2.5. Recall the set of non-negative integers
N, and let us index the coordinates of NM by µ P M . For each c “ pcµqµPM P NM , consider the
following sets of Langlands parameters (restricted to Oˆ

L ):

(3.24) Pďpcq “ tξ P HomGpOˆ
L ,

pT q : cpµ ˝ ξq ď cµ, for all µ P Mu

and

(3.25) P“pcq “ tξ P HomGpOˆ
L ,

pT q : cpµ ˝ ξq “ cµ, for all µ P Mu.

Since µ : pT Ñ Cˆ is a group homomorphism µ ˝ pξ1.ξ2q “ pµ ˝ ξ1q.pµ ˝ ξ2q and Pďpcq is an abelian
group. Since r|

pT
is faithful the abelian group Pďpcq is finite and so the subset P“pcq is finite as

well. Indeed, if ξ P Pďpcq then µ ˝ ξp1 ` Pmax cµq “ 1 for all µ P M , so that

r ˝ ξp1 ` Pmax cµq “
ź

µPM

µ ˝ ξp1 ` Pmax cµq “ 1.
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Since r|
pT
is faithful, we must have ξp1 ` Pmax cµq “ 1 for all ξ P Pďpcq. Then, Pďpcq is finite as

pOL{Pmax cµqˆ is finite and pT has only finitely many elements of order dividing |pOL{Pmax cµqˆ|.
We consider the character sums over Pďpcq and P“pcq

(3.26) Πďpc, xq “
ÿ

ξPPďpcq

χξpxq and Π“pc, xq “
ÿ

ξPP“pcq

χξpxq.

For example, Πďpc, 1q “ |Pďpcq| and Π“pc, 1q “ |P“pcq|.
Writing |c| “

ř

µ cµ, the sums Π“pc, xq are the coefficients of NF ps, xq as a local Dirichlet series,
i.e.

(3.27) NF ps, xq “ pδpψqdx{dx1qm
ÿ

cPNM

Π“pc, xq

q
s|c|
F

.

We begin our analysis with the sums Πďpc, xq in order to make use of the group structure of
Pďpcq. The two functions Πďpc, xq and Π“pc, xq are related by inclusion-exclusion:

(3.28) Π“pc, xq “
ÿ

bPt0,1uM

p´1q|b|Πďppc´ bq, xq.

Recall that the set of co-weightsM admits an action of G. We also let G act onNM by permuting
coordinates and let Dkpcq be the complex diagonalizable group defined by

(3.29) Dkpcq “
č

µPM
cµďk

kerµ Ď pT ,

i.e. Dkpcq “ DpSq for S “ tµ P M : cµ ą ku. If c is G-fixed then Dkpcq admits an action of G.
Note that Dkpcq is monotonic in c, i.e. if c1 ď c coordinate-wise then for any k ě 0 we have

Dkpc1q Ď Dkpcq.

The main result of this section of the paper is the following.

Proposition 3.21. Suppose r|
pT
is faithful, c P NM is G-fixed, L{F is unramified, and pqF , λq “ 1.

If χξpxq “ 1 for all ξ P Pďpcq, then

Πďpc, xq “
ˇ

ˇHomG

`

ℓˆ, D0pcq
˘ˇ

ˇ

8
ź

k“1

charpℓqdimDkpcq,

and if there exists ξ P Pďpcq such that χξpxq ‰ 1 then Πďpc, xq “ 0.

Proof. Suppose that χξpxq “ 1 for all ξ P Pďpcq. Then Πďpc, xq “ |Pďpcq| and it suffices to count
the latter set. Since r|

pT
is faithful, we have Dkpcq “ t1u for sufficiently large k P N, and so there

exists

k0 “ k0pcq “ mintk P N : Dkpcq “ t1uu.

Thus the product in the statement of the proposition is finite, running up to k0 ´ 1.
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We have

Pďpcq “
č

µPM

tξ P HomGpOˆ
L ,

pT q : cpµ ˝ ξq ď cµu

“
č

µPM

8
č

k“0
cµďk

tξ P HomGpOˆ
L ,

pT q : µ ˝ ξp1 ` Pkq “ 1u

“

8
č

k“0

č

µPM
cµďk

tξ P HomGpOˆ
L ,

pT q : ξp1 ` Pkq Ď kerµu

“

8
č

k“0

tξ P HomGpOˆ
L ,

pT q : ξp1 ` Pkq Ď Dkpcqu.

That is to say, a parameter ξ P Pďpcq if and only if ξp1 ` Pkq Ď Dkpcq for all k P N. In particular,
every ξ P Pďpcq is trivial on 1 ` Pk0 . We inductively construct all of the ξ P Pďpcq by extending

the trivial homomorphism 1 ` Pk0 Ñ pT backwards along the standard filtration.
Consider two base cases: k0 “ 0 and k0 “ 1. If c is such that k0 “ 0 then Dkpcq “ t1u for

all k P N and Pďpcq “ t1u, so the formula in the statement of the proposition holds. If c is such
that k0 “ 1 then ξp1 ` Pq “ t1u for all ξ P Pďpcq, and the possible extensions of ξ to Oˆ

L are
parametrized by

HomGpOˆ
L{p1 ` Pq, D0pcqq “ HomGpℓˆ, D0pcqq.

So the formula in the statement of the proposition holds.
Now suppose as the induction hypothesis that

(3.30) |Pďpcq| “
ˇ

ˇHomGpℓˆ, D0pcqq
ˇ

ˇ

k0´1
ź

k“1

|HomGpℓ,Dkpcqq|

for all c such that k0 ď K. Consider c such that k0 “ K ` 1. Then all ξ P Pďpcq satisfy

ξp1 ` PK`1q “ t1u, and the possible extensions the trivial map 1 ` PK`1 Ñ pT to elements of
HomGp1 ` PK , DKpcqq are parameterized by

HomGpp1 ` PKq{p1 ` PK`1q, DKpcqq » HomGpℓ,DKpcqq,

since L{F is unramified. Therefore (3.30) holds for c such that k0 “ K ` 1. By induction, (3.30)
holds for all c P NM .

By the normal basis theorem, there exists α P ℓ such that

tα, αqF , αq
2
F , . . . , αq

rL:F s´1
F u

is a basis for ℓ over the residue field of F . A G-equivariant homomorphism in HomGpℓ,Dkpcqq is
determined by its value on α, which is of additive order charpℓq in ℓ. Since pqF , λq “ 1, the element
α cannot map non-trivially into the component group of any Dkpcq. There are

charpℓqdimDkpcq

elements of order dividing charpℓq in the connected component of the identity of Dkpcq. Hence

|HomGpℓ,Dkpcqq| “ charpℓqdimDkpcq,

and we have shown the first part of the Proposition.
If there exists ξ P Pďpcq such that χξpxq ‰ 1, then it immediately follows from orthogonality of

characters that Πďpc, xq “ 0, hence the second part of the proposition. □
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Proposition 3.21 is only valid for G-fixed c P NM (since otherwise Dkpcq is not a G-module, and
G-equivariant homomorphisms into Dkpcq do not make any sense). However, we can always reduce
to the case that c is G-fixed by the following lemma.

Lemma 3.22. If c P NM is not G-fixed, then Π“pc, xq “ 0.

Proof. Suppose c is not fixed by G, so that |M | ě 2. Without loss of generality suppose there
exists σ P G such that µσ “ µ1 but that cµ1 ą cµ. Suppose for a contradiction that there exists

ξ P HomGpOˆ
L ,

pT q such that cpµ˝ ξq “ cµ and cpµ1 ˝ ξq “ cµ1 . If z P Oˆ
L then the Galois equivariance

of ξ says

µ ˝ ξpσzq “ µ1 ˝ ξpzq.

If z P 1`Pcµ , then we also have σz P 1`Pcµ . But then cpµ ˝ ξq ď cµ implies that cpµ ˝ ξ ˝σq ď cµ,
and cpµ1 ˝ ξq “ cpµ ˝ ξ ˝ σq, so cµ1 “ cpµ1 ˝ ξq ď cµ, contradiction. □

Before moving on, we include one more auxiliary result, which will be used in section 5.4 to show
that only those c P NM with all entries either 0 or 1 will matter for the location and order of the
rightmost pole of the global generating series Zpsq. For more details, see Lemma 5.8.

Lemma 3.23. If c “ pcµq P NM is such that max cµ ě 2 and Π“pc, xq ‰ 0 then dimDkpcq ě 1 for
all k “ 0, . . . ,maxµ cµ ´ 1.

Proof. Let us choose an ordering of the µ P M , say µ1, . . . , µm, and write ci “ cµi . We choose the
ordering such that c1 is maximal among c1, . . . , cm, thus c1 ě 2. By (3.28)

Π“pc, xq “
ÿ

d2ďc2

¨ ¨ ¨
ÿ

dmďcm

µp2d2q ¨ ¨ ¨µp2dmq pΠďpc´ p0, d2, . . . , dmq, xq ´ Πďpc´ p1, d2, . . . , dmq, xqq .

Since Π“pc, xq ‰ 0 there exists d2, . . . , dm P t0, 1u such that

(3.31) Πďpc´ p0, d2, . . . , dmq, xq ‰ Πďpc´ p1, d2, . . . , dmq, xq.

We have by Proposition 3.21 that

Πďpc, xq “
ˇ

ˇHomDP

`

pOL{Pqˆ, D0pcq
˘
ˇ

ˇ

8
ź

k“1

charpO{pqdimDkpcq.

Thus, since c1 ě 2 we have

(3.32)
Πďpc´ p0, d2, . . . , dmqq

Πďpc´ p1, d2, . . . , dmqq
“ charpO{pqdimDc1´1pc´p0,d2,...,dmqq´dimDc1´1pc´p1,d2,...,dmqq.

By (3.31) the quantity in (3.32) is ‰ 1. Since Dkpcq is monotonic in c, we have

charpO{pqdimDc1´1pc´p0,d2,...,dmqq´dimDc1´1pc´p1,d2,...,dmqq ą 1,

from which we conclude

1 ď dimDc1´1pc´ p0, d2, . . . , dmqq ´ dimDc1´1pc´ p1, d2, . . . , dmqq

ď dimDc1´1pc´ p0, d2, . . . , dmqq ď dimDc1´1pcq ď dimDkpcq

for all 1 ď k ď c1 ´ 1. □

We spend the rest of the section devoting particular attention to the case that all of the entries
of c are 0 or 1. Under this condition on c, the groups Dkpcq “ t1u for all k ě 1 by the faithfulness
of r|

pT
. Therefore we restrict our attention to the case k “ 0. We make a change of variables, and
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instead consider subsets S Ď M as in the introduction. The change of variables is given by the
G-equivariant bijection

t0, 1um » 2M(3.33)

c Ø S “ tµ : cµ “ 1u,(3.34)

with G acting on 2M as in the introduction. Define the quantities ΠďpS, xq and Π“pS, xq via the
above bijection c Ø S in terms of Πďpc, xq and Π“pc, xq, and define DpSq “ D0pcq as in the
introduction.

Let Fr P G denote the Frobenius element. By Lemma 3.22, it is no loss of generality to suppose
that FrS “ S. Define an F -torus TS by taking its cocharacter lattice to be Z|Sc| with coordinates
indexed by µ P Sc, and G acting by permuting these. We define a map of F -tori α : TS Ñ T by
the map of cocharacter lattices

α˚ : Z|Sc| Ñ X˚pT q

(3.35) p0, . . . , 1, . . . , 0q ÞÑ µ,

where the 1 is in the µ-slot and the other coordinates are all 0, see Lemma 2.3 and (2.2). The
construction of TS and α is compatible with a global construction that we will be introduced in
section 5.

Let x P T pOF q and take the scheme-theoretic fiber α´1pxq of α above x. By Lemma 3.12, the
fiber α´1pxq has an integral model over OF , which we write α´1pxq0. We may take the base change
of α´1pxq0 to the residue field f of F to obtain a separated f -scheme of finite type α´1pxqf (which
may fail in general to be reduced). Let us abuse notation by writing α´1pxqpfq “ α´1pxqf pfq and
recall the abuses of notation T pfq and TSpfq from section 3.1.2. Note by (2.1) that we also have
T pfq » HomGpX˚pT q, ℓˆq and TSpfq » HomGpX˚pTSq, ℓˆq since X˚pT q » X˚pTf q with the same
action by GalpL{F q » Galpℓ{fq and similarly for TS .

Let Λ be a finitely-generated subgroup of T pOF q. (Later in section 5.4, we will take Λ to be
a finite index subgroup of the global units of a torus over a number field.) Let L1{F be a Galois
extension with L Ď L1 such that all geometric components of α´1pxq for all x P Λ are defined
over L1. Let ppα´1pxqq be the finite set of geometric components. There is a continuous action of
GalpL1{F q on ppα´1pxqq. Let Fr1 P GalpL1{F q denote a Frobenius automorphism, and write

(3.36) apS, xq “ #ty P ppα´1pxqq : Fr1 y “ yu.

The number apS, xq does not depend on the choice of Fr1, since the inertia subgroup of GalpL1{F q

acts trivially on α´1pxq.

Lemma 3.24. Suppose FrS “ S. Then

ΠďpS, xq “

#

´

apS, xq `OT,rpq
´1{2
F q

¯

q
dimDpSq

F if dimDpSq ě 1

apS, xq if DpSq is finite.

Proof. By definition of T and TS , we have exact sequences

1 // DpSq // pT // pTS ,

and

1 // HomGpℓˆ, DpSqq // HomGpℓˆ, pT q // HomGpℓˆ, pTSq .

By Pontryagin duality applied to α : TSpfq Ñ T pfq we have an exact sequence

1 // pT pfq{αpTSpfqqq^ // T pfq^ // TSpfq^ .
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The local Langlands correspondence for tori over finite fields Proposition 3.19 asserts that

T pfq^ » HomGpℓˆ, pT q,

and likewise for TS , since they both split over L{F , which is unramified. Therefore we have a
commutative diagram

1 // HomGpℓˆ, DpSqq // HomGpℓˆ, pT q //

»

��

HomGpℓˆ, pTSq

»

��
1 // pT pfq{αpTSpfqqq^ // T pfq^ // TSpfq^.

By the five lemma of homological algebra, we conclude that

HomGpℓˆ, DpSqq » pT pfq{αpTSpfqqq^.

By orthogonality of characters we have

ΠďpS, xq “
ÿ

ξPHomGpℓˆ,DpSqq

χξpxq “

#

|HomGpℓˆ, DpSqq| if x P αpTSpfqq Ă T pfq

0 if x R αpTSpfqq.

If x P αpTSpfqq, then

ΠďpS, xq “ |HomGpℓˆ, DpSqq| “
|T pfq|

|αpTSpfqq|
“

|T pfq|

|TSpfq|
| kerpα : TSpfq Ñ T pfqq|.

In either case of x P αpTSpfqq or not, we have that

(3.37) ΠďpS, xq “
|T pfq|

|TSpfq|
|α´1pxqpfq|.

We use the Lang-Weil theorem in the form of Corollary 2.9 to count the number of points on
the α´1pxq over finite fields. The quantities n, r, and d associated to α´1pxqf as in Theorem 2.7
are bounded uniformly as x varies over T pOF q, in terms of the degree of the equations cutting out
TS and α, and dimT and dim r. Since there are only finitely many possibilities for S for a given
T, r, the error term in our application of Corollary 2.9 only depends on T, r.

By e.g. [Mil17, Thm. 1.72, Def. 1.73], the map α factors as α : TS Ñ αpTSq Ñ T , with the first
map faithfully flat and the second a closed immersion. For any point x P αpTSq, we have by e.g.
[Mil17, A.73] that

dimα´1pxq ` dimαpTSq “ dimTS ,

and by [Mil17, Rem. 5.42] that

dimDpSq “ dimT ´ dimαpTSq.

Combining these, we have

dimT ´ dimTS ` dimα´1pxq “ dimDpSq.

Applying the Lang-Weil theorem (Corollary 2.9) to (3.37), we conclude the lemma. □

In the special case that x “ 1 we state the leading constant in Lemma 3.24 in a more convenient
fashion. Let Fr P G and

(3.38) apSq “ |ty P π0pDpSqq : Fr yqF “ yu|.

Lemma 3.25. Suppose FrS “ S. Then

ΠďpS, 1q “

#

apSqq
dimDpSq

F

`

1 `OT,rpq
´1
F q

˘

if dimDpSq ě 1

apSq if DpSq is finite.
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Proof. We give an alternate computation of |HomGpℓˆ, pT q|. Let x denote a generator for the cyclic
group ℓˆ. Then HomGpℓˆ, DpSqq is in bijection with the set tz P DpSq : Fr z “ zqF u of possible
images of x in DpSq. This set is equal to the kernel J of the G-equivariant homomorphism

DpSq Ñ DpSq

given by

z ÞÑ
zqF

Fr z
.

We have an exact sequence of G-modules

X˚pDpSqq
φ // X˚pDpSqq // X˚pJq // 1 .

The map φ is given by φpχq “ qFχ ´ χFr, where we have written X˚pDpSqq in additive notation.
Our goal is to compute the cardinality of X˚pJq, which equals the cardinality of J itself.

Write X “ X˚pDpSqq, Xt for the torsion subgroup, and Xf “ X{Xt. The map φ : X Ñ X
induces maps Xt Ñ Xt and Xf Ñ Xf , both of which we also denote φ. We write Q “ X˚pJq

for the cokernel of φ : X Ñ X, Qt for the cokernel of φ : Xt Ñ Xt, and Qf for the cokernel of
φ : Xf Ñ Xf . In summary, we have a commutative diagram

1 // Xt
//

φ

��

X //

φ

��

Xf
//

φ

��

1

1 // Xt
//

��

X
π //

��

Xf
//

q

��

1

Qt // Q
πQ // Qf

The map πQ is surjective since π and q are both surjective.
We show that the top right φ is injective. Indeed, let χ P Xf satisfy φpχq “ 0. Since φ is

G-equivariant, we also have φpχFriq “ 0, for all i. Since φpχq “ 0 we have qFχ “ χFr, and so

χFr ” 0 pmod qF q. But similarly, since φpχFrq “ 0 we have that χFr2 ” 0 pmod q2F q. Therefore

χ ” 0 pmod q
|G|

F q. Repeating this process ad infinitum, we conclude that χ “ 0 P Xf , so the top
right φ is injective.

Then by the snake lemma we have that Qt ãÑ Q, and so the bottom row of the diagram forms
an exact sequence of finitely-generated abelian groups. We have that Q is finite if both Qt and Qf
are, and in this case |Q| “ |Qt||Qf |.

Let us begin with Qf . The map φ on Xf is given in matrices by qF I ´ A, where A is some

matrix of integers for which A|G| “ I. Putting qF I ´ A in Smith normal form qF I ´ A “ UDV
with U, V P GLdimDpSqpZq, we have

Qf »
Z

d1Z
ˆ ¨ ¨ ¨ ˆ

Z

ddimDpSqZ
,

with each di is equal to qF ˘ 1, and so |Qf | “ q
dimDpSq

F p1 `Opq´1
F qq if dimDpSq ě 1 and |Qf | “ 1

if dimDpSq “ 0.
Now we compute |Qt|. For any endomorphism of a finite abelian group f : A Ñ A, we have that

| ker f | “ | coker f |. Let Jt be the kernel of φ : Xt Ñ Xt, which therefore has the same cardinality
as Qt. But the cardinality of Jt is exactly the quantity apSq defined above the statement of the
lemma.
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We have shown that |Qt| “ apSq and

|Qf | “

#

q
dimDpSq

F p1 `Opq´1
F qq if dimDpSq ě 1

1 if dimDpSq “ 0.

Since |Q| “ |Qt||Qf |, we conclude the lemma. □

Finally, we apply the foregoing results on ΠďpS, xq to derive the final results for Π“pS, xq. Let

µpi P T q “

#

1 if i R T

´1 if i P T.

The main tool is (3.28), which we re-state for the sets S as

(3.39) Π“pS, xq “
ÿ

TĎS

µp1 P T q ¨ ¨ ¨µpm P T qΠďpS ´ T, xq.

For a set S we denote

(3.40) Sred “ tµ P S : σµ P S for all σ P Gu.

The set Sred is now G-fixed, and by (3.39) and Lemma 3.22 we have

(3.41) ΠďpS, xq “ ΠďpSred, xq.

Recall from (1.4) that for faithful r|
pT
we defined A by

A “ max
!dimDpSq ` 1

|S|
: S Ď M,DpSq ‰ t1u

)

.

Lemma 3.26. For any ∅ ‰ S Ď M such that FrS “ S, and

dimDpSq ` 1

|S|
ě A,

we have

(3.42) Π“pS, xq “

$

’

&

’

%

´

apS, xq `OT,rpq
´1{2
F q

¯

q
dimDpSq

F if dimDpSq ě 1

apS, xq ´ 1 if dimDpSq “ 0 and DpSq ‰ t1u

0 if DpSq “ t1u.

If x “ 1 then instances of apS, 1q in (3.42) may be replaced by apSq.

Proof. Suppose first that dimDpSq “ 0 and apS, xq ‰ 0. Then for any T Ď S we also have
dimDpT q “ 0 since DpT q Ď DpSq. By (3.39) and (3.41) we have

Π“pS, xq “
ÿ

TĎS

µp1 P T q ¨ ¨ ¨µpm P T qΠďppS ´ T qred, xq.

Since apS, xq ‰ 0, we have by Lemma 3.24 and Proposition 3.21 that χξpxq “ 1 for all ξ P PďpSq.
Then for any S1 Ď S we also have χξpxq “ 1 for all ξ P PďpS1q. Using Proposition 3.21 and Lemma
3.24 again, we have

Π“pS, xq “ apS, xq `
ÿ

∅‰TĎS

µp1 P T q ¨ ¨ ¨µpm P T qappS ´ T qred, xq.

For any ∅ ‰ T Ĺ S we have

dimDpT q ` 1

|T |
“

1

|T |
ą

1

|S|
“

dimDpSq ` 1

|S|
ě A,
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thus DpT q “ t1u by definition of A. For all T ‰ ∅, we have pS´T qred Ĺ S. Thus, if pS´T qred ‰ ∅,
then we have DppS ´ T qredq “ t1u. On the other hand, if pS ´ T qred “ ∅, then we also have
DppS ´ T qredq “ t1u by the faithfulness of r|

pT
. Therefore

Π“pS, xq “ apS, xq `
ÿ

∅‰TĎS

µp1 P T q ¨ ¨ ¨µpm P T q

“ apS, xq ´ 1 `
ÿ

TĎS

µp1 P T q ¨ ¨ ¨µpm P T q

“ apS, xq ´ 1,

since we assumed S ‰ ∅. Note that apS, 1q “ apSq by Lemmas 3.24 and 3.25 when dimDpSq “ 0.
Now suppose that dimDpSq ě 1 and apS, xq ‰ 0. As above, we have by (3.39), (3.41), Proposition

3.21 and Lemma 3.24 that

Π“pS, xq “
ÿ

TĎS

µp1 P T q ¨ ¨ ¨µpm P T qΠďppS ´ T qred, xq

“ q
dimDpSq

F p1 `Opq
´1{2
F qq

ÿ

TĎS
dimDppS´T qredq“dimDpSq

µp1 P T q ¨ ¨ ¨µpm P T qappS ´ T qred, xq.(3.43)

If x “ 1 we may use Lemma 3.25 in lieu of Lemma 3.24 to obtain (3.43) with appS ´ T qredq in lieu
of appS ´ T qred, 1q.

Suppose that T is such that dimDppS ´ T qredq “ dimDpSq. If pS ´ T qred “ ∅, then

1 ď dimDpSq “ dimDppS ´ T qredq “ 0,

which contradicts the faithfulness of r|
pT
. Therefore we may assume that pS ´ T qred ‰ ∅. If T ‰ ∅

then
dimDppS ´ T qredq ` 1

|pS ´ T qred|
“

dimDpSq ` 1

|pS ´ T qred|
ą

dimDpSq ` 1

|S|
ě A.

Therefore DppS ´ T qredq “ t1u, and this is a contradiction with dimDppS ´ T qredq “ dimDpSq.
Thus, the only T Ď S which satisfies dimDppS ´ T qredq “ dimDpSq is T “ ∅, from which we
conclude the statement in the lemma.

Now suppose apS, xq “ 0, in particular x ‰ 1. If dimDpSq ě 1 then by (3.39), Lemma 3.24 and
the triangle inequality, the statement of the lemma holds.

To finish the proof of lemma, it remains to consider the case that dimDpSq “ 0. If DpSq “ t1u,
then we must have apS, xq ‰ 0, so suppose that dimDpSq “ 0 andDpSq ‰ t1u. Suppose |S| ě 2 and

S is maximal such that dimDpSq “ 0 and DpSq ‰ t1u. There exists µ R S, since DpMq “ pT . We
claim that dimDpS Y µq ě 1. Indeed, by maximality, either dimDpS Y µq ě 1 or DpS Y µq “ t1u.
But the second of these can’t happen since DpSq ‰ t1u already, and Dp¨q is monotonic. So
dimDpS Y µq ě 1. But then

dimDpS Y µq ` 1

|S Y µ|
ě

2

|S| ` 1
ą

1

|S|
ě A,

since |S| ě 2. This is a contradiction with the definition of A. Hence, |S| “ 1. Then we have

Π“pS, xq “
ÿ

TĎS

µp1 P T q ¨ ¨ ¨µpm P T qΠďppS ´ T qred, xq

“ ΠďpS, xq ´ Πďp∅, xq

“ ´1.

Here, ΠďpS, xq “ 0 by the assumption that there exists ξ P PďpSq with χξpxq ‰ 1, and Πďp∅, xq “ 1
since only the trivial character appears in the definition of Πďp∅, xq. □
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3.3. Local conductor zeta function, ramified case. In this section, T is a torus over a non-
archimedean local field F and splitting over a finite Galois extension L with ramification index
e “ eL{F not necessarily equal to 1. Let G “ GalpL{F q be the corresponding group. Let p,P be
the maximal ideals of OF ,OL and choose a uniformizer π of OF . Let NT pOLq be the image of the
norm map N : T pOLq Ñ T pOF q. Recall the definition of NF ps, xq from (3.21).

Theorem 3.27. Suppose that r|
pT
is faithful. For any x P NT pOLq and character θ of T pF q that

is trivial on NT pOLq, the series NF ps, xq converges absolutely and uniformly on compacta in the
region

Repsq ą maxt
dimDpSq

|S|
: DpSq ‰ t1uu,

where S and DpSq are as in section 2.2 and formula (1.3).

Proof. By Corollary 3.8, Corollary 3.16, and Proposition 3.9 we have

|NF ps, xq| ď
ÿ

χPNT pOLq^

1

|̃cpχθ, rq|Repsq{e

“
ÿ

χPNT pOLq^

1

|̃cpχ, rq|Repsq{e

ď pδpψqdx{dx1qm
ÿ

ξPHomGpOˆ
L ,

pT q

q
´Repsq

ř

µ cpµ˝ξq{e

F .(3.44)

The conductor c appearing in the last line of (3.44) is in fact c “ cU as in Definition 3.3, where U

is the standard filtration on Oˆ
L (see Definition 3.5). Next, we construct yet another filtration and

compare it to U.
By the normal basis theorem, there exists an element α P L such that tαg : g P Gu is a basis for

L{F . The tαgu all have the same valuation (e.g. [Ser79, Ch.2 Cor 3]), so by clearing numerators
or denominators, there exists β P Oˆ

L such that tβg : g P Gu is a basis for L. We define an injective
map of OF rGs-modules

f : OF rGs ãÑ OL

by fp1q “ β. Its image has finite index in OL since tβgu span L.
Let ν ě 1 be sufficiently large so that the P-adic exponential function

exp : Peν Ñ 1 ` Peν

is well-defined and an isomorphism. Then let g : OF rGs ãÑ Oˆ
L be defined as the composition of

the following sequence of injective OF rGs-module homomorphisms

g : OF rGs
� �

f
// OL

»

ˆπν
// Peν »

exp
// 1 ` Peν � � // Oˆ

L .

The homomorphism g has finite cokernel. Let V n “ gppnOF rGsq and V “ pV nq be the corresponding
filtration of Oˆ

L . We have for all n ě 0 that

(3.45) V n Ď O
peν`enq

L .

Indeed, if x P pnOF rGs then we write x as

x “
ÿ

gPG

agg

with ag P pn for all g P G. So we have

fpxq “
ÿ

gPG

agβ
g P pn “ Pen,
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so that fppnOF rGsq Ď Pen.
Now let us consider the conductor cV of a character χ of Oˆ

L with respect to the filtration V

(see Definition 3.3) and compare cU and cV. If χ|
O

pnq

L

“ 1 then cUpχq ď n, and if χ|
O

pnq

L

‰ 1 then

cUpχq ě n`1. Similarly, if χ|V n “ 1 then cVpχq ď n, and if χ|V n ‰ 1 then cVpχq ě n`1. Therefore
by (3.45) we have

cUpχq ě ecVpχq ` eν ´ e` 1.

Then we have
ÿ

ξPHomGpOˆ
L ,

pT q

q
´Repsq

ř

µ cUpµ˝ξq{e

F ď q
´Repsqmpν´1`1{eq

F

ÿ

ξPHomGpOˆ
L ,

pT q

q
´Repsq

ř

µ cVpµ˝ξq

F .

But now the summand only depends on the restriction of ξ to V 0. We have an exact sequence

1 // HomGpOˆ
L{V 0, pT q // HomGpOˆ

L ,
pT q // HomGpV 0, pT q // ¨ ¨ ¨

The kernel is a finite group, since Oˆ
L{V 0 is a finite group and pT only has finitely many points of

order dividing the cardinality of this group. Thus we have
ÿ

ξPHomGpOˆ
L ,

pT q

q
´Repsq

ř

µ cVpµ˝ξq

F ď

ˇ

ˇ

ˇ
HomGpOˆ

L{V 0, pT q

ˇ

ˇ

ˇ

ÿ

ξPHomGpV 0, pT q

q
´Repsq

ř

µ cVpµ˝ξq

F .

But also

HomGpV 0, pT q » HomGpOF rGs, pT q » HompOF , pT q.

If ξ Ø τ P HompOF , pT q across this isomorphism, then cVpµ ˝ ξq “ cWpµ ˝ τq, where the latter is the
conductor with respect to the filtration W “ ppnq of the additive group OF .

Therefore

|NF ps, xq|

pδpψqdx{dx1qm
ď q

´Repsqmpν´1`1{eq

F

ˇ

ˇ

ˇ
HomGpOˆ

L{V 0, pT q

ˇ

ˇ

ˇ

ÿ

τPHompOF , pT q

q
´Repsq

ř

µ cWpµ˝τq

F .

Then one computes in a similar fashion as section 3.2. Let (cf. (3.24))

Πďpcq “ |tτ P HompOF , pT q : cWpµ ˝ τq ď cµ for all µ P Mu|.

Recall the complex diagonalizable groups Dkpcq from (3.29). If r|
pT
is faithful and c P NM is G-fixed

then

Πďpcq “

8
ź

k“0

ˇ

ˇ

ˇ
Homppk´1{pk, Dkpcqq

ˇ

ˇ

ˇ

“

8
ź

k“0

q
dimDkpcq
F .

By the faithfulness of r|
pT
, the product is actually a finite product.

We have therefore that

|NF ps, xq|

pδpψqdx{dx1qm
ď q

´Repsqmpν´1`1{eq

F

ˇ

ˇ

ˇ
HomGpOˆ

L{V 0, pT q

ˇ

ˇ

ˇ
p1 ´ q

´Repsq{e
F qm

ÿ

cPNM

ś8
k“0 q

dimDkpcq
F

q
Repsq|c|
F

.

Therefore, Rvps, xq converges absolutely and uniformly on compacts for all

Repsq ą lim sup
cPNM

|c|´1
ÿ

kě0

dimDkpcq.
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Now, recall that for any positive real a, a1, b, b1, with say a{b ă a1{b1 we have a{b ď pa`a1q{pb`b1q ď

a1{b1. For any c P NM we write

|c| “
ÿ

µPM

cµ “
ÿ

kě0

#tµ : cµ ą ku.

Then,

|c|´1
ÿ

kě0

dimDkpcq “

ř

kě0 dimDkpcq
ř

kě0#tµ : cµ ą ku
ď max

kě0

Dkpcq

#tµ : cµ ą ku
“ max

kě0

Dptµ : cµ ą kuq

#tµ : cµ ą ku
.

Thus,

lim sup
cPNM

|c|´1
ÿ

kě0

dimDkpcq ď maxt
dimDpSq

|S|
: DpSq ‰ t1uu.

□

4. Local archimedean theory

4.1. Local Langlands correspondence, local conductors. We assume in this section that F,L
are archimedean local fields, and T is an F -torus splitting over L. Let ΓRpsq “ π´s{2Γps{2q and
ΓCpsq “ 2p2πq´sΓpsq. If pϱ, V q is a complex Galois representation of the group WF , then the L
factor of pϱ, V q is of the form

Lps, V q “
ź

i

ΓFips` κϱ,iq,

where each Fi “ R, or C, dimV “
ř

irFi : F s, and κϱ,i P C, see [De73, §3.7]. Recall the discussion
of the local Langlands correspondence for tori from section 2.3.

Definition 4.1. Suppose F is an archimedean local field. If φ is the Langlands parameter associ-
ated to χ P HompT pF q,Cˆq by (2.9), then the quantity

cpχ, rq “
ź

i

p|κr˝φ,i| ` 1qrFi:Rspδpψqdx{dx1qdim r

is called the archimedean local analytic conductor of χ with respect to a finite-dimensional complex
representation r of LT .

Note that our definition differs slightly from the standard definition in that the `1 above is
sometimes replaced by a `2 or `3. The reason some authors prefer `2 or `3 is to ensure that as
dimV varies, there are only a finite number of representations of bounded conductor. Since we will
always consider dim r to be fixed in this paper, we prefer `1 as it makes some of the computations
in section 4.2 more elegant.

The definition of the L-factor Lps, V q for archimedean places is given in [Tat79] sections 3.1.1,
3.1.2 and 3.3.1 in terms of the classification of the finite dimensional irreducible representations
of WF given in loc. cit. section 2.2.2. Therefore, we must make explicit parameterizations of the
possible Langlands parameters φ : WL{F Ñ LT , as well as the possible representations r : LT Ñ

GLpV q, in order to be able to find their compositions among the classification [Tat79, §2.2.2].
We assume until further notice that F “ R and briefly discuss the easier case that F “ C at the

end of this section.
An F -torus splits over a quadratic extension L » C, and so G “ GalpL{F q is a group of order

two, whose elements we write t1, τu. Let us recall the explicit description of the Weil groups for
archimedean local fields. We have

WF “ Lˆ \ Lˆj,

and
WL “ Lˆ,
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where we write elements of WF as words in z and j and we have the rules jzj´1 “ τz and j2 “ ´1.
We also have

π :WF {F “ W ab
F » Fˆ

where the isomorphism π is given by

πpzq “ |z|2, and πpjq “ ´1.

Also note that

WL{F “ WF .

Now we choose isomorphisms L » C and

(4.1) T pF q » T “ pRˆqn1 ˆ pS1qn2 ˆ pCˆqn3

so that dimT “ n “ n1 `n2 ` 2n3. By computing with the inflation-restriction exact sequence and
using facts about the group cohomology of finite cyclic groups, we have an explicit parameterization
of the L-equivalence classes of Langlands parameters φ :WL{F Ñ LTu. They are given by

(4.2) φpzq “

˜

|z|w1 , . . . , |z|wn1 ,

ˆ

|z|

z

˙α1

, . . . ,

ˆ

|z|

z

˙αn2
,

p

ˆ

|z|

z

˙α1
1

|z|w
1
1´α1

1 ,

ˆ

|z|

z

˙´α1
1

|z|w
1
1´α1

1q, . . . , p

ˆ

|z|

z

˙α1
n3

|z|
w1
n3

´α1
n3 ,

ˆ

|z|

z

˙´α1
n3

|z|
w1
n3

´α1
n3 q

¸

¸ 1

and

φpjq “

´

p´1qϵ1 , . . . , p´1qϵn1 , 1 . . . , 1, p1, p´1qα
1
1q, . . . , p1, p´1q

α1
n3 q

¯

¸ τ.

Here, wi P iR, ϵi P t0, 1u, αi P Z, α1
i P Z, and w1

i P C such that w1
i ´ α1

i P iR. We write

(4.3) T^ “ piRn1 ˆ pZ{2Zqn1q ˆ Zn2 ˆ piRn3 ˆ Zn3q,

so that Langlands parameters may be parametrized by ppw, ϵq, α, pw1, α1qq P T^.
We also need an explicit description of the representation r. The representation r decomposes

into irreducible representations, and we can parameterize all irreducible representations of LT by the

set of orbits GzX˚p pT q using Mackey theory (see [Ser77, §8.2]). We now study this parameterization
explicitly. Corresponding to (4.1) we have an isomorphism of G-modules

(4.4) X˚p pT q » X “ X˚pGmqn1 ˆX˚pS1qn2 ˆX˚pResC{RGmqn3

µx Ø x,

where X˚pGmq “ Z with G acting trivially, X˚pS1q “ Z with τ P G acting by sending ´1 to 1, and
X˚pResC{RGmq “ Z2 with τ P G acting by swapping the two factors. Each x P X is contained in
a G-orbit of size 1 or 2. We have the following three types of isomorphism classes of irreducible
representations of LT :

1a) If x is fixed by G, i.e. is in an orbit of size one, then µx is an irreducible representation of
LT .

1b) If x is fixed byG, i.e. is in an orbit of size one, then µxbpsignq is an irreducible representation
of LT .

2) If x is not fixed by G, i.e. is in an orbit of size two, then Vx “ Ind
LT
pT
µx is an irreducible

representation of dimension two of LT . It only depends on the orbit of x. That is, Vx » Vτx
and this representation is not isomorphic to any other Vx1 , x1 ‰ x, τx.
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Therefore we get a decomposition

r|LT “

m1
à

i“1

µxi ‘

m2
à

i“1

´

µx1
i

b psignq

¯

‘

m3
à

i“1

Vx2
i
,

for some xi, x
1
i which are fixed by G and some x2

i which are not fixed by G, and where m1 `m2 `

2m3 “ m “ dim r.
To work out the archimedean L-factor for each Langlands parameter φ (as in (4.2)) and each irre-

ducible representation of LT (as in (1a),(1b),(2), above), we must compute these representations of
WF explicitly enough to be able to recognize them in the classification of irreducible representations
given in [Tat79, §2.2.2].

1a) Suppose x is fixed by G. Then we have

(4.5) x “ pa1, . . . , an1 , 0, . . . , 0, pb1, b1q, . . . , pbn3 , bn3qq.

The representation of WL{F associated to µx, φ is

pµx ˝ φqpzq “

n1
ź

i“1

|z|aiwi
n3
ź

i“1

|z|2bipw
1
i´α

1
iq “ pπpzqq

1
2

řn1
i“1 aiwi`

řn3
i“1 bipw

1
i´a

1
iq

pµx ˝ φqpjq “ p´1q
řn1
i“1 aiϵi`

řn3
i“1 α

1
ibi “ pπpjqq

řn1
i“1 aiϵi`

řn3
i“1 α

1
ibi .

As a character of Fˆ this is
ˆ

|y|

y

˙

řn1
i“1 aiϵi`

řn3
i“1 α

1
ibi

|y|
1
2

řn1
i“1 aiwi`

řn3
i“1 bipw

1
i´α

1
1q.

Following [Tat79, §3.1.1], the L-function of this character of WL{F is

Lps, µx ˝ φq “ ΓR

˜

s`
1

2

n1
ÿ

i“1

aiwi `

n3
ÿ

i“1

bipw
1
i ´ α1

iq `

˜

n1
ÿ

i“1

aiϵi `

n3
ÿ

i“1

α1
ibi pmod2q

¸¸

.

Here and below, by pn pmod2qq we mean the integer 0 or 1 according to the value of n
modulo 2.

1b) Suppose x is fixed by G. Then x is as in (4.5), and we have the characters of WL{F

pµx b psignq ˝ φqpzq “

n1
ź

i“1

|z|aiwi
n3
ź

i“1

|z|2bipw
1
i´α

1
iq “ pπpzqq

1
2

řn1
i“1 aiwi`

řn3
i“1 bipw

1
i´α

1
1q

pµx b psignq ˝ φqpjq “ ´p´1q
řn1
i“1 aiϵi`

řn3
i“1 α

1
ibi “ pπpjqq1`

řn1
i“1 aiϵi`

řn3
i“1 α

1
ibi .

As a character of Fˆ this is
ˆ

|y|

y

˙1`
řn1
i“1 aiϵi`

řn3
i“1 α

1
ibi

|y|
1
2

řn1
i“1 aiwi`

řn3
i“1 bipw

1
i´α

1
1q.

Following [Tat79, §3.1.1], the L-function of this character of WL{F is

Lps, µx b psignq ˝ φq

“ ΓR

˜

s`
1

2

n1
ÿ

i“1

aiwi `

n3
ÿ

i“1

bipw
1
i ´ α1

iq `

˜

1 `

n1
ÿ

i“1

aiϵi `

n3
ÿ

i“1

α1
ibi pmod2q

¸¸

.

2) Suppose x is not fixed by G. Then we have

x “
`

a1, . . . , an1 , c1, . . . , cn, pb1, b
1
1q, . . . , pbn3 , b

1
n3

q
˘

,
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where at least one of the ci ‰ 0 or one of the bi ‰ b1
i. Then we have

pVx ˝ φqpzq “

ˆ

pµx ˝ φqpzq 0
0 pµτx ˝ φqpzq

˙

pVx ˝ φqpjq “

ˆ

pµx ˝ φqpjq 0
0 pµτx ˝ φqpjq

˙ˆ

0 1
1 0

˙

.

In order to find this representation in the classification of [Tat79, §2.2.2], we must recognize
it as the induction of some character. We have

pµx ˝ φqpzq “

n1
ź

i“1

|z|aiwi
n2
ź

i“1

z´αici |z|αici
n3
ź

i“1

z´α1
ipbi´b

1
iq|z|w

1
ipbi`b

1
iq´2b1

iα
1
i

and

pµτx ˝ φqpzq “

n1
ź

i“1

|z|aiwi
n2
ź

i“1

zαici |z|´αici
n3
ź

i“1

zα
1
ipbi´b

1
iq|z|w

1
ipbi`b

1
iq´2biα

1
i

The power of z in pµx ˝ φqpzq is

´

n2
ÿ

i“1

αici ´

n3
ÿ

i“1

α1
ipbi ´ b1

iq

and the power of z in pµτx ˝ φqpzq is

n1
ÿ

i“1

αici `

n3
ÿ

i“1

α1
ipbi ´ b1

iq.

Exactly one of these two is negative. Following Tate, the rule for recognizing which character
this representation is induced from is: choose pµx ˝φqpzq or pµτx ˝φqpzq according to which
has a negative power of z. Then the representation is induced from that character.

The power of |z| in pµx ˝ φqpzq is

n1
ÿ

i“1

aiwi `

n2
ÿ

i“1

αici `

n3
ÿ

i“1

w1
ipbi ` b1

iq ´ 2
n3
ÿ

i“2

b1
iα

1
i

and the power of |z| in pµτx ˝ φqpzq is

n1
ÿ

i“1

aiwi ´

n2
ÿ

i“1

αici `

n3
ÿ

i“1

w1
ipbi ` b1

iq ´ 2
n3
ÿ

i“2

biα
1
i.

Note that
ÿ

αici ´ 2
ÿ

b1
iα

1
i “

´

ÿ

αici `
ÿ

α1
ipbi ´ b1

iq

¯

´
ÿ

α1
ibi ´

ÿ

α1
ib

1
i

and

´
ÿ

αici ´ 2
ÿ

biα
1
i “

´

´
ÿ

αici ´
ÿ

α1
ipbi ´ b1

iq

¯

´
ÿ

α1
ibi ´

ÿ

α1
ib

1
i.

Therefore if the power of z in pµx ˝ φqpzq is negative we have that the power of |z| in it is

n1
ÿ

i“1

aiwi `

n3
ÿ

i“1

w1
ipbi ` b1

iq `

ˇ

ˇ

ˇ

ˇ

ˇ

n2
ÿ

i“1

αici `

n3
ÿ

i“1

α1
ipbi ´ b1

iq

ˇ

ˇ

ˇ

ˇ

ˇ

´

n3
ÿ

i“1

α1
ipbi ` b1

iq,
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and if the power of z in pµτx ˝ φqpzq is negative we get that the power of |z| in it is given
by exactly the same formula. So we find the representation Vx ˝φ of WL{F is induced from

the character of WL given by z´a|z|b where

a “

ˇ

ˇ

ˇ

ˇ

ˇ

n2
ÿ

i“1

αici `

n3
ÿ

i“1

α1
ipbi ´ b1

iq

ˇ

ˇ

ˇ

ˇ

ˇ

and
n1
ÿ

i“1

aiwi `

n3
ÿ

i“1

pw1
i ´ α1

iqpbi ` b1
iq `

ˇ

ˇ

ˇ

ˇ

ˇ

n2
ÿ

i“1

αici `

n3
ÿ

i“1

α1
ipbi ´ b1

iq

ˇ

ˇ

ˇ

ˇ

ˇ

.

Then by [Tat79, §3.3.1] we can conclude that

Lps, φ, Vxq “ ΓC

˜

s`

n1
ÿ

i“1

aiwi `

n3
ÿ

i“1

pw1
i ´ α1

iqpbi ` b1
iq `

ˇ

ˇ

ˇ

ˇ

ˇ

n2
ÿ

i“1

αici `

n3
ÿ

i“1

α1
ipbi ´ b1

iq

ˇ

ˇ

ˇ

ˇ

ˇ

¸

.

We now collect the above results in a more compact form. Given a representation r we determine
a 3 ˆ 3 block matrix M “ Mprq as follows. Take a decomposition

(4.6) r|LT “

m1
à

i“1

µxi ‘

m2
à

i“1

´

µx1
i

b psignq

¯

‘

m3
à

i“1

Vx2
i
,

where each xi, x
1
i P X are fixed by the action of G and each x2

i P X is in a G-orbit of cardinality 2.
We may write explicitly

(4.7) xi “ pai1, ai2, . . . , ain1 , 0, . . . , 0, pbi1, bi1q, . . . , pbin3 , bin3qq,

and similarly for x1
i. Likewise we may write

(4.8) x2
i “ ppai1, ai2, . . . , ain1 , ci1, . . . , cin2 , pbi1, b

1
i1q, . . . , pbin3 , b

1
in3

qq,

with at least one cij ‰ 0 or bij ‰ b1
ij . Now define the matrix

(4.9) M “ Mprq “

¨

˝

A1 0 B1

A2 0 B2

A3 C B3

˛

‚

where: A1 P Mm1ˆn1pZq is given by A1 “ ppaijqq with aij as in (4.7), B1 P Mm1ˆn3pZq is given by
B1 “ ppbijqq where bij is also as in (4.7). Next, A2 and B2 are defined similarly to A1 and B1 but
using the coordinates for x1

i instead of those of xi as in (4.7). Finally, A3 P Mm3ˆn1pZq is given by
paijq where aij are taken from (4.8), C P Mm3ˆn2pZq is given by C “ pcijq where cij are taken from
(4.8), and B3 P Mm3ˆn3pZˆZq is given by B3 “ ppbij , b

1
ijqq, where pbij , b

1
ijq is also taken from (4.8).

We can write the elements φ as length n1 ` n2 ` n3 block column vectors, i.e. as
¨

˝

pw, ϵq
α

pw1, α1q

˛

‚P pCn1 ˆ pZ{2qn1q ˆ Zn2 ˆ pCn3 ˆ Zn3q.

We define block-matrix multiplication as follows. Matrices of the form A multiplied on an element
pw, ϵq P piRqn1 ˆ pZ{2qn1 are defined to be

A1pw, ϵq “
1

2
A1w ` pA1ϵ pmod2qq,

A2pw, ϵq “
1

2
A2w ` pA2ϵ pmod2qq,

and

A3pw, ϵq “ A3w,

where the products on the right hand sides are the usual matrix multiplication. A matrix of the
form C multiplied on an element pαq P Zn2 is defined to by the standard matrix multiplication Cα.
We define also for elements pw1, α1q P Cn3 ˆ Zn3 the multiplication B1pw1, α1q “ B1pw1 ´ α1q where

45



on the right hand side we have usual matrix multiplication. We also define the multiplication of
B2 in exactly the same way. So, in summary,

(4.10) pA1|0|B1q

¨

˝

pw, ϵq
α

pw1, α1q

˛

‚“
1

2
A1w `B1pw1 ´ α1q ` pA1ϵ`B1α

1 pmod2qq P piR ˆ t0, 1uqm1

and

(4.11) pA2|0|B2q

¨

˝

pw, ϵq
α

pw1, α1q

˛

‚“
1

2
A2w `B2pw1 ´ α1q ` pA2ϵ`B2α

1 pmod2qq P piR ˆ t0, 1uqm2 .

Finally, we define the multiplication of pA3|C|B3q on ppw, ϵq, α, pw1, α1qq as follows. Let B`
3 P

Mm3ˆn3pZq be the matrix ppbij ` b1
ijqq formed from the entries of B3 and B´

3 P Mm3ˆn3pZq the

matrix with entries ppbij ´ b1
ijqq. Then we define

(4.12) pA3|C|B3q

¨

˝

pw, ϵq
α

pw1, α1q

˛

‚“ A3w `B`
3 pw1 ´ α1q ` Cα `B´

3 pα1q P piR ˆ Zqm3 .

The above multiplication rules for M define a continuous group homomorphism

M : T^ Ñ piR ˆ t0, 1uqm1`m2 ˆ piR ˆ Zqm3

(4.13)

¨

˝

pw, ϵq
α

pw1, α1q

˛

‚ ÞÑ Mφ “

¨

˝

A1 0 B1

A2 0 B2

A3 C B3

˛

‚

¨

˝

pw, ϵq
α

pw1, α1q

˛

‚.

Let | ¨ | pmod2q : iR ˆ Z Ñ C be defined by

|pit, nq| pmod 2q “

#

it if n is even,

it` 1 if n is odd.

Let | ¨ |re : iR ˆ Z Ñ C be defined by |pit, nq|re “ it ` |n|. If M “ Mprq is as above, and φ is a
Langlands parameter in the explicit form (4.2), let pMφqi be the ith entry of Mφ as in (4.13).

Proposition 4.2. Let F be a real archimedean local field. With notation and definitions as above,
the archimedean local Langlands L-function Lps, χ, rq associated to a representation r and a unitary
character χ P HompT pF q, S1q is given in explicit terms by

(4.14) Lps, r ˝ φq “

m1
ź

i“1

ΓRps` |pMφqi| pmod2qq

m1`m2
ź

i“m1`1

ΓRps` |pMφqi ` p0, 1q| pmod2qq

ˆ

m1`m2`m3
ź

i“m1`m2`1

ΓCps` |pMφqi|req,

where φ is the Langlands parameter corresponding to χ by the local Langlands correspondence for
tori (2.9).

Let x P T pF q, which according to our chosen isomorphism (4.1) we can express as

x ÞÑ p. . . , xj , . . . , x
1
j , . . . , x

2
j , . . .q P pRˆqn1 ˆ pS1qn2 ˆ pCˆqn3 ,
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where xj P Rˆ for j “ 1, . . . , n1, x
1
j P S1 for j “ 1, . . . , n2, and x

2
j P Cˆ for j “ 1, . . . , n3. Then

if χ P T pF q^ corresponds to the Langlands parameter φ with parametrization (4.2) across the
Langlands correspondence (2.12), we have that χ is given explicitly by

(4.15) χpxq “ psgnx1qϵ1 ¨ ¨ ¨ psgnxn1qϵn1 |x1|w1 ¨ ¨ ¨ |xn1 |wn1x1
1
α1

¨ ¨ ¨x1
n2

αn2

ˆ

ˆ

|x2
1|

x2
1

˙α1
1

|x2
1|w

1
1´α1

1 ¨ ¨ ¨

ˆ

|x2
n3

|

x2
n3

˙α1
n3

|x2
n3

|
w1
n3

´α1
n3 .

We briefly discuss the case that F is a complex archimedean local field. We have WF “ Fˆ and
WF {F “ W ab

F “ WF . Let us choose isomorphisms F » C and T pF q » pCˆqn. The Langlands

parameters φ :WF Ñ pTu are given explicitly by

(4.16) φpzq “

ˆˆ

|z|

z

˙α1

|z|w1´α1 , . . . ,

ˆ

|z|

z

˙αn

|z|wn´αn

˙

for some wj P C and αj P Z with wj ´ αj P iR. We write T^ “ piR ˆ Zqn, so that Langlands
parameters are parametrized by pw,αq P T^. The irreducible algebraic representations are merely

the characters of pT , i.e. X˚p pT q » X “ X˚pGmqn “ Zn. If r|
pT
decomposes as

(4.17) r|
pT

“

m
à

i“1

µxi ,

for xi “ pbi1, . . . , binq P X, then define the mˆ n matrix M “ pbijq. Then M is a continuous group
homomorphism M : T^ Ñ piR ˆ Zqm given by

(4.18) pw,αq ÞÑ Mφ “ Mpw,αq “

˜

n
ÿ

j“1

bijpwj ´ αjq `

n
ÿ

j“1

bijαj

¸

i“1,...m

.

Proposition 4.3. Let F be a complex archimedean local field. With notation and definitions as
above, the archimedean local Langlands L-function Lps, χ, rq associated to a representation r and a
unitary character χ P HompT pF q, S1q is given in explicit terms by

(4.19) Lps, r ˝ φq “

m
ź

i“1

ΓCps` |pMφqi|req,

where φ is the Langlands parameter corresponding to χ by the local Langlands correspondence for
tori (2.9).

Let x P T pF q corresponding to px1, . . . , xnq P pCˆqn by the chosen isomorphism T pF q » pCˆqn.
If χ P T pF q^ corresponds to a Langlands parameter φ with parameter pw,αq across the Langlands
correspondence (2.12), then χ is given by

(4.20) χpxq “ φpxq,

where the latter is expressible in explicit terms by (4.16).

4.2. Local conductor zeta function, archimedean case. In this section F denotes an archimedean
local field and T and F -torus. Choose a Haar measure ν on the Pontryagin dual T pF q^. Let

(4.21) AF ps, xq “

ż

T pF q^

χpxq

cpχ, rqs
dνpχq.

We assume that F » R until further notice and briefly discuss the simpler case that F » C at
the end of the section. Recall (4.1) that we have chosen an isomorphism

(4.22) T pkvq » T “ pRˆqn1 ˆ pS1qn2 ˆ pCˆqn3
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x ÞÑ p. . . , xj , . . . , x
1
j , . . . , x

2
j , . . .q,

with xj P Rˆ, x1
j P S1, and x2

j P Cˆ.

Theorem 4.4. Suppose that r|
pT
is faithful.

(1) The integral AF ps, xq converges absolutely and uniformly on compacta in the domain

Repsq ą σ0 “ maxt
dimDpSq

|S|
: dimDpSq ě 1u.

(2) For s in the above region of absolute convergence, we have

AF ps, xq !T,r,s

ź

1ďjďn1

1

1 ` | log |xj ||

ź

1ďjďn3

1

1 ` 2| log |x2
j ||
,

with at most polynomial growth in s in vertical strips.
(3) For any real σ0 ă σ ď 2, we have that AF pσ, xq is non-negative real.

From part (1) of Theorem 4.4 we extract the following corollary.

Corollary 4.5. Let F be an archimedean local field and ν a Haar measure on the Pontryagin dual
T pF q^ of the archimedean torus T pF q. Suppose that r|

pT
is faithful. For any ε ą 0 we have

(4.23) νptχ P T pF q^ : cpχ, rq ď Xuq !T,r,ν,ε X
σ0`ε.

The proof of Theorem 4.4 will occupy the remainder of section 4.2 of this paper. In section 4.2.1
we reduce assertion (1) to a problem in combinatorial geometry (see Proposition 4.8). The main
input in the proof of assertion (1) is a Brascamp-Lieb inequality, see Theorems 2.10 and 2.11. In
section 4.2.2, we give some background information on matroids and polymatroids, and in section
4.2.3 we solve the combinatorial geometry problem. Assertion (2) follows immediately. Finally, in
section 4.2.4 we prove assertion (3) of Theorem 4.4.

Recall that in section 4.1 we worked out explicitly the local Langlands correspondence for tori
over archimedean local fields. Specifically, in (4.2) we explicitly parameterized (with respect to
choices Kw » C and (4.22)) equivalence classes of Langlands parameters φ :WL{F Ñ LTu by

(4.24) ppw, ϵq, α, pw1, α1qq P piRn1 ˆ pZ{2Zqn1q ˆ Zn2 ˆ piRn3 ˆ Zn3q “ T^.

Recall the definition (4.9) of the matrix M “ Mprq, which gives by (4.13) a map M : T^ Ñ

piR ˆ t0, 1uqm1`m2 ˆ piR ˆ Zqm3 . By Definition 4.1, (4.14), and (4.15) we have for some constant
a depending only on the choice of ν that
(4.25)

AF ps, xq “ a
ÿ

αPZn2
α1PZn3

ÿ

ϵPt0,1un1

ĳ

wPiRn1

w1PiRn3

χw,ϵ,α,w1,α1pxq
śm1`m2
i“1 p|pMφqi| ` 1qs

śm1`m2`m3
i“m1`m2`1p|pMφqi| ` 1q2s

dw dw1,

where χw,ϵ,α,w1,α1 is the unitary character of T “ pRˆqn1 ˆpS1qn2 ˆpCˆqn3 that was given explicitly
in terms of w, ϵ, α, w1, α1 in (4.15).

4.2.1. Convergence. We apply the triangle inequality to AF ps, xq. For i “ 1, . . . ,m1 `m2, we have
pMφqi P iR ˆ t0, 1u by inspection of (4.10), (4.11). For such i we apply the inequality

1
?
x2 ` 1 ` 1

ď
1

|x| ` 1
.

Then we make the change of variables wj ÞÑ iwj and w1
j ´ α1

j ÞÑ iw1
j , so that χ P T pkvq^ unitary

implies that wj , w
1
j P R.
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We introduce some notation to record the result (see (4.26)) of the aforementioned manipulations
of AF ps, xq. Let Mre denote the pm1 `m2 `m3q ˆ pn1 ` n3q matrix

Mre “

¨

˝

A1 B1

A2 B2

A3 B`
3

˛

‚,

were A1, A2, A3, B1, B2, B
`
3 were defined in section 4.1. Such a matrix acts on w “ pw,w1q P Rn1`n3

by the usual multiplication of matrices. Let also

Mint “
`

C B´
3

˘

,

where C and B´
3 were also defined in section 4.1. The integral m3 ˆ pn2 ` n3q matrix Mint acts on

α “ pα, α1q P Zn2`n3 by the usual multiplication of matrices.
The result of our inequalities and changes of variable is

(4.26) AF ps, xq !

ÿ

αPZn2`n3

ĳ

wPRn1`n3

m1`m2
ź

i“1

1
`

|pMrewqi| ` 1
˘Repsq

m1`m2`m3
ź

i“m1`m2`1

1
`

ppMrewq2i ` pMintαq2i q
1{2 ` 1

˘2Repsq
dw.

Before proceeding with the estimation of (4.26), we first describe a result in combinatorial
geometry. Let M P MmˆnpRq be an mˆ n matrix with real entries, m ě n.

Definition 4.6. For any α ě β ě 1 we say that M is pα;βq-biased if there exist α rows of M such
that any basis of Rn formed from rows of M contains at least β of the distinguished α rows.

For example, note that any full-rank mˆ n matrix is pm;nq-biased.
We also have the following minor variation on pα;βq-bias.

Definition 4.7. Let M be an m ˆ n matrix with real entries along with a partition of its rows
into two subsets R1 \ R2. For any α1, α2 ě 0 and β satisfying α1 ` α2 ě β ě 1, we say that M is
pα1, α2;βq-biased if there exists α1 rows from R1 and α2 rows from R2 such that any basis of Rn

formed from rows of M contains at least β of the distinguished α1 ` α2 rows.

Recall the convex polytope HM associated to a matrix M from section 2.4. Write } ¨ }8 for the
L8-norm on Rm, i.e. for x P Rm we set

}x}8 “ maxp|x1|, . . . , |xm|q.

The norm } ¨ }8 is a convex and piecewise-linear function on Rm. Let

(4.27) B8 “ B8pMq “ inft}x}8 : x P HMu.

Proposition 4.8. Let M be any full-rank mˆ n matrix with real entries. We have that

B8 “ maxt
β

α
:M is pα;βq-biasedu.

The proof of Proposition 4.8 will be given in section 4.2.3.
We also need a version of Proposition 4.8 for pα1, α2;βq-bias, and now spell this out in detail.

For x P Rm and a partition of the coordinates of Rm into two subsets R1 \R2, let

}x}8,1{2 “ maxpt|xi| : i P R1u Y t
1

2
|xj | : j P R2uq.

The function } ¨ }8,1{2 is a convex and piecewise-linear function on Rm. Let

(4.28) B8,1{2 “ B8,1{2pMq “ inft}x}8,1{2 : x P HMu.
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Proposition 4.9. Let M be any full-rank mˆ n matrix with real entries equipped with a partition
of its rows into two subsets R1 \R2. We have that

B8,1{2 “ maxt
β

α1 ` 2α2
:M is pα1, α2;βq-biasedu.

We now give the proof of assertion (1) of Theorem 4.4, assuming Propositions 4.8 and 4.9.
We begin to estimate AF ps, xq by applying the Brascamp-Lieb inequality (see section 2.4) to the
integral over w in (4.26). Let m “ m1 ` m2 ` m3, n “ n1 ` n3 and M “ Mre. Partition the
rows of M into the first m1 ` m2 and the last m3 rows, as in Definition 4.7 and Proposition
4.9. The polytope HMre is compact and non-empty, so the infimum in (4.28) is attained, say by
B “ pB1, . . . , Bm1`m2`m3q P HMre .

We apply the Brascamp-Lieb Inequality Theorem 2.10 to the interior integral of (4.26) with ai
equal to the rows of M “ Mre, p “ B,

f1pxq “ ¨ ¨ ¨ “ fm1`m2pxq “
1

p|x| ` 1qRepsq
,

and

fipxq “
1

`

px2 ` pMintαq2i q
1{2 ` 1

˘2Repsq
, for i “ m1 `m2 ` 1, . . . ,m1 `m2 `m3.

With these choices, Theorem 2.10 shows that

(4.29) AF ps, xq !r,T

m1`m2
ź

i“1

›

›

›
p|x| ` 1q´Repsq

›

›

›

LB
´1
i pRq

ÿ

αPZn2`n3

m1`m2`m3
ź

i“m1`m2`1

›

›

›

`

px2 ` pMintαq2i q
1{2 ` 1

˘´2Repsq
›

›

›

LB
´1
i pRq

.

Next we use the discrete Brascamp-Lieb inequality Theorem 2.11 to bound the sum over α in

(4.29). SinceMint is full-rank, the infimum in (4.27) is attained, say byB
1

“ pB1
m1`m2`1, . . . , B

1
m1`m2`m3

q P

HMint . Let ai, i “ 1, . . . ,m3 denote the rows of Mint. We have that x P HMint if and only if

(4.30)
m3
ÿ

i“1

xi “ n2 ` n3

and

(4.31)
ÿ

iPS

xi ď rankpspanZptai : i P Suqq

for every subset S Ď t1, . . . ,m3u, by tensoring withR. Let φi : Z
n2`n3 Ñ Z be given by x ÞÑ xai, xy.

The discussion on [BCCT10, p. 649] shows that (4.30) and (4.31) imply that

(4.32) rankpHq ď

m3
ÿ

i“1

xi rankpφipHqq for every subgroup H of Zn2`n3 .

We apply Theorem 2.11 with G “ Zn2`n3 , Gi “ Z, φi as above, pi “ B1
i
´1, and

fipxq “

›

›

›

›

1

p
?
x2 ` α2 ` 1q2Repsq

›

›

›

›

L
B´1
m1`m2`i pRq

for i “ 1, . . . ,m3,

to obtain from (4.29) that
(4.33)

AF ps, xq !r,T

m1`m2
ź

i“1

›

›

›
p|x| ` 1q´Repsq

›

›

›

LB
´1
i pRq

m1`m2`m3
ź

i“m1`m2`1

›

›

›

›

›

›

›
p
a

x2 ` α2 ` 1q´2Repsq
›

›

›

LB
´1
i pRq

›

›

›

›

ℓB
1
i

´1
pZq

.
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The right hand side converges as soon as

(4.34) Repsq ą maxp max
i“1,...,m1`m2

pBiq, max
i“m1`m2`1,...,m1`m2`m3

1

2
maxpBi, B

1
iqq

“ maxpB8,1{2pMreq,
1

2
B8pMintqq.

Since r|
pT
is faithful, the matrices Mre and Mint are full-rank and so by Propositions 4.8 and 4.9,

we have that AF ps, xq converges absolutely when
(4.35)

Repsq ą maxpmaxt
β

α1 ` 2α2
:Mre is pα1, α2;βq-biasedu,

1

2
maxt

β

α
:Mint is pα;βq-biaseduq.

Let

M 1 “

¨

˚

˚

˝

A1 0 B1 B1

A2 0 B2 B2

A3 C B`
3 `B´

3 B`
3 ´B´

3

A3 ´C B`
3 ´B´

3 B`
3 `B´

3

˛

‹

‹

‚

.

We claim that

(4.36) maxpmaxt
β

α1 ` 2α2
:Mre is pα, βq-biasedu,

1

2
maxt

β

α
:Mint is pα, βq-biaseduq ď B8pM 1q.

Indeed, suppose the first maximum on the left hand side is larger. Then there are α “ α1 ` α2

distinguished rows of Mre, α1 of which are among the first m1 ` m2 rows, and α2 are among the
last m3 rows. Choose the corresponding α1 rows of M 1 among the first m1 ` m2 rows, and the
corresponding 2α2 rows, i.e. α2 pairs of rows of M 1 from among the last 2m3 rows. This set of
α1`2α2 rows ofM

1 shows thatM 1 is pα1`2α2, βq-biased. So by another application of Proposition
4.8

maxt
β

α1 ` 2α2
:Mre is pα, βq-biasedu ď B8pM 1q.

Similarly, suppose the second maximum on the left hand side of (4.36) is larger. Then there
are α distinguished rows of Mint, and we choose the corresponding 2α rows, i.e. α pairs of rows
from among the last 2m3 rows of M 1. This distinguished set of 2α rows of M 1 shows that M 1 is
p2α, βq-biased. So

1

2
maxt

β

α
:Mint is pα, βq-biasedu ď B8pM 1q,

which finishes the proof of (4.36).
Finally, there is a bijection between the rows of M 1 and the co-weights of r via the isomorphism

(4.4). Under this isomorphism, sets of rows of M 1 correspond bijectively to subsets S Ď M of co-
weights of r, and |S| “ α and dimDpSq “ β. This concludes the proof of assertion (1) of Theorem
4.4.

Assertion (2) of Theorem 4.4 follows immediately. Indeed, returning to equation (4.25), we
integrate by parts once in each variable wi, w

1
i, and apply part (1) of the theorem. We artificially

insert the factor of 2 on the complex places as | ¨ |2 is the natural absolute value on them from the
point of view of algebraic number theory. This factor of 2 serves to make the computations for final
estimate in section 5.6 more elegant.

Before moving on to the purely matroid-theoretic sections 4.2.2 and 4.2.3, we remark that The-
orem 4.4(1)(2) also holds in the case that kv » C is a complex place upon taking n1 “ n2 “ 0
and m1 “ m2 “ 0, and n “ n3 “ dimT and m “ m3 “ dim r. Indeed, by (4.19) and (4.20) in
place of (4.14) and (4.15), the generating series AF ps, xq is equal to the expression in (4.25) with
n1 “ n2 “ 0 and m1 “ m2 “ 0, the matrix M as defined between (4.17) and (4.18).
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Continuing as above, the integral that we need to bound is given by (4.26) withMre “ Mint “ M ,
n1 “ n2 “ 0, m1 “ m2 “ 0. Following the same steps as above, we have absolute convergence
when s satisfies (4.34) with m1 “ m2 “ 0, which simply equals 1

2B8pMq. Since r|
pT
is faithful, the

matrix M is full-rank, so Proposition 4.8 implies that AF ps, xq converges absolutely whenever

Repsq ą maxt
β

α
:M is pα;βq-biaseduq.

Since there is a bijection between the rows of M and the co-weights of r via the isomorphism

X˚p pT q » X˚pGmqn “ Zn (see the penultimate paragraph of section 4.1), we conclude the first
assertion of Theorem 4.4, as before. Note that we did not need to use the “variations” in Definition
4.7 or Proposition 4.9, nor the paragraph containing the definition of M 1 in the case that kv » C.

4.2.2. Background on matroids and polymatroids. The key observation in the proof of Proposition
4.8 is that the definition of pα, βq-bias makes sense more generally for matroids, and HM is exactly
the matroid base polytope associated to the matroid M . To this end, we next recall some back-
ground on matroids and polymatroids. The following exposition was communicated to the author
by R. Zenklusen.

Definition 4.10 (Matroid). A matroid is a pair pN, Iq where N is a finite set and I Ă 2N is a
family of “independent” subsets of N satisfying the following axioms.

(1) I ‰ ∅
(2) If I P I and J Ă I then J P I.
(3) If I, J P I and |J | ą |I| then there exists e P J ∖ I such that I Y teu P I.

Example 4.11 (Linear Matroid). If N is a finite set of vectors spanning a vector space, and I is
the set of linearly independent subsets of N , then pN, Iq is a matroid. One calls such a matroid a
linear matroid.

If pN, Iq is a matroid, then the set of bases B Ă I is the set of maximal subsets of I, ordered by
inclusion. If pN, Iq is a linear matroid, then B consists of subsets of vectors which form a basis.

Definition 4.12. The rank function of a matroid is the function r : 2N Ñ Zě0 given by

rpSq “ maxt|I| : I P I, I Ă Su.

If pN, Iq is a linear matroid, then rpSq is the dimension of the space spanned by the vectors in
S. By the definitions of B and r we have

B “ tI P I : rpIq “ rpNqu.

Lemma 4.13. The rank function of a matroid pN, Iq satisfies the following properties.

‚ r : 2N Ñ Z
‚ r is submodular:

rpAq ` rpBq ě rpAYBq ` rpAXBq

‚ r is monotone: rpAq ě rpBq for all B Ď A Ď N
‚ r is non-negative: rpAq ě 0 for all A Ď N
‚ r satisfies rpAY teuq ď rpAq ` 1 for all A Ď N and e P N .

If r : 2N Ñ Z is any function enjoying these five properties, then there exists a unique I Ă 2N such
that pN, Iq is a matroid whose rank function is r.

Proof. See [Sch03, §39.7]. □

Let pN, Iq be a matroid and let 1I P t0, 1uN be the indicator function of I. If S is a finite set of
points in RN , then we write convpSq for the convex hull formed from those points.
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Definition 4.14. The matroid polytope of pN, Iq is

PI “ convpt1I : I P Iuq Ă RN

and the matroid base polytope is

PB “ convpt1B : B P Buq Ă RN .

We can also express the matroid polytope and matroid base polytope in terms of the rank
function as follows. Let x P RN

ě0, e P N and xe be the e-th component of x. For a subset S Ď N
we set xpSq “

ř

ePS xe. In terms of xpSq, we have (see [Sch03, Cor. 40.2b])

PI “ tx P RN
ě0 : xpSq ď rpSq for all S Ď Nu.

Then PB is one face of the matroid polytope PI given by a supporting hyperplane, i.e. we have (see
[Sch03, Cor. 40.2d])

(4.37) PB “ PI X tx P RN : xpNq “ rpNqu.

Theorem 4.15 (Matroid Intersection). Let pN, I1q and pN, I2q be two matroids on the same ground
set. Then we have

maxt|I| : I P I1 X I2u “ min
AĎN

tr1pAq ` r2pN ∖Aqu.

Proof. See [Sch03, Thm. 41.1]. □

In fact, we shall need the following polyhedral generalization of matroids.

Definition 4.16 (Polymatroid). A polymatroid on N is a polytope

Pf “ tx P RN
ě0 : xpSq ď fpSq for all S Ď Nu

where f : 2N Ñ Rě0 is a submodular and monotone function.

Theorem 4.17 (Polymatroid intersection). Let f1, f2 : 2N Ñ Rě0 be two submodular and mono-
tone functions. We have

suptxpNq : x P Pf1 X Pf2u “ min
AĎN

tf1pAq ` f2pN ∖Aqu.

Proof. See [Sch03, Cor. 46.1b]. □

The following definition generalizes Definition 4.6 from linear matroids to matroids.

Definition 4.18 (pα;βq-bias for matroids). We say a matroid pN, Iq is pα;βq-biased if there exists
S Ď N with |S| “ α such that

|B X S| ě β

for all bases B Ď N .

Similarly, if N is equipped with a partition N “ R1 \ R2, then we say that a matroid pN, Iq is
pα1, α2;βq-biased if there exists S Ď N with |SXR1| “ α1, |SXR2| “ α2 and such that |BXS| ě β
for all bases B Ď N .

Lemma 4.19. A subset S Ď N satisfies rpNq ´ rpN ∖ Sq ě β if and only if for any basis B Ď N
we have |B X S| ě β.

Proof. “Only if”: Let B Ď N be any basis. By the sub-modularity of the rank function we have

rpB X Sq ` rpN ∖ Sq ě rppB X Sq Y pN ∖ Sqq.

Since B Ď pB X Sq Y pN ∖ Sq, we have

rppB X Sq Y pN ∖ Sqq “ rpNq.
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However, B X S is independent, so we have

|B X S| “ rpB X Sq ě rpNq ´ rpN ∖ Sq ě β.

“If”: Suppose that B P B is such that |BXS| is minimal as we range over all bases. Equivalently,
B is such that |B∖S| is maximal. We claim that B∖S is maximal by inclusion among independent
sets which are disjoint from S. From this claim it follows by definition of the rank function that

|B ∖ S| “ rpN ∖ Sq,

and so rpNq ´ rpN ∖ Sq “ |B X S| ě β.
If the claim were false, then there would exist e R S YB such that

pB ∖ Sq Y teu “ pB Y teuq ∖ pB X Sq

is an independent set, by matroid axiom (3). Since the set pB ∖ Sq Y teu is independent and

rpB Y teuq “ rpNq, we can complete pB ∖ Sq Y teu to a basis rB Ď B Y teu. But then we have

pB Y teuq ∖ pB X Sq “ rB ∖ S,

from which it follows that

| rB ∖ S| “ |pB Y teuq ∖ pB X Sq| “ |B ∖ S| ` 1.

This contradicts the minimality of |BXS| among all bases B P B. Therefore the claim is true. □

Corollary 4.20. A matroid pN, Iq is pα;βq-biased if and only if there exists S Ď N with |S| “ α
and rpNq ´ rpN ∖ Sq ě β. A matroid pN, Iq with a partition N “ R1 \ R2 is pα1, α2;βq-biased if
and only if there exists S Ď N with |S XR1| “ α1, |S XR2| “ α2 and rpNq ´ rpN ∖ Sq ě β.

4.2.3. Proof of Propositions 4.8 and 4.9. We begin with the proof of Proposition 4.8. Considering
the level sets of the L8 norm, the B8 defined in (4.27) becomes

B8 “ inftλ ě 0 : PB X r0, λsN ‰ ∅u.

(Aside: compare this and (4.37) to the discussion of the Manin conjecture in section 1.3.) From
the description (4.37) of the matroid basis polytope in terms of the rank function, we have

B8 “ inftλ ě 0 : suptxpNq : x P PI X r0, λsNu “ rpNqu.

Now we re-interpret r0, λsN as the polymatroid defined by the function

f : 2N Ñ Rě0

fpSq “ λ|S|.

Then, by the polymatroid intersection theorem (Theorem 4.17), we have

suptxpNq : x P PI X r0, λsNu “ min
AĎN

trpAq ` fpN ∖Aqu “ min
AĎN

trpAq ` λ|N ∖A|u.

Since this last min is always ď rpNq, to characterize B8 it suffices to find the smallest λ ě 0 such
that for all A Ď N

(4.38) rpAq ` λ|N ∖A| ě rpNq,

that is to say
B8 “ inftλ ě 0 : rpAq ` λ|N ∖A| ě rpNq for all A Ď Nu.

It changes nothing to swap A with N ∖A, so

B8 “ inftλ ě 0 : rpN ∖Aq ` λ|A| ě rpNq for all A Ď Nu.

If A “ ∅ then the inequality is satisfied for all λ, so suppose not. We then have by Corollary 4.20

B8 “ max
AĎN

t
rpNq ´ rpN ∖Aq

|A|
: A ‰ ∅u “ max

α,β
t
β

α
: pN, Iq is pα;βq-biasedu.
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This concludes the proof of Proposition 4.8.
The proof of Proposition 4.9 is identical to that of Proposition 4.8 with the following substitu-

tions. The polytope r0, λsN should be replaced by the polytope

ź

ePN

r0, ceλs, where ce “

#

1 if e P R1

2 if e P R2.

The corresponding function f : 2N Ñ Rě0 is given by fpSq “ λ
ř

ePS ce. Instances of |A| or |N∖A|

should be replaced by
ř

ePA ce or
ř

ePN∖A ce, respectively.

4.2.4. Positivity. To prove assertion (3) of Theorem 4.4 we first establish one-variable versions of
the result.

Lemma 4.21. For all real 0 ă σ ď 2 the Fourier transforms of the following functions are positive
or `8:

fpxq “
1

p
?
x2 ` 1 ` 1qσ

, gpxq “
1

p|x| ` 1qσ
´

1

p
?
x2 ` 1 ` 1qσ

.

Proof. When ξ ą 0 we have by contour shifting

pfpξq “

ż 8

´8

ep´ξxq

p
?
x2 ` 1 ` 1qσ

dx “ i

ż 8

1
e´2πξx

ˆ

1

pi
?
x2 ´ 1 ` 1qσ

´
1

p´i
?
x2 ´ 1 ` 1qσ

˙

dx

“ i

ż 8

1

e´2πξx

x2σ

´

p´i
a

x2 ´ 1 ` 1qσ ´ pi
a

x2 ´ 1 ` 1qσ
¯

dx

“ 2

ż 8

1

sinpσ arctan
?
x2 ´ 1q

xσ
e´2πξx dx ą 0.

The value pfp0q is clearly positive if it converges, and if ξ ă 0 we follow the same steps as above,
shifting the contour up instead of down.

Now we show pgpξq is positive or `8. For a real parameter 0 ď β ď 1 define

(4.39) pgβpξq “

ż 8

´8

ep´ξxq

p
a

x2 ` β2 ` 1qσ
dx,

so that pgpξq “ pg0pξq ´ pg1pξq. We have

(4.40) pgpξq “

ż 0

1

d

dβ
pgβpξq dβ “ σ

ż 1

0
β

ż 8

´8

ep´ξxq
a

x2 ` β2p
a

x2 ` β2 ` 1qσ`1
dx dβ.

Suppose that ξ ą 0. The interior integral has a branch cut from ´iβ to ´i8. To evaluate the
integral, we shift the contour around this branch. We have

ż 8

´8

ep´ξxq
a

x2 ` β2p
a

x2 ` β2 ` 1qσ`1
dx

“

ż 8

β
e´2πξx

˜

1
a

x2 ´ β2pi
a

x2 ´ β2 ` 1qσ`1
`

1
a

x2 ´ β2p´i
a

x2 ´ β2 ` 1qσ`1

¸

dx

“2

ż 8

β

e´2πξx

a

x2 ´ β2px2 ´ β2 ` 1q
σ`1
2

cosppσ ` 1q arctan
´

a

x2 ´ β2
¯

q dx

“2

ż π{2

0

e´2πξ
?

tan2 θ`β2

a

tan2 θ ` β2
pcos θqσ´1 cosppσ ` 1qθq dθ.
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Now we return to (4.40), change order of integration, and change variables
a

tan2 θ ` β2 Ñ y to
find

pgpξq “ 2σ

ż π{2

0

ż sec θ

tan θ
e´2πξy dypcos θqσ´1 cosppσ ` 1qθq dθ.

Let hσpθq be the anti-derivative of pcos θqσ´1 cosppσ ` 1qθq. By integrating by parts we have

pgpξq “ ´2σ

ż π{2

0

1

cos2 θ
ppsin θqe´2πξ sec θ ´ e´2πξ tan θqhσpθq dθ.

Observe that psin θqe´2πξ sec θ ´ e´2πξ tan θ ď 0, while hσpθq ě 0 for all 0 ă σ ď 2 and 0 ď θ ď π{2.
Thus pgpξq ě 0 for ξ ą 0. The case ξ “ 0 is obvious and ξ ă 0 follows by a similar calculation. □

It follows from Lemma 4.21 that the Fourier transforms of

1

p|x| ` 1qσ
, and

1

p|x| ` 1qσ
`

1

p
?
x2 ` 1 ` 1qσ

are also everywhere positive or `8.

Lemma 4.22. For all real 0 ă σ ď 2, a P Zě1 and ξ P R{Z, the Fourier series

ÿ

βPZ

epβξq

p1 ` a|β|qσ

is positive or `8.

Proof. Recall the Dirichlet and Fejér kernels

Dupxq “
ÿ

|n|ďu

epnxq and Fnpxq “
1

n

n´1
ÿ

k“0

Dkpxq.

By summing by parts twice we have

ÿ

βPZ

epβξq

p1 ` a|β|qσ
“

8
ÿ

n“0

ˆ

1

papn` 2q ` 1qσ
´ 2

1

papn` 1q ` 1qσ
`

1

pan` 1qσ

˙

pn` 1qFn`1pξq.

The factor inside the parentheses above is positive by the mean value theorem. The Fejér kernel is
also positive, and therefore the series is positive wherever it converges. □

Lemma 4.23. For all real 0 ă σ ď 2, a P Zě1 and ξ P Cˆ, the function

ÿ

βPZ

ˆ

|ξ|

ξ

˙β ż

R

ep´|ξ|xq

p
a

x2 ` paβq2 ` 1qσ
dx

is positive or `8.

Proof. By summation by parts twice and the positivity of the Féjer kernel, it suffices to show that
the second forward difference in β of

fpβ, ξq “

ż

R

ep´|ξ|xq

p
a

x2 ` paβq2 ` 1qσ
dx

is positive. Recall the definition of pgβpξq from (4.39), in terms of which we have

fpβ ` 2, ξq ´ 2fpβ ` 1, ξq ` fpβ, ξq “

ż β`1

β

d

dγ

ż γ`1

γ

d

dα
pgaαp|ξ|q dα dγ.

56



As in the proof of Lemma 4.21, we have

fpβ ` 2, ξq ´ 2fpβ ` 1, ξq ` fpβ, ξq

“ ´σa

ż β`1

β

d

dγ

ż γ`1

γ
aα

ż 8

´8

ep´|ξ|xq
a

x2 ` paαq2p
a

x2 ` paαq2 ` 1qσ`1
dx dα dγ

“ ´2σ

ż β`1

β

d

dγ

ż π{2

0

ż

?
tan2 θ`paγ`1q2

?
tan2 θ`paγq2

e´2π|ξ|y dypcos θqσ´1 cosppσ ` 1qθq dθ dγ

“ ´2σa

ż π{2

0

ż β`1

β

˜

paγ ` 1qe´2π|ξ|
?

tan2 θ`paγ`1q2

a

tan2 θ ` paγ ` 1q2
´
aγe´2π|ξ|

?
tan2 θ`paγq2

a

tan2 θ ` paγq2

¸

dγ

ˆ pcos θqσ´1 cosppσ ` 1qθq dθ.

Recall hσpθq ě 0 is defined to be the anti-derivative of pcos θqσ´1 cosppσ ` 1qθq. Let also

Hpβ, θ, ξq “

ż β`1

β

d

dθ

˜

paγ ` 1qe´2π|ξ|
?

tan2 θ`paγ`1q2

a

tan2 θ ` paγ ` 1q2
´
aγe´2π|ξ|

?
tan2 θ`paγq2

a

tan2 θ ` paγq2

¸

dγ.

Then, by integrating by parts we have

fpβ ` 2, ξq ´ 2fpβ ` 1, ξq ` fpβ, ξq “ 2σa

ż π{2

0
Hpβ, θ, ξqhσpθq dθ.

To prove the lemma, it suffices to show that Hpβ, θ, ξq is non-negative for all β P N, a P Zě1,
ξ P Cˆ, and 0 ď θ ď π{2. Set

Npγ, θ, ξq “ γe´2π|ξ|
?

tan2 θ`γ2 tan θ sec2 θ

˜

2π|ξ|
a

tan2 θ ` γ2 ` 1
a

tan2 θ ` γ2
3

¸

so that

Hpβ, θ, ξq “

ż β`1

β
pNpaγ, θ, ξq ´Npaγ ` 1, θ, ξqq dγ

“ a´1 tan θ sec2 θ

˜

ż

?
tan2 θ`paβ`1q2

?
tan2 θ`paβq2

´

ż

?
tan2 θ`papβ`1q`1q2

?
tan2 θ`papβ`1qq2

¸

e´2π|ξ|y

ˆ

2π|ξ|y ` 1

y2

˙

dy.(4.41)

Note that
d

dy
e´2π|ξ|y

ˆ

2π|ξ|y ` 1

y2

˙

“ ´
e´2π|ξ|y

y
,

so that the difference of integrals in (4.41) equals by the mean value theorem

(4.42) e´2π|ξ|
?
tan2 θ`u2

˜

2π|ξ|
?
tan2 θ ` u2 ` 1

tan2 θ ` u2
y1

?
tan2 θ ` u2

¸ˇ

ˇ

ˇ

ˇ

ˇ

y2

y1

for some y2 P raβ, aβ ` 1s and y1 P rapβ ` 1q, apβ ` 1q ` 1s. Since the function of u in (4.42) is
decreasing for all u ą 0 we have that Hpβ, θ, ξq ě 0. □

We assume that kv is real until further notice. Consider the Fourier dual pair

T “ pRˆqn1 ˆ pS1qn2 ˆ pCˆqn3 Ø piRn1 ˆ pZ{2Zqn1q ˆ Zn2 ˆ piRn3 ˆ Zn3q “ T^

and the spaces of tempered distributions S1pTq and S1pT^q. Recall M and Mφ from section 4.1.
Let 0 ă σ ď 2 and fi P S1pT^q be given for i “ 1, . . . ,m1 `m2 by the function

fipw, ϵ, α, w
1, α1q “

1

p|pMφqi| ` 1qσ
,

57



and for i “ m1 `m2 ` 1, . . . ,m1 `m2 `m3 by the function

fipw, ϵ, α, w
1, α1q “

1

p|pMφqi| ` 1q2σ
,

where pMφqi denotes the ith entry of Mφ (see (4.13)).
Let FGpfq denote the Fourier transform of a bounded measure f on a locally-compact abelian

group G following [Bou19, Ch. II §1 2. Déf. 3]. We have that the Fourier transform FT^pfiq of
each of the functions fi P S1pT^q is also a tempered distribution, i.e. FT^pfiq P S1pTq. Recall that
a tempered distribution L P S1pTq is called positive if for all non-negative-valued ψ P SpTq one has
Lpψq ě 0. We shall next show that FT^pfiq P S1pTq are positive distributions.

Let K Ď T^ be the kernel of the homomorphism

pMφqi : T
^ Ñ

#

iR ˆ t0, 1u if i “ 1, . . . ,m1 `m2

iR ˆ Z if i “ m1 `m2 ` 1, . . . ,m1 `m2 `m3.

Then, for any non-negative-valued ψ P SpTq we have

FT^pfiqpψq :“

ż

T^

fipφqFTpψqpφq dφ “

ż

T^{K
fipφq

ż

K
FTpψqpφkq dk dφ.

Let TK :“ tx P T : kpxq “ 1 for all k P Ku so that by Poisson summation (see the remark following
Lemma 2.14) we have for almost every φ P T^{K that

ż

K
FTpψqpφkq dk “

ż

TK

ψptqφptq dt “ FTK pψqpφq.

Now let us consider the group T^{K. It is canonically isomorphic to the dual of TK by Pon-
tryagin duality; also the map pMφqi identifies T^{K with a subgroup of iR ˆ t0, 1u or iR ˆ Z.
The Fourier transform FT^{Kpfiq may then be considered as a tempered distribution on TK . Since
|fipφq| ď 1 for all φ P T^{K, we have |FT^{Kpfiqpgq| ď }g}L8pTKq for all g P SpTKq. By the Hahn-
Banach theorem FT^{Kpfiq extends to a linear functional on the continuous functions vanishing at
infinity C0pTKq satisfying |FT^{Kpfiqpgq| ď }g}L8pTKq for all g P C0pTKq. By the Riesz-Markov-
Kakutani theorem (see e.g. [Rud87, 6.19 Thm.]), the tempered distribution FT^{Kpfiq is given by
integration against a regular Borel measure on TK , which we continue to write FT^{Kpfiq. Lemmas
4.21, 4.22, and 4.23 now show that the measure FT^{Kpfiq is non-negative and has total mass 1.
By the Plancherel theorem (see [Bou19, Ch. II §1 5. Prop. 13]) we have that

FT^pfiqpψq “

ż

T^{K
fipφqFTK pψqpφq dφ “

ż

TK

FT^{Kpfiqptqψptq dt.

Therefore, the tempered distribution Fpfiq itself is a positive distribution.
By applying the Hahn-Banach and Riesz-Markov-Kakutani theorems again to FT^pfiq, we obtain

a regular non-negative Borel measure µi onT for each i “ 1, . . .m1`m2`m3 such that FT^pfiqpgq “
ş

T gpxq dµipxq for all g P SpTq. By assertion (1) of Theorem 4.4 and the formula (4.25) for AF ps, xq,
the pm1 `m2 `m3q-fold convolution of the measures µi is given by a function and in particular we
have

AF pσ, xq “ a

ˆ

m1`m2`m3

˚
i“1

µi

˙

pxq

for all x P T, where a is the positive real factor appearing in (4.25). Since the convolution of non-
negative measures is non-negative, we have that AF pσ, xq takes non-negative values for σ0 ă σ ď 2
and all x P T pkvq, as was to be shown.

The case that kv » C follows in an identical way taking n1 “ n2 “ m1 “ m2 “ 0, n3 “ dimT ,
and m3 “ dim r.
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5. Global theory

5.1. Global analytic conductor. In this section, we return to the notation of the introduction.
That is, we are given a number field k and a k-torus T with splitting field K and Galois group
G “ GalpK{kq. We choose a finite-dimensional complex algebraic representation r of the L-group
LT (see section 2.2 for definitions). Let v be a place of k and denote by kv the completion of k
at v. Let Tv “ T ˆk Spec kv be the base-change of T to kv. For each v there exists a valuation
w of K extending v such that Kw is the splitting field of Tv. We have that X˚pTvq “ X˚pT q as
abelian groups, but where the Galois action on X˚pTvq is given by restricting the action of G to
the embedded copy of GalpKw{kvq. Thus, we obtain an embedding of L-groups LTv ãÑ LT for each
place v of k. The representation r of LT then determines representations of each LTv by restriction.

An automorphic character χ P ApT q admits a factorization

χ “
â

v

χv

in which all but finitely many of the χv are trivial on the maximal compact subgroup of T pkvq.

Definition 5.1. The analytic conductor cpχ, rq is an invariant of ApT q defined by

(5.1) cpχ, rq “
ź

v

cvpχv, r|LTvq,

where cvpχv, r|LTvq are local analytic conductors (see Definitions 3.1 and 4.1), all but finitely many
of which are equal to 1.

5.2. Algebraic number theory for tori. We next review the standard theorems of algebraic
number theory in the context of tori. Let Ow and Ov be the rings of integers in Kw and kv. Let
S8 be the set of archimedean places of k. Recall the notation

TA :“
ź

vPS8

T pkvq ˆ
ź

vRS8

T pOvq

and the global units UpT q of the torus T defined by

UpT q :“ T pkq X TA.

According to Dirichlet’s units theorem [Shy77], the abelian group UpT q is finitely generated. We
also have a short exact sequence of locally compact Hausdorff abelian groups

(5.2) 1 // T pkqTA // T pAq // ClpT q // 1,

where the cokernel is by definition the (finite) class group of T [Ono61, Thm. 3.1].
Instead of UpT q and ClpT q, we need the following minor variants of these objects. Let NT pOwq

be the image of the norm map N : T pOwq Ñ T pOvq. Let

(5.3) TN,A :“
ź

vPS8

T pkvq ˆ
ź

vRS8

NT pOwq.

We call the set

(5.4) UN pT q :“ T pkq X TN,A

the global norm-units of the torus T . Recall that for all unramified non-archimedean places of k we
have NT pOwq “ T pOvq by Lemma 3.13, and for all ramified non-archimediean places we have that
NT pOwq is a finite index subgroup of T pOvq by Lemma 3.14. Thus, global norm-units UN pT q is
a finite index subgroup of the global units of the torus UpT q and thus a finitely-generated abelian
group itself. We also have the short exact sequence

(5.5) 1 // T pkqTN,A // T pAq // ClN pT q // 1
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with finite cokernel ClN pT q. We call ClN pT q the norm-class group of T .

5.3. Global conductor zeta function. Recall the (twisted) local generating series NF and AF
from (3.21) and (4.21). Let

(5.6) Y psq :“
1

VolpUN pT q^q

ÿ

θPClN pT q^

ÿ

xPUN pT q

ź

vPS8

Akvps, xq
ź

vRS8

Nkvps, xq.

In section 6.1 we will prove that Y psq equals the global generating series Zpsq of Theorem 1.10 up to
a constant depending only on the choices of Haar measures on ApT q and T pkvq^ for v archimedean.

Recall A, rG, rΣ0,m “ dim r from in section 1.1 and R “ Rpcq from (1.12). The goal of this section
is the following theorem (cf. Theorem 1.10).

Theorem 5.2. Suppose that r|
pT
is faithful. The series Y psq converges absolutely for Repsq ą A

and extends to a meromorphic function in the open half plane Repsq ą A ´ minp2´1,m´2q. There
exists c “ cpT, rq ą 0 such that the function Y psq

‚ has a pole at s “ A of order | rGzrΣ0| and no other poles in Rpcq (respectively, the half-plane
Repsq ą A´ minp2´1,m´2q if the Artin conjecture holds),

‚ grows slowly in R; i.e. there exists J “ JpT, rq ą 0 and 0 ă c1 “ c1pT, rq ď c such that for
any s “ σ ` it P Rpc1q avoiding any small neighborhood U of A we have

Y pσ ` itq !T,r,U plogp|t| ` 3qqJ ,

and
‚ has moderate growth in a vertical strip if the Artin conjecture holds, i.e. there exists K “

KpT, rq ą 0 such that for any s “ σ ` it with σ ą A ´ minp2´1,m´2q avoiding any small
neighborhood U of A we have Zpσ ` itq !T,r,σ,U p1 ` |t|qK .

Convention: In Theorem 5.2 and throughout the paper, whenever we say “the Artin conjecture
holds”, we mean that the finitely many (depending on T, r) Artin L-functions associated to the
complex Galois representations in the hypothesis of Theorem 5.4 are entire (up to the possibility
of a pole at s “ 1 in the case that the representation is trivial).

Following Tate [Tat79, §3.5] we take ψ to be a non-trivial additive character of A{k and dx
the Haar measure on A such that

ş

A{k dx “ 1. Let ψv be the local component of ψ at a place

v, dx “
ś

v dxv be any factorization of dx into a product of local measures such that the ring of
integers Ov at all but finitely many v gets measure 1, and δpψvq be the function defined in [Tat79,
§3.4.5].

Recall the positive integer λ from (1.7). We call the set of finite places v of k for which either

‚ v is ramified in K{k, or
‚ pλ, qkvq ‰ 1

the set of “bad” places, and denote that set by B. Let

Ups, xq “
ź

vRBYS8

`

δpψvqdxv{dx1
v

˘sm
Nkvps, xq, Rps, xq “

ÿ

θPClN pT q^

ź

vPB

`

δpψvqdxv{dx1
v

˘sm
Nkvps, xq,

and

Aps, xq “
ź

vPS8

`

δpψvqdxv{dx1
v

˘sm
Akvps, xq.

Recalling (3.23) that Nkvps, xq does not depend on θv when v is unramified, we have by definition
that

(5.7) Y psq “
1

VolpUN pT q^q

ź

v

`

δpψvqdxv{dx1
v

˘´sm
ÿ

xPUN pT q

Aps, xqUps, xqRps, xq.
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By [Tat79, §3.5] the product
ź

v

`

δpψvqdxv{dx1
v

˘

does not depend on the factorization of the global dx, nor on the choice of global additive character
ψ, but only on k. To determine the analytic properties of Y psq, it suffices therefore to determine
the analytic properties of Aps, xq, Ups, xq, and Rps, xq, and to show that sum over x P UN pT q in
(5.7) converges absolutely.

5.4. Unramified places. Set

Umaxpsq :“ sup
xPUN pT q

|Ups, xq|.

Theorem 5.3. Suppose that r|
pT
is faithful.

(1) The series Ups, xq converges absolutely and uniformly on compacta in the right half-plane
Repsq ą A. It admits a meromorphic continuation to ts : Repsq ą A´ minp2´1,m´2qu and
Umaxpsq is finite whenever s is not equal to a pole of some Ups, xq for any x P UN pT q.

(2) There exists an effective constant 0 ă c ď minp2´1,m´2q depending on r, T but independent
of s, x such that the only pole of Ups, xq in the region Rpcq is at s “ A.

(3) There exist effective constants J ą 0 and 0 ă c1 ď c depending on r, T but independent of s
such that for all s P Rpc1q avoiding a small neighborhood N surrounding A we have

Umaxpsq !T,r,N plogp| Impsq| ` 3qqJ .

(4) The series Ups, 1q has a pole at s “ A of order | rGzrΣ0| with positive leading constant in its
Laurent series expansion.

(5) The possible pole of Ups, xq at s “ A is of order ď | rGzrΣ0|, has positive leading coefficient,
and Laurent series expansion bounded by that of Ups, 1q at s “ A.

Theorem 5.4. Suppose that r|
pT
is faithful and that the Artin L-functions of the irreducible repre-

sentations Vi of Γ “ GalpK 1{kq that arise in (5.22) are entire up to a possible pole at s “ 1, where
K 1 is given in Definition 5.5.

(1) The only pole of Ups, xq when Repsq ą A´ minp2´1,m´2q is at s “ A.
(2) There exists K “ KpT, rq ą 0 such that for all s with Repsq ą A ´ minp2´1,m´2q and

avoiding a small neighborhood N surrounding A we have

Umaxpsq !T,r,N,Repsq p1 ` | Impsq|qK .

We devote the rest of this section to proving Theorem 5.3 and Theorem 5.4.
First, let us reintroduce some of the structures of section 3.2 in our global context. Let M be

the multi-set of co-weights of r (recall definition 2.5) and S be a subset of M . Let GS “ StabG S Ď

G “ GalpK{kq. Then GS acts on S, and also on its complement Sc. Let KS be the intermediate
field in the extension K{k corresponding to GS under the Galois correspondence.

Define the KS-torus TS by taking its cocharacter lattice to be Z|Sc|, where the coordinates are
indexed by µ P Sc with GS acting by permuting these. Let α : TS Ñ T be the map of KS-tori
given by the map of cocharacter lattices

α˚ : Z|Sc| Ñ X˚pT q

(5.8) p0, . . . , 1, . . . , 0q ÞÑ µ,

where the 1 is in the µth entry and the other coordinates are all 0, see Lemma 2.3 and the evaluation
pairing (2.2). Given a KS-point x of T , let α´1pxq be the fiber of α over x and let ppα´1pxqq denote
its set of irreducible components. Recall the constant λ from (1.7).
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Definition 5.5. Let K 1{k be the minimal Galois extension over which all geometric components
of α´1pxq for all S and x P UN pT q are defined and which contains the λth roots of unity.

Note that Lemma 2.6 guarantees the existence of K 1, and that the Galois extension rK “ Kpµλq

is contained in K 1, where K is the splitting field of T and µλ is the group of λth roots of unity. Let
Γ “ GalpK 1{kq. The finite group Γ acts on the set of irreducible components ppα´1pxqq for any x.

We will show later that if x “ 1, the action of Γ on ppα´1p1qq “ π0pkerαq factors through Γ Ñ rG.
Now let us consider a place v of k, which we assume for the rest of this section satisfies v R S8YB.

To each such place there is associated a prime ideal p of k, and we have qkv “ Nppq, the absolute
ideal norm of p. The valuation w extending v introduced in section 5.1 determines a unique prime
P of K lying over p. If FrP P G fixes S, then since p is unramified we may base change the
KS-tori TS and T to kv, so that the results of section 3.2 apply to TS,kv , Tkv , and α

´1pxqkv with
the decomposition group DP Ď G at p playing the role of the local Galois group GalpL{F q.

For each such P we also choose a prime P1 of K 1 lying over P. The decomposition group
DP1 Ď Γ at p plays the role of the local Galois group GalpL1{F q from section 3.2. All of the
geometric components of α´1pxqkv for all x P UN pT q are defined over OP1 and can be base-changed
to the finite residue field of the completion K 1

P1 .

We have the restriction map Γ Ñ G under which FrP1 ÞÑ FrP . When x “ 1 P UN pT q we will also
use the map

(5.9) rG ãÑ Gˆ Galpkpζλq{kq

FrP1 ÞÑ pFrP, Nppqq,

where Nppq P Galpkpζλq{kq denotes the automorphism of kpζλq sending a primitive λth root of

unity ζλ to ζ
Nppq

λ (see (1.9)). In particular, the value of Nppq modulo λ is determined by FrP1 P rG.
By (3.27) we have

Ups, xq “
ź

pRB

ÿ

cPNM

Π“pc, xq

Nppqs|c|
.

Definition 5.6. If F1psq and F2psq are meromorphic functions defined in Repsq ą σi, i “ 1, 2
and there exists an analytic function Gpsq given by an absolutely and uniformly convergent Euler
product in Repsq ą σ0 such that F1psq “ GpsqF2psq, then we say that F1 equals F2 up to an
absolutely convergent Euler product in Repsq ą σ0 and write F1 « F2 in Repsq ą σ0.

Lemma 5.7. Suppose F1 and F2 are as in Definition 5.6.

(1) If F1 « F2 in Repsq ą σ0, then F1 admits a meromorphic continuation to Repsq ą

maxpσ0,minpσ1, σ2qq.
(2) The relation « defines an equivalence relation on meromorphic functions on Repsq ą

maxpσ0,minpσ1, σ2qq.
(3) If F1 « F2 in Repsq ą σ0, then F1 and F2 have the same poles to the same orders in the

domain Repsq ą maxpσ0,minpσ1, σ2qq.

The proofs are easy exercises, so we omit them. Since we do not give an expression for the
leading constant in Theorem 1.1, it suffices to study Ups, xq up to the « equivalence.

Recall the change of variables c Ø S given by (3.33), (3.34), and let

U0ps, xq “
ź

pRB

ÿ

SĎM

Π“pS, xq

Nppqs|S|
.

Lemma 5.8. We have Ups, xq « U0ps, xq in Repsq ą A´ p2mq´1.
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Proof. It suffices to show that the series

(5.10)
ź

pRB

ř

cPNM Π“pc, xqNppq´s|c|

ř

cPt0,1uM Π“pc, xqNppq´s|c|

converges absolutely and uniformly on compacta in Repsq ą A´ 1
2m .

Consider p R B with Nppq sufficiently large. The factor of the product (5.10) at p is

(5.11) 1 `
ÿ

cPNM

max cµě2

Π“pc, xq

Nppqs|c|
´

¨

˚

˚

˝

ÿ

cPNM

max cµě2

Π“pc, xq

Nppqs|c|

˛

‹

‹

‚

¨

˚

˚

˝

ÿ

cPt0,1uM

c‰0

Π“pc, xq

Nppqs|c|

˛

‹

‹

‚

` ¨ ¨ ¨

We may assume that any c P NM appearing in one of the sums in (5.11) is DP-fixed, since
otherwise Π“pc, xq “ 0 by Lemma 3.22. We have the trivial bounds |Π“pc, xq| ď Π“pc, 1q ď Πďpc, 1q

and by Proposition 3.21 and Lemma 3.24 the bound

Πďpc, 1q !T,r

8
ź

k“0

NppqdimDkpcq.

Note that

|c| “

8
ÿ

k“0

|tµ P M : cµ ą ku|,

so
Π“pc, xq

Nppqs|c|
!

8
ź

k“0

NppqdimDkpcq´s|tµ:cµąku|.

Therefore we have e.g. for the first sum in (5.11) that

ÿ

cPNM

max cµě2

Π“pc, xq

Nppqs|c|
!

ÿ

c :max cµě2
Π“pc,xq‰0

8
ź

k“0

NppqdimDkpcq´s|tµ:cµąku|.

By Lemma 3.23 we have the product here has at least two non-one factors for each c in the outer
sum. Now we take the product of (5.11) over p R B, and find that (5.10) converges absolutely and
uniformly on compacta in the region

(5.12) Repsq ą sup
iě2

max
1ďjďi
SjĎM

t
dimDpS1q ` ¨ ¨ ¨ ` dimDpSiq ` 1

|S1| ` ¨ ¨ ¨ ` |Si|
: DpSjq ‰ t1uu.

Lemma 5.9. Let i ě 2. For any real numbers a1, . . . , ai, and any 1 ď c1, . . . , ci ď m one has

a1 ` ¨ ¨ ¨ ai ` 1

c1 ` ¨ ¨ ¨ ` ci
ď max

j“1,...,i

!ai ` 1

ci

)

´ p2mq´1.

Proof. It suffices to show the case that i “ 2. Suppose without loss of generality that a1`1
c1

ě a2`1
c2

,
i.e. c2a1 ´ c1a2 ` c2 ě c1. Then,

a1 ` 1

c1
´
a1 ` a2 ` 1

c1 ` c2
“
c2 ` a1c2 ´ c1a2
c1pc1 ` c2q

ě
c1

c1pc1 ` c2q
ě

1

2m
.

□

By Lemma 5.9, we conclude that (5.10) converges absolutely and uniformly in the region Repsq ą

A´ p2mq´1. □
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We arrange the product U0ps, xq over (finitely many) conjugacy classes C Ď Γ:

(5.13) U0ps, xq “
ź

CĎΓ

ź

pRB
FrP1 PC

ÿ

SĎM

Π“pS, xqNppq´s|S|.

Lemma 5.10. Let

(5.14) ΣP “ tS Ď M : S ‰ ∅, FrP S “ S,
dimDpSq ` 1

|S|
ě Au.

We have

U0ps, xq «
ź

CĎΓ

ź

pRB
FrP1 PC

˜

1 `
ÿ

SPΣP

Π“pS, xqNppq´s|S|

¸

in Repsq ą A´ minp2´1,m´2q.

Proof. By Lemma 3.22 we have if FrP S ‰ S then Π“pS, xq “ 0. Consider the sets ∅ ‰ S Ď M
which satisfy FrP S “ S, and take

p2M ∖ t∅uqDP “ ΣP \ ΣPc.

Let

F1psq “
ź

CĎΓ

ź

pRB
FrP1 PC

˜

1 `
ÿ

SPΣP

Π“pS, xqNppq´s|S|

¸

,

and

F2psq “
ź

CĎΓ

ź

pRB
FrP1 PC

˜

1 `
ÿ

SPΣPc

Π“pS, xqNppq´s|S|

¸

.

By Lemma 5.9 we have
ź

CĎΓ

ź

pRB
FrP1 PC

ÿ

SĎM

Π“pS, xqNppq´s|S| « F1psqF2psq

in Repsq ą A´ p2mq´1. Note that for any S P ΣPc we have

(5.15) A´
dimDpSq ` 1

|S|
ě m´2,

since A and dimDpSq`1
|S|

are two elements of the Farey sequence of order m. We have by the estimate

|Π“pS, xq| ď ΠďpS, 1q, Lemma 3.24, and (5.15) that F2psq converges absolutely and uniformly in
the region Repsq ě A´ minp2´1,m´2q. Thus, U0ps, xq « F1psq in Repsq ą A´ minp2´1,m´2q. □

Recall the quantity apS, xq from (3.36). Similarly, let

(5.16) aCpS, xq “ #ty P ppα´1pxqq : FrP1 y “ yu,

which only depends on the conjugacy class C Ď Γ of FrP1 . Likewise, recall apSq from (3.38) and let

(5.17) aCpSq “ #ty P π0pDpSqq : FrP y
Nppq “ yu,
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which as well only depends on the conjugacy class C Ď Γ of pFrP, Nppqq via (5.9). We have by
Lemmas 5.8, 5.10 and 3.26

(5.18) Ups, xq «
ź

CĎΓ

ź

pRB
FrP1 PC

˜

1 `
ÿ

SPΣP

NppqdimDpSq´s|S|

#

aCpS, xq if dimDpSq ě 1

aCpS, xq ´ 1 if dimDpSq “ 0

¸

in Repsq ą A ´ minp2´1,m´2q, where we may replace aCpS, 1q by aCpSq when x “ 1. Note that

if dimDpSq`1
|S|

ą A then DpSq “ t1u by the definition of A, and so aCpS, xq “ 1 and the term

corresponding to S above vanishes.
We split up the sum in (5.18) over the possible values of dimDpSq, |S|. The parameter space is

P “ tpa, bq : 0 ď a ď n, 1 ď b ď m,
a` 1

b
“ Au.

Since the case a “ 0 is different in (5.18), so we also introduce

P0 :“ tpa, bq : 1 ď a ď n, 1 ď b ď m,
a` 1

b
“ Au.

If A “ 1, then P “ P0 Y tp0, 1qu, and otherwise P “ P0. Let also

(5.19) Σa,b “ tS P Σ : dimDpSq “ a, |S| “ bu,

so that
Σ “

ğ

pa,bqPP

Σa,b.

Note that Σ0,1{A is non-empty only if A “ 1. With this notation, we have that

(5.20) Ups, xq «
ź

CĎΓ

ź

pRB
FrP1 PC

ÿ

SPΣ0,1

FrP S“S

`

1 `Nppq´s
˘aCpS,xq´1

ź

pa,bqPP0

ÿ

SPΣa,b
FrP S“S

`

1 `Nppqa´bs
˘aCpS,xq

in Repsq ą A´ minp2´1,m´2q, with optionally aCpSq in place of apS, 1q if x “ 1. Let

(5.21) rΣa,b “

#

tpS, yq : S P Σa,b, y P ppα´1pxqqu if pa, bq ‰ p0, 1q

tpS, yq : S P Σ0,1, y P ppα´1pxqq, y ‰ 1u if pa, bq “ p0, 1q.

The group Γ acts on each rΣa,b through G on S and through its Galois action on ppα´1pxqq.
If x “ 1, the action factors through the action of pg, γq P G ˆ pZ{λZqˆ on elements pS, yq with
y P π0pDpSqq and is given by pg, γq.y “ gyγ .

Let us further decompose the action of Γ on rΣa,b into orbits rΣa,b “
Ů

O. Let VO be the permu-
tation representation of Γ acting (transitively) on O. Let ψO be its character and C a conjugacy
class of Γ. Then ψOpCq is the number of FrP1-fixed points on O. In these terms, we have

Ups, xq «
ź

CĎΓ

ź

pRB
FrP1 PC

ź

pa,bqPP

ź

OĎrΣa,b

´

1 `Nppqa´bs
¯ψOpCq

.

Now we decompose VO into irreducible representations Vi of Γ so that

(5.22) VO “
à

i

V
‘mO,i

i and ψO “
ÿ

i

mO,iψi

for some mO,i P N, where ψi is the character of Vi. Then we have

Ups, xq «
ź

CĎΓ

ź

pRB
FrP1 PC

ź

pa,bqPP

ź

OĎrΣa,b

ź

i

´

1 ` ψipCqNppqa´bs
¯mO,i
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in Repsq ą A´ minp2´1,m´2q.
Moving the products over C and p to the inside, we have

(5.23) Ups, xq «
ź

pa,bqPP

ź

OĎrΣa,b

ź

i

LpBqpbs´ a, Viq
mO,i

in Repsq ą A´ minp2´1,m´2q, where LpBqpbs´ a, Viq denotes the Artin L-function attached to Vi
with archimedean primes and primes in B omitted.

By Lemma 2.6, the group Γ is finite and does not depend on x P UN pT q. Therefore there are only
finitely many irreducible representations Vi of Γ, and so the product over i in (5.23) has finitely
many factors, bounded uniformly in terms of x. By the first part of Lemma 2.6, the dimension
of VO is uniformly bounded in terms of x. Therefore, the multiplicities mO,i as well as the degree
and conductor of the (partial) Artin L-functions on the right hand side of (5.23) remain uniformly
bounded as x varies over UN pT q (but depend on r and T , of course).

By the Brauer induction theorem and class field theory, for each Vi there exist finitely many
intermediate fields k Ď Kj Ď K 1, Hecke characters χj of Kj and multiplicities mj P Z, j “ 1, . . .
such that

(5.24) Lps, Viq “
ź

j

Lps, χjq
mj .

Part (1) of Theorem 5.3 now follows from the analytic continuation of Hecke L-functions and the
uniformity statements of the preceding paragraph.

Although it is expected that the critical zeros of any Lps, χjq appearing in (5.24) with mj ă 0
cancel with the critical zeros of some Lps, χj1q in (5.24) with mj1 ą 0 (the Artin conjecture), at
present we cannot exclude the possibility that those j with mj ă 0 contribute infinitely many poles
to Lps, Viq inside the critical strip. The hypothesis in Theorem 5.4 asserts that precisely such a
possibility does not occur, in which case assertion (1) of Theorem 5.4 is immediate.

Applying (5.24) to (5.23), assertion (2) of Theorem 5.3 follows from the zero-free region for Hecke
L-functions in Lemma 2.12 upon taking

(5.25) c “ mint min
pa,bqPP

1

bplog b` 1q
min
O,i

min
j:mjă0

cpχjq, 2
´1,m´2u,

which is in particular independent of x. Moreover, applying the lower bounds of Lemma 2.13 to any
Lps, χjq

mj with mj ă 0 and the upper bounds of [Col90, Thm. 1] to any Lps, χjq
mj with mj ą 0

in (5.24), we obtain assertion (3) of Theorem 5.3 with c1 constructed from c1pχjq as in (5.25).
Since Lp1, χq ‰ 0 for any Hecke characters χ (see Lemma 2.12), the number of poles at s “ A

appearing in (5.23) is equal to the number of trivial representations appearing among the represen-
tations Vi, counted with multiplicity. By e.g. Serre [Ser77, §2.3 exercise 2.6], the number of trivial
characters is equal to the number of orbits

ÿ

a,bPP

|ΓzrΣa,b|.

If x “ 1 then this matches | rGzrΣ0| as defined in the introduction. Thus we have established part
(4) of Theorem 5.3.

For s with Repsq ą A we have that |Ups, xq| ď UpRepsq, 1q. Therefore
ÿ

a,bPP

|ΓzrΣa,b| ď | rGzrΣ0|

for any x P UN pT q, and the Laurent series expansion of Ups, xq around s “ A is bounded in absolute
value by that of Ups, 1q. By e.g. (5.20), the leading constant in the Laurent expansion is positive
real. This establishes part (5) of Theorem 5.3.
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Lastly, if the Artin conjecture holds, the Phragmen-Lindelöf convexity principle applied to the
strip ´1 ď Repsq ď 2, say, asserts that the L-functions Lps, Viq have at most polynomial growth in
their critical strips. Therefore, there exists K “ Kpr, T q ą 0 independent of x so that when s has
Repsq ą A´ minp2´1,m´2q and s avoids a small neighborhood N around s “ A, we have

(5.26) Ups, xq !T,r,N,Repsq p1 ` | Impsq|qK ,

establishing assertion (2) of Theorem 5.4.

5.5. Ramified places.

Lemma 5.11. Suppose that r|
pT
is faithful. The function Rps, xq converges absolutely and uniformly

on compacta in the region Repsq ą A´m´2. It takes a positive value at the point s “ A.

Proof. Recall that

(5.27) Rps, xq “
ÿ

θPClN pT q^

ź

vPB

`

δpψvqdxv{dx1
v

˘sm
Nkvps, xq.

We saw in section 3.3 for each v P B that pδpψvqdxv{dx1
vq
smNkvps, xq converges absolutely and

uniformly on compacta in

Repsq ą maxt
dimDpSq

|S|
: DpSq ‰ t1uu ě A´m´2,

a region which includes the point s “ A. Since the sum over class group characters in (5.27) is
finite and B consists of finitely many places, the function Rps, xq converges absolutely absolutely
and uniformly on compacta in the region Repsq ą A´m´2. The first statement of (5.11) holds.

We now show the second assertion of Lemma 5.11. The product over v P B is a finite product.
Let us enumerate the places appearing as v1, . . . , vs. Let us denote by

c | |B|8

the set of all positive integers c of the form qn1
kv1

¨ ¨ ¨ qnskvs
, for n1, . . . , ns P N. In this paragraph, we

write µpdq for the Möbius function defined with respect to numbers d | |B|8, that is, where qkvi
plays the role of the primes. For c | |B|8 we let

H˚
c “ tpθ, χv1 , . . . , χvsq P ClN pT q^ ˆ

ź

vPB

NT pOwq^ :
s
ź

i“1

q
crpχviθvi q

kvi
“ cu,

where cr is the Artin conductor associated to χviθvi via r. We also define

Hc “ tpθ, χv1 , . . . , χvsq P ClN pT q^ ˆ
ź

vPB

NT pOwq^ :
s
ź

i“1

q
crpχviθvi q

kvi
| cu.

The set Hc is a group. We have the relations

Hc “
ď

d|c

H˚
d , and H˚

c “
ď

d|c

µpdqHc{d,

where the unions are over integers d||B|8 which also divide c, and µpdq is defined as before.
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In terms of these definitions, we have

Rps, xq “
ÿ

c||B|8

1

cs

ÿ

pθ,χv1 ,...,χvs qPH˚
c

χv1pxq ¨ ¨ ¨χvspxq

“
ÿ

c||B|8

1

cs

ÿ

d|c

µpdq
ÿ

pθ,χv1 ,...,χvs qPHc{d

χv1pxq ¨ ¨ ¨χvspxq

“

¨

˝

ÿ

c||B|8

1

cs

˛

‚

´1
ÿ

c||B|8

1

cs

ÿ

pθ,χv1 ,...,χvs qPHc

χv1pxq ¨ ¨ ¨χvspxq.

The first factor is evidently positive real for all s ą 0, since it is a product over finitely many
“primes”. By orthogonality of characters, the second is a Dirichlet series with non-negative integer
coefficients, hence it takes a positive real value wherever it converges absolutely. □

5.6. Global convergence. In this section, we prove Theorem 5.2. First we show that the sum in
(5.7) converges absolutely and uniformly on compacta in Repsq ą A´ minp2´1,m´2q.

For each v P S8, let

σv : T pkq ãÑ T “

#

pRˆqn1 ˆ pS1qn2 ˆ pCˆqn3 if v real

pCˆqn if v complex

be the corresponding embedding. Let S1,8 and S2,8 be the set of real and complex archimedean
places, respectively. By formula (5.7), Theorems 4.4, 5.3, and Lemma 5.11 we have for any s not
coinciding with any pole of any Ups, xq and with Repsq ą A´ minp2´1,m´2q that

(5.28) Y psq !r,T,ν

ÿ

xPUN pT q

|Ups, xq||Rps, xq|

ˆ
ź

vPS1,8

n1
ź

j“1

1

1 ` | log |pσvxqj ||

n1`n2`n3
ź

j“n1`n2`1

1

1 ` 2| log |pσvxqj ||

ź

vPS2,8

n
ź

j“1

1

1 ` 2| log |pσvxqj ||
.

Let J denote the set of pairs pv, jq appearing on the right hand side of (5.28), i.e.

J “
ď

vPS1,8

tpv, jq : j “ 1, . . . , n1, n1 ` n2 ` 1, . . . , n1 ` n2 ` n3u Y
ď

vPS2,8

tpv, jq : j “ 1, . . . , nu.

For any pv, jq P J , we set

ξvj “ prj ˝ σv : T pkq Ñ

$

’

&

’

%

Rˆ if v P S1,8 and j “ 1, . . . , n1

Cˆ if v P S1,8 and j “ n1 ` n2 ` 1, . . . , n1 ` n2 ` n3

Cˆ if v P S2,8 and j “ 1, . . . , n

to be the composition of σv with the projection to the jth entry of T.
Since Rps, xq is a finite sum, we have the bound |Rps, xq| ď Rpσ, 1q, where s “ σ ` it. By

positivity, we extend the sum over UN pT q in (5.28) to UpT q. Since roots of unity have absolute
value 1, the summand only depends on UpT q{UpT qtors, so we reduce to this at the cost of a factor
depending only on T . Thus for s with Repsq ą A´ minp2´1,m´2q

(5.29) Y psq !r,T,ν UmaxpsqRpσ, 1q
ÿ

xPUpT q{UpT qtors

ź

pv,jqPJ

1

1 ` | log |ξvj pxq|v|
.
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The set tξvj : pv, jq P Ju forms a basis for
ś

vPS8
X˚pT qGkv . Following standard notation, we

write r8 “ |J | for the rank of this finite-rank free abelian group, i.e.

r8 “ rank
ź

vPS8

X˚pT qGkv “
ÿ

vPS8

rankX˚pT qGkv “ |S1,8|pn1 ` n2q ` |S2,8|n.

Similarly, let rk “ rankX˚pT qGk . By Dirichlet’s units theorem for tori [Shy77], we have rankUpT q “

r8 ´rk. Accordingly, let tϵ1, . . . , ϵr8´rku be a Z-basis for UpT q{UpT qtors. The r8 ˆpr8 ´rkq matrix

Φ “ plog |ξvj pϵiq|vqpv,jqPJ,i“1,...,r8´rk

is called the regulator matrix of T .
It is a key fact in what follows that any choice of r8 ´rk rows among the r8 rows of the regulator

matrix Φ yields a non-singular square matrix. As observed by M.H. Tran in his Thesis [Tra15, Def.
7.2.2], this fact follows from the proof of Dirichlet’s units theorem for tori [Shy77], and goes back
to [Ono61, §3.8] in the case k “ Q. The absolute value of the determinant of any such square
submatrix of Φ is by definition the regulator RT of T as appears in the class number formula for
T , see [Tra17, Thm. 1.3].

Writing Φvj for the pv, jqth row of the regulator matrix Φ, the bound (5.29) becomes

(5.30) Y psq !r,T,ν UmaxpsqRpσ, 1q
ÿ

nPZr8´rk

ź

pv,jqPJ

1

1 ` |xΦvj , ny|

with x¨, ¨y the standard inner product on Rr8´rk .
If T is anisotropic, then UpT q is finite so the sum/product in (5.30) is trivial, and the first

assertion of Theorem 5.2 follows immediately.
Suppose then that T is isotropic. For x P R one has p1 ` |x|q´1 ď p1 ` x2q´1{2 and the latter is

smooth. Since the summand
ź

pv,jqPJ

1
b

1 ` xΦvj , ny2

has well-controlled partial derivatives, we may bound the sum in (5.30) by an integral to obtain

(5.31) Y psq !r,T,ν UmaxpsqRpσ, 1q

ż

xPRr8´rk

ź

pv,jqPJ

1
b

1 ` xΦvj , xy2
.

Now, we are in a position to apply the Brascamp-Lieb inequality to (5.31). We apply Theorem
2.10 with m “ r8, n “ r8 ´ rk, the matrix M “ Φ the regulator matrix with rows avj “ Φvj , and

fvj pxq “ p1 ` x2q´1{2 for all pv, jq P J . Recall the definition of the polytope HΦ from (2.13) and

(2.14). Since Φ is full-rank, HΦ is compact. Then, there exists a point in HΦ, say pdvj qpv,jqPJ P HΦ,
for which the infimum

B8pΦq “ inft}x}8 : x P HΦu

is attained (recall (4.27)). Applying Theorem 2.10 with p “ pdvj qpv,jqPJ and the other parameters
chosen as above, we obtain

(5.32)

ż

xPRr8´rk

ź

pv,jqPJ

1
b

1 ` xΦvj , xy2
!T,r

ź

pv,jqPJ

˜

ż

R

1

p1 ` x2q
1{2dvj

¸dvj

.

Now, to show that the sum over UN pT q in (5.7) converges absolutely it suffices now to show that
mint1{dvj : pv, jq P Ju ą 1. Since mint1{dvj : pv, jq P Ju “ B8pΦq´1 by definition of pdvj qpv,jqPJ , it

suffices to show that B8pΦq ă 1. We have (recall Proposition 4.8 and Definition 4.6) that

B8pΦq “ maxt
β

α
: Φ is pα;βq-biasedu.
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Suppose that α, β are such that Φ is pα;βq-biased, i.e. there is a distinguished set, say A, of rows
of Φ with |A| “ α such that any basis of Rr8´rk contains at least β of the α distinguished rows.
We aim to show that β ă α for any such configuration.

If α ą r8 ´ rk, then we would have α ą r8 ´ rk ě β. Suppose α ď r8 ´ rk. We shall construct
a basis of Rr8´rk from the rows of Φ that uses at most maxp0, α ´ rkq of the rows in A. Thus,
we will have that β ď maxp0, α ´ rkq, and since T is isotropic we get β ă α. Recall the key
fact that any r8 ´ rk rows of the regulator matrix Φ form a basis for Rr8´rk . So, to construct
the promised basis, choose the minpr8 ´ rk, r8 ´ αq rows of Φ that are not in A along with any
r8 ´ rk ´ minpr8 ´ rk, r8 ´ αq “ maxp0, α ´ rkq rows from A. This proves the first assertion of
Theorem 5.2 in the isotropic case.

By Theorem 4.4(3), Theorem 5.3(4)(5), and Lemma 5.11, the leading coefficient in the Laurent
series expansion of Ups, xqRps, xqAps, xq at s “ A is positive for each x P UN pT q. Therefore, there
can be no cancellation in the leading order Laurent coefficients in the sum over UN pT q of these in
formula (5.7). The assertion in the first bullet point of Theorem 5.2 follows from this along with
Theorems 5.3(2) and 5.4(1).

The second and third bullet points of Theorem 5.2 follow from Theorems 5.3(3) and 5.4(2), and
the previously established absolute convergence of the integral in (5.32).

6. Final counting

6.1. Local to global and proof of Theorem 1.10.

Proposition 6.1. Suppose that r|
pT
is faithful. There exists c P Rą0 depending only on choices of

Haar measures so that

Zpsq :“

ż

ApT q

1

cpχ, rqs
dνpχq “

c

VolpUN pT q^q

ÿ

θPClN pT q^

ÿ

xPUN pT q

ź

vPS8

Akvps, xq
ź

vRS8

Nkvps, xq

for all s with Repsq sufficiently large, where Akvps, xq and Nkvps, xq are local archimedean and
non-archimedean generating series defined in (4.21) and (3.21), respectively.

Proof. Recall (see section 5.2) the short exact sequence of locally compact Hausdorff topological
abelian groups

(6.1) 1 // UN pT q
H

TN,A // T pkq
H

T pAq // ClN pT q // 1.

Let

(6.2) V ^ “ tχ P T^
N,A : χpxq “ 1 for all x P UN pT qu.

By Pontryagin duality, we have the dual short exact sequence

(6.3) 1 // ClN pT q^ // ApT q // V ^ // 1.

Recall that we have chosen a Haar measure ν on ApT q. The finite group ClN pT q^ naturally
takes the counting measure, so these determine a quotient Haar measure ν on V ^. Let us write
T8 “ T pk8q “

ś

vPS8
T pkvq and T^

8 “ T pk8q^ “
ś

vPS8
T pkvq^.

We work a bit more generally than necessary for the time being. Let c be an integrable function
on ApT q that satisfies the following factorization property: there exist functions c8 on T^

8 and cf
on T pAfinq^ such that if χ “ χ8 b χf with χ8 P T pF8q^ and χf P T pAfinq^, then

cpχq “ cf pχf qc8pχ8q.

For such a function c we decompose its integral over ApT q using the quotient measure, i.e. we apply
e.g. [Bou04, Ch. VII §2 7. Prop. 10] with G “ ApT q, G1 “ ClN pT q^, G2 “ V ^, π the restriction
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map π : ApT q Ñ V ^, α “ ν, α1 equal to counting measure, and α2 “ ν to obtain

(6.4)

ż

ApT q

cpχq dνpχq “

ż

V ^

ÿ

θPClN pT q^

cpθχq dνpχq.

Let

cpχq “
ÿ

θPClN pT q^

cpθχq,

which only depends on πpχq P V ^. Since θ is trivial on T^
8 (see (5.5)), we have for χ “ χ8 b χf

by the factorization property of c that

(6.5) cpχq “ c8pχ8q
ÿ

θPClN pT q^

cf pθχf q “: c8pχ8qcf pχf q.

Now let NT^
f “

ś

v∤8 NT pOwq^. It is a discrete group, so we give it the counting measure. We

decompose the integral of c over V ^ as an iterated integral

(6.6)

ż

ApT q

cpχq dνpχq “

ż

V ^

cpχq dνpχq “
ÿ

χfPNT^
f

cf pχf q

ż

χ8PT^
8

χfχ8pxq“1@xPUN pT q

c8pχ8q dν̃pχ8q.

where ν̃ is the quotient Haar measure of ν by the counting measure on NT^
f . Let

(6.7) V ^
8 “ tχ8 P T^

8 : χ8pxq “ 1 for all x P UN pT qu

so that

(6.8) χ´1
f V ^

8 “ tχ8 P T^
8 : χfχ8pxq “ 1 for all x P UN pT q,

where on the left hand side of (6.8) χ´1
f means any element of T^

8 that takes the same values as

χ´1
f on all x P UN pT q. Then, by a change of variables (using the invariance of the Haar measure)

we have

(6.9)

ż

ApT q

cpχq dνpχq “
ÿ

χfPNT^
f

cf pχf q

ż

V ^
8

c8pχ´1
f χ8q dν̃pχ8q.

We want to apply Poisson summation (Lemma 2.14) to the interior integral on the right hand
side of (6.9). We have the following two dual short exact sequences of locally compact Hausdorff
topological abelian groups:

1 // UN pT q // T8
// V ^^

8
// 1

and by Pontryagin duality

1 // V ^
8

// T^
8

// UN pT q^ // 1 .

Recall (section 5.2) that UN pT q is discrete so that UN pT q^ is compact. It is also convenient to note
that the interior integral on the right hand side of (6.9) only depends the image of χ´1

f P T^
8 in

UN pT q^.
Now we invoke Lemma 2.14 with G “ T^

8 , H “ V ^
8 , f “ c8 where

c8pχ8q :“
ź

vPS8

1

cvpχv, r|LTvqs
for χ8 “

â

vPS8

χv,

and x “ χ´1
f P UN pT q^. Note that c8 P L1pT^

8q by Theorem 4.4(1).
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We check the hypotheses (1),(2) and (3) of Lemma 2.14. In section 5.6 we only used the trivial
bounds Ups, xq ! plogp|t| ` 3qqJ and |Rps, xq| ď Rpσ, 1q, so that the proof there in fact shows that

ÿ

xPUN pT q

ˇ

ˇ

ˇ

ˇ

ż

T^
8

c8pχ8qχ8pxq dχ8

ˇ

ˇ

ˇ

ˇ

ă 8

for all s P C with Repsq sufficiently large and any choice of Haar measure, so that hypothesis (1)
of Lemma 2.14 is satisfied. Next, recall that T pkvq^ » T^ where T^ is given explicitly in (4.3).
Then, indexing several copies of T^ by v P S8, T^

8 is isomorphic to
ś

v|8 T^
v and V ^

8 is a subgroup

of this with compact quotient. For χ1 P T^
8

(6.10)

ż

V ^
8

|c8pχ8χ
1q| dν̃pχ8q

is an integral of the form
ś

vPS8
Akvpσ, 1q with σ P Rą0 sufficiently large and Akvpσ, 1q given as in

(4.25), but with the integration restricted to the aforementioned compact quotient coset isomorphic

to χ1V ^
8 . Applying the inequality p1`|x|q´1 ď p1`x2q´1{2 if necessary, one sees that the integrand

has well-controlled derivatives, and thus (6.10) converges for any χ1 P T^
8 by integral comparison

with the integral over T^
8 and Theorem 4.4(1), so hypothesis (2) of Lemma 2.14 is satisfied. Lastly,

hypothesis (3) of Lemma 2.14 follows directly from hypothesis (2) by the dominated convergence
theorem since c8 is itself a continuous function on T^

8 .
The result of Lemma 2.14 is that

(6.11)

ż

V ^
8

c8pχ´1
f χ8q dν̃pχ8q “

c

VolpUN pT q^q

ÿ

xPUN pT q

ź

vPS8

Akvps, xqχf pxq,

for some constant c depending only on the choices of Haar measures involved. Finally, the function
cpχ, rq´s on ApT q given in Definition 5.1 clearly satisfies the factorization property and is integrable
for Repsq sufficiently large by the convergence of (6.11), Theorem 5.3(1), Lemma 5.11, and (6.9).
Combining (6.11) and formula (6.9), rearranging and pulling the finite sum over ClN pT q to the
outside, we obtain the formula in Proposition 6.1. □

Finally, Proposition 6.1 and Theorem 5.2 together imply Theorem 1.10, which in term implies

the first assertion of Theorem 1.1 following [Ing90, Ch. III §11] with instances of ´
ζ1

ζ psq replaced

by Zpsq and [Ing90, Thm. 20] replaced by the second bullet point of Theorem 1.10. The second
assertion of Theorem 1.1 on the power-saving error term follows from Theorem 1.10 by [CLT10,
Thm. A.1].

6.2. Proof of last assertion of Theorem 1.1.

Theorem 6.2. If r|
pT
is not faithful, then νptχ P ApT q : cpχ, rq ď Xuq “ 8 for some finite X.

Proof. We use the notation introduced in the course of the proof of Proposition 6.1. Recall the
exact sequence (6.3), and in particular the cokernel

V ^ “ tpχ8, χf q : χ8pxqχf pxq “ 1 for all x P UN pT qu,

where χ8 P T^
8 and χf P NT^

f . For prove Theorem 6.2 it suffices to construct a subset of V ^ of
infinite Haar measure on which the analytic conductor remains bounded.

By hypothesis we have that t1u Ĺ ker r|
pT
. Let S0 denote the set of unramified places of k which

split completely in K{k, and for which qKw ” 1 pmod |π0pker r|
pT
q|q. By the Chebotarev density

theorem, |S0| “ 8. For any v P S0 we have by Lemma 3.13 and Proposition 3.15 that

NT pOwq^ “ T pOvq^ » HomGpOˆ
w ,

pT q.
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Write ℓ for the residue field of Kw. By construction of S0, we have |HomGpℓˆ, ker r|
pT
q| ě 2 for any

v P S0, and therefore |HomGpOˆ
w , ker r|

pT
q| ě 2 as well. All ξ P HomGpOˆ

w , ker r|
pT
q Ď HomGpOˆ

w ,
pT q

have r ˝ φ of trivial Artin conductor, where φ P ΦpT q is such that ξ “ φ|Oˆ
w

as in (2.10). For

any v P S0 let T pOvq^
0 be the subset of T pOvq^ corresponding to HomGpOˆ

w , ker r|
pT
q across the

restricted Langlands perfect pairing (3.9). Let NT^
f,0 Ď NT^

f be given by

NT^
f,0 “

ź

vPS0

T pOvq^
0 ˆ

ź

vRS0YS8

t1u.

Then NT^
f,0 is an infinite set such that every χf “ pχvqvRS8

P NT^
f,0 satisfies

ź

vRS8

cvpχv, rq “ 1.

To construct a subset of V ^ of infinite measure on which cpχ, rq is bounded, it suffices to extend
each χf P NT^

f,0 to V pT q. Recall the notation

χ´1
f V ^

8 “ tχ8 P T^
8 : χ8pxqχf pxq “ 1 for all x P UN pT qu.

Lemma 6.3. There exist constants K, ε ą 0 and a subset Xpχf q Ď χ´1
f V ^

8 for each χf P NT^
f

such that νpXpχf qq ą ε and

supt
ź

vPS8

cvpχv, rq : χ8 P Xpχf qu ď K

for all χf P NT^
f .

Proof. We give an explicit description of the sets χ´1
f V ^

8 in terms of the corresponding Langlands

parameters across (2.12). Let x1, . . . , xs be generators for UN pT q. Recall T from (4.1). For v P S8

let σv : UN pT q ãÑ T pkvq » T be the corresponding embedding. As in section 4.1, we write

σvxi “ p. . . , xvij , . . . , x
1
vij , . . . , x

2
vij , . . .q,

where xvij P Rˆ, x1
vij P S1, and x2

vij P Cˆ.

Let us index several copies of T^ (see (4.3)) by v P S8, so that T^
8 »

ś

v|8 T^
v . Consider the

image of χ´1
f V ^

8 across the map

(6.12)
ź

vPS8

T pkvq^ Ñ
ź

vPS8

T^
v .

We write elements of
ś

v|8 T^
v as ppwv, ϵvq, αv, pw

1
v, α

1
vqqvPS8

. Then the image of χ´1
f V ^

8 across

(6.12) is an affine hyperplane in
ś

v|8 T^
v cut out by

(6.13)
ź

vPS8

n1
ź

j“1

psgnxvijq
ϵvj |xvij |

wvj
n2
ź

j“1

x1
vij

αvj
n3
ź

j“1

˜

|x2
vij |

x2
vij

¸α1
vj

|x2
vij |

w1
vj´α1

vj “ χf pxiq
´1,

for all generators xi, i “ 1, . . . , s of UN pT q. Since χf pxiq P S1 for all χf and xi, the affine hyperplane
in

ś

v|8 T^
v described by (6.13) intersects a fixed (independent of χf ) compact set around the origin,

say U0, in a set of positive measure bounded below independently of χf .
For each v P S8, the set tχ P T pkvq^ : cvpχ, rq ď Xu is in bijection under the local Langlands

correspondence with

(6.14) Hv “ tφ :
m1`m2
ź

i“1

p|pMφqi| ` 1q

m1`m2`m3
ź

i“m1`m2`1

p|pMφqi| ` 1q2 ď Xu
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by the results of section 4.1. Let

LvpXq “ tφ :
m1`m2
ÿ

i“1

p|pMφqi| ` 1q

m1`m2`m3
ÿ

i“m1`m2`1

p|pMφqi| ` 1q2 ď pm1 `m2 `m3qX1{pm1`m2`m3qu.

By the am-gm inequality, we have LvpXq Ď HvpXq. If X is sufficiently large, then LvpXq contains

any fixed compact set in T^, and in particular U0 Ď
ś

vPS8
LvpXq. Taking K “ X |S8|, the lemma

is proved. □

The fibered set NT^
f,0 ˆXpχf q Ď V ^ is our candidate for a set of infinite measure and bounded

analytic conductor. By Lemma 6.3 and additivity of measure we have

νpNT^
f,0 ˆXpχf qq “ ν

¨

˝

ď

χf

tpχ8, χf q : χ8 P Xpχf qu

˛

‚“
ÿ

χf

ν ptpχ8, χf q : χ8 P Xpχf quq ě 8,

yet cpχ, rq is uniformly bounded for any χ “ pχ8, χf q P NT^
f,0 ˆXpχf q. □
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