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Abstract—Existing caricature-visual face recognition methods
train the models based on caricature-visual image pairs from the
same identities. Unfortunately, in many real-world applications,
facial caricatures and visual facial images are usually unpaired
in the training set due to the difficulty of collecting facial
caricatures drawn by artists. In this paper, we study caricature-
visual face recognition under the practical setting that only un-
paired facial caricature and visual facial images are available as
training samples, and define this setting as unpaired caricature-
visual face recognition. To this end, we develop a novel feature
decomposition-restoration-decomposition method (FDRD), which
mainly consists of a backbone network, an identity-oriented
feature decomposition module, and a modality-oriented feature
restoration module, to extract modality-irrelevant identity fea-
tures. To effectively train FDRD in the case of limited facial
caricature training samples, we develop a two-stage learning
framework. In the first stage, we perform single-modality restora-
tion, enabling the model to have the basic ability of feature
decomposition and restoration for each modality. In the second
stage, we perform cross-modality recognition by exchanging
new modality features between the two modalities, facilitating
the model to focus on the decoupling of identity features and
modality features. Experimental results demonstrate that our
method performs favorably against several state-of-the-art face
recognition methods and cross-modality methods. Our code is
available at https://github.com/Capricorn-Karma/FDRD.

Index Terms—Cross-modality face recognition, Unpaired
caricature-visual face recognition, Feature decomposition, Fea-
ture restoration.

I. INTRODUCTION

OVER the past few years, cross-modality face recognition
has received significant attention due to the rapid growth

of multi-modality data. Accordingly, a number of methods [1]–
[4] have been developed and achieved promising performance.
These efforts stem from the growing demand for advanced
face recognition technologies that can operate across diverse
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Fig. 1: Examples of two facial images and their corresponding
facial caricatures with diverse artistic styles. The images are
from the CaVI dataset [5].

visual representations (including sketch photos, near-infrared
images, and caricatures), which are ubiquitous in many real-
world applications.

Unfortunately, cross-modality face recognition becomes ex-
tremely challenging when one of the modalities is a facial car-
icature. Unlike facial images captured in real-world scenarios,
facial caricatures refer to facial artistic drawings that enhance
certain facial instinctive features through extreme levels of
distortions and exaggerations. Therefore, facial caricatures are
not only significantly different from real-world facial images,
but also show large intra-modality differences because of the
diversity of artistic styles. In other words, both intra-class and
inter-class variances of facial caricatures can be prominent.
Some examples are given in Fig. 1. The large modality gap and
intra-modality variations impose a huge challenge for cross-
modality face recognition. In this paper, we study caricature-
visual face recognition, which aims to match the facial images
between caricature and visual (i.e., visible-light) modalities.

Existing caricature-visual face recognition methods [6]–[9]
usually require caricature-visual image pairs from the same
identities for model training. Note that facial caricatures are
often created by artists, and thus they are relatively difficult to
be collected. For example, existing facial caricature datasets
(such as WebCaricature [10] and CaVI [5]) contain only
celebrities, and the dataset scale is small. In contrast, real-
world visual facial datasets (such as MS-Celeb-1M [11] and
MS1MV3 [12]) are much larger in terms of dataset scale and
identity number. Hence, facial caricatures and visual facial
images are often unpaired (i.e., they do not belong to the same
identities) in the training set for many applications. In this
paper, we study an important but unexplored setting: unpaired
caricature-visual face recognition (i.e., only unpaired facial
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caricature and visual facial images are available for training).
Such a setting, which is practical in real-world scenarios,
merits investigation.

Unpaired caricature-visual face recognition is important and
applicable in various scenarios, such as social media, digital
communication, digital entertainment, and gaming. Advancing
this field contributes to the broader scope of face recognition
technology, improving its accuracy and adaptability, especially
in understanding artistic styles and cultural perceptions of
beauty and representations.

A key issue of unpaired caricature-visual face recognition is
how to extract modality-irrelevant identity features in the case
of limited facial caricature training samples. A straightforward
way is to generate caricature-visual pairs with the same
identity and then leverage the contrastive-based loss for cross-
modality matching. However, such a way cannot guarantee
learning discriminative identity features since the contrastive-
based loss easily suffers from overfitting when the training
samples are not sufficient.

To address the above-mentioned issues, we tackle unpaired
caricature-visual face recognition from the perspective of fea-
ture decomposition-restoration-decomposition. Generally, we
first decompose the input caricature-visual images into identity
features and modality features. Then, we restore new caricature
and visual features by exchanging modality features between
the two modalities. Thus, the caricature-visual feature pairs
with the same identities can be generated. Next, instead of
relying on the contrastive-based loss, we propose to further
decompose the caricature-visual feature pairs, where we can
impose consistency constraints on both identity and modal-
ity. As a result, we can successfully decouple the identity
information and modality information. This greatly improves
the performance when only limited facial caricature training
samples are available.

Specifically, we propose a novel feature decomposition-
restoration-decomposition (FDRD) method for unpaired
caricature-visual face recognition. FDRD contains a backbone
network, an identity-oriented feature decomposition (IFD)
module, and a modality-oriented feature restoration (MFR)
module. The IFD module decomposes the input features from
the backbone into identity features and modality features,
while the MFR module (containing a modality learning block
and a feature fusion block) restores new caricature and visual
features with the same identity, obtaining paired caricature-
visual features. Such a way allows us to extract the modality-
irrelevant identity information.

To effectively train FDRD, we develop a two-stage learning
framework including a single-modality restoration stage and a
cross-modality recognition stage for model training. The first
stage pre-trains the model to enable the network to have the
basic ability of feature decomposition and restoration for each
modality. The second stage fine-tunes the pre-trained model to
encourage the network to focus on the decoupling of identity
features and modality features.

In summary, our contributions are summarized as follows:
• To the best of our knowledge, we are the first to

study unpaired caricature-visual face recognition. We de-
sign a decomposition-restoration-decomposition structure

to successfully extract identity features from unpaired
caricature-visual images. Instead of using the contrastive-
based loss, we perform decomposition on the generated
caricature-visual feature pairs, avoiding overfitting given
limited facial caricature training samples.

• We introduce a novel two-stage learning framework to
effectively train our network. A pre-trained model is
obtained by only performing single-modality restoration,
and thus it can be easily fine-tuned to perform cross-
modality recognition. In this way, the modality differ-
ences can be significantly alleviated.

• We extensively evaluate our method on several popular
caricature-visual face recognition datasets and show its
superiority over state-of-the-art methods. This clearly
shows the potential of our decomposition-restoration-
decomposition structure for addressing the unpaired
cross-modality face recognition setting.

The remainder of this paper is organized as follows. First,
we review the related work in Section II. Then, we elaborately
describe our proposed method in Section III. Next, we perform
extensive experiments on three caricature-visual face recogni-
tion datasets in Section IV. Finally, we draw the conclusion in
Section V.

II. RELATED WORK

In this section, we review the methods closely related to our
method. We first introduce cross-modality face recognition in
Section II-A. Then, we briefly review caricature-visual face
recognition in Section II-B.

A. Cross-Modality Face Recognition

Cross-modality face recognition (or heterogeneous face
recognition) methods can be roughly divided into modality-
shared feature learning and modality-specific information
compensation.

Modality-shared feature learning-based methods [13]–[17]
either project the features from different modalities onto a
common feature space or reduce the modality gap by ex-
tracting domain-independent feature representations. Wang et
al. [13] propose a deep neural network-based method with
canonical correlation analysis (CCA) and apply this method to
heterogeneous face recognition. He et al. [14] map high-level
facial feature representations into two orthogonal subspaces
to encode domain-invariant identity information and domain-
related spectrum information. Wu et al. [15] introduce coupled
deep learning (CDL) by imposing a nuclear-norm constraint on
a fully-connected layer to alleviate overfitting. Hu et al. [16]
propose a new orthogonal modality disentanglement method
with a joint modality-invariant loss and a deep representa-
tion alignment network to address the cross-modality face
recognition problem. Hu et al. [17] develop a novel dual
face alignment learning (DFAL) method to learn the potential
domain-invariant neutral face representations from the cross-
modality images.

Modality-specific information compensation-based methods
[1], [4], [18] try to compensate for the missing modality-
specific information in each modality. Yang et al. [4] use
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a generative adversarial network to generate facial images,
enriching the attribute diversity of synthetic images. DVG-
Face [1] generates heterogeneous facial images with the same
identity from noise. The identity consistency and diversity
properties allow the model to use these generated images to
extract domain-invariant features. Yang et al. [18] propose
a novel neutral face learning and progressive fusion synthe-
sis (NLPF) network to disentangle the latent attributes of
heterogeneous faces and learn neutral face representations.
Note that the above methods focus on paired cross-modality
face recognition, where each identity involves images from
different modalities. In contrast, we study unpaired caricature-
visual face recognition, where only unpaired facial caricature
and visual facial images are available for training. In addi-
tion, the above methods often rely on one-stage training for
cross-modality matching. On the contrary, we develop a two-
stage training framework specifically designed for unpaired
caricature-visual face recognition. Such a way enables us to
obtain an effective cross-modality recognition model.

Existing methods mainly work on visible-infrared face
recognition. Different from real-world facial images, facial
caricatures involve exaggerated and distorted transformations.
This substantially increases the difficulty of preserving the
identity during modality generation. In this paper, instead of
generating new facial caricatures or visual facial images, we
consider disentangling identity and modality information at the
feature level and restoring new caricature and visual features.
Such a way avoids the difficulty of generating new facial
caricatures or visual facial images from another modality as
well as potential ethical issues associated with caricature im-
age generation. In addition, during the feature decomposition
and restoration process, we learn the distributions of different
modalities. Hence, we can randomly generate new modality
features from the learned distributions, facilitating the ex-
traction of modality-irrelevant identity information. Compared
with existing methods, our method can effectively separate the
identity information and modality information.

B. Caricature-Visual Face Recognition

Most existing caricature-visual face recognition methods
[5]–[9], [19]–[21] belong to modality-shared feature learning-
based methods. These methods mainly focus on contrastive
learning and feature decoupling.

Contrastive learning, which enhances the similarities be-
tween positive pairs and the differences between negative
pairs, is widely used in face recognition. Li et al. [6] pro-
pose a unified feature representation and similarity learning
framework for contrastive learning. Dai et al. [7] introduce
the gating to fuse local and global features, and use a convo-
lutional attention module to improve the discriminative ability
of features. Huo et al. [19] evaluate the influence of unimodal
and multimodal metrics on facial caricatures and visual facial
images during feature matching. Mishra et al. [8] propose
a nonlinear transformation method, which maps the features
from different modalities into a common subspace. Wang et
al. [20] design a novel large-margin cross-domain contrast
(LCC) loss to stimulate intra-class densification and inter-class

separability. Moreover, they develop a cross-batch semantic
metric (CSM) mechanism to improve the performance of
sketch-based image retrieval.

Feature decoupling-based methods decouple the image fea-
tures into multiple independent factors. Garg et al. [5] de-
couple shared and modality-specific representations with an
orthogonal constraint and classify the facial identity by using
a combination of shared and modality-specific representations.
Ming et al. [9] propose a dynamic multi-task learning frame-
work to decouple identity-sharing features by dynamically
adjusting the weights of each task.

Existing caricature-visual face recognition methods train the
models based on image pairs with the same identity. Unlike
these methods, we focus on unpaired caricature-visual face
recognition and develop a novel modality-specific information
compensation-based method for this setting. We first decom-
pose the input basic features into identity features and modality
features. Based on it, we restore the new caricature and visual
features by exchanging the modality features between the two
modalities. Therefore, we can construct feature pairs from the
two modalities with the same identity. Based on feature pairs,
we perform decomposition again with the parameter-shared
IFD module to facilitate the extraction of modality-irrelevant
identity information.

III. PROPOSED METHOD

In this section, we introduce our proposed method for
unpaired caricature-visual face recognition. First, we give the
problem formulation in Section III-A. Then, we provide the
overview of our method in Section III-B. Next, we give
the two-stage learning framework in Section III-C. Next, we
introduce the key components (including the IFD module and
the MFR module) of our proposed method in Sections III-D
and III-E, respectively. Finally, we describe the joint loss in
Section III-F.

A. Problem Definition

In this paper, we study caricature-visual face recognition
under the setting that only unpaired facial caricature and visual
facial images are given as training samples. We define this
setting as unpaired caricature-visual face recognition. Such a
setting is very important and practical since it is relatively
difficult to obtain paired caricature-visual facial images for
training in many applications (note that collecting facial cari-
catures drawn by artists is not a trivial task).

Formally, the whole training set consists of a facial cari-
cature subset Dc = {xi,c, yi,c}Nc

i=1 and a visual facial image
subset Dv = {xj,v, yj,v}Nv

j=1, where xi,c and yi,c denote the
i-th facial caricature and its corresponding identity label in
Dc, respectively; xj,v and yj,v denote the j-th visual facial
image and its corresponding identity label in Dv , respectively;
Nc and Nv represent the numbers of images in Dc and Dv ,
respectively. The facial identities in Dc and Dv do not overlap.
The test set Dt contains both facial caricatures and visual facial
images. In this paper, we study close-set cross-modality face
recognition (the identities of test images exist in the training
set). Given a facial caricature or a visual facial image in Dt,
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Fig. 2: Overview of our FDRD method. FDRD is composed of a backbone network, an identity-oriented feature decomposition
(IFD) module, and a modality-oriented feature restoration (MFR) module. In the IFD module, the separator decomposes the
input feature into the identity feature and modality feature. The modality feature learning block generates the new modality
feature while the feature fusion block fuses the identity feature and modality feature to restore a new caricature or visual
feature. Note that the IFD module is a parameter-shared module for feature decomposition.

we determine its facial identity based on the training images
of another modality.

B. Overview

In this paper, we develop a novel FDRD method, consisting
of a backbone network, two IFD module, and an MFR module,
for unpaired caricature-visual face recognition. The overview
of our method is shown in Fig. 2.

More specifically, given unpaired caricature-visual facial
images, we first pass them through a backbone network and
obtain the basic features for each modality. In this paper, we
use Inception-ResNet-v1 [22] as our backbone network. Then,
we feed the basic features into the first IFD module to learn
identity features and modality features for each modality. The
modality features capture the modality-specific information
which is irrelevant to the identity. Based on this, we further
introduce an MFR module to restore new caricature and visual
features with the same identity. Next, instead of relying on the
contrastive-based loss (which is often hard to optimize and
easily suffers from overfitting [23]), we feed paired features
into the second IFD module for another decomposition, where
the identity consistency loss and the modality consistency loss
are introduced. Finally, the modality-irrelevant identity feature
is extracted for each modality.

Note that the network parameters of the two IFD modules
are shared. The inputs of the first IFD module and the second
IFD module are the original basic features and the restored
features, respectively. The purpose of designing the two IFD
modules is to perform cyclic consistency learning during the
decomposition-restoration-decomposition process. Such a way
facilitates the decoupling process to focus on separating the
identity information and modality information.

For model inference, only the backbone network and the
first IFD module are required to perform feature extraction.
In this way, the inference model is a lightweight network.
For each image in the probe set, the identity feature is first
extracted by the inference model, and then cosine similarity
matching is performed between the identity feature of the
probe image and those of the gallery set. Finally, the most
similar identity in the gallery is selected as the query result.
Note that the identity features of each identity in the gallery
are extracted by the inference model and they are clustered
according to the k-means algorithm (k = 3 in this paper).
In this way, three feature centers are collected to represent
different styles of caricatures/visual images for each identity.

C. Two-Stage Learning Framework

To effectively train FDRD, we develop a two-stage learning
framework. The framework contains a single-modality restora-
tion stage and a cross-modality recognition stage. Technically,
in the first stage, we pre-train the whole network without
exchanging modality information, where only the first IFD
module and an MFR module are used. In this stage, different
modality feature distributions are learned. Based on it, the
reconstruction loss between the original features and restored
features is constructed to ensure that the model has the
basic ability of feature decomposition and restoration for each
modality. In the second stage, we introduce cross-modality
reconstruction between identity features and different modality
features to restore paired caricature-visual features. Restored
features are re-decomposed by the second IFD module, and the
entire network is fine-tuned according to identity-consistency
and modality-consistency constraints. In this way, we focus on
decoupling the identity information and modality information.
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Single-Modality Restoration Stage. During each iteration,
we first randomly select a batch of facial images from the
training set, including facial caricatures and visual facial
images with non-overlapping identities. Then, we feed the
batch into the backbone to extract basic features, followed by
the IFD module to extract the identity features and modality
features. Next, these features are fed into the MFR module to
generate new modality features and restore caricature features
and visual features (the details of the IFD and MFR modules
are introduced in Sections III-D and III-E).

For the restored caricature or visual features that have the
same modality as the original one, we leverage the recon-
struction loss to constrain the distances between the original
features and the restored features, that is,

Lre =
1

Nc

Nc∑
i=1

L1(fi,c, f
re
i,c) +

1

Nv

Nv∑
j=1

L1(fj,v, f
re
j,v), (1)

where L1(·, ·) denotes the L1 distance. Nc and Nv denote
the number of caricature facial and visual facial images,
respectively. fi,c and fj,v denote the basic features from the
backbone network, given the i-th facial caricature image xi,c

from Dc and the j-th visual facial image xj,v from Dv . frei,c and
frej,v denote the restored caricature feature and visual feature,
respectively.
Cross-Modality Recognition Stage. Based on the pre-trained
model in the first stage, the cross-modality recognition stage
encourages the model training to focus on extracting modality-
irrelevant identity features and identity-irrelevant modality
features.

On the one hand, we restore a new caricature-visual feature
pair

{
frei,c, f

re
i,v

}
by combining the identity feature (f idi,c) from

the caricature modality and two modality features (fm
′

i,c and
fm

′

j,v ). The feature pair is further fed into the feature separator
of the IFD module to extract the identity features fre,idi,c and
fre,idi,v (the details of feature decomposition and restoration
are introduced in Sections III-D and III-E). Under such
a decomposition-restoration-decomposition structure, we can
impose the identity consistency loss on the identity features
obtained from different modalities, enabling the model to
focus on the extraction of identity information from the two
modalities. The identity consistency loss for the caricature
modality is defined as

Lc
id-con =

1

Nc

Nc∑
i=1

(
∥∥∥f idi,c − fre,idi,c

∥∥∥2
2
+
∥∥∥f idi,c − fre,idi,v

∥∥∥2
2
)

− 1

Nc

Nc∑
i=1

Cc∑
c=1

I[c=yc
i ]
log

(
Pid

(
fre,idi,c

))
− 1

Nc

Nc∑
i=1

Cc∑
c=1

I[c=yc
i ]
log

(
Pid

(
fre,idi,v

))
.

(2)

Similarly, we can obtain the identity consistency loss for the
visual modality as Lv

id-con. Thus, the joint identity consistency
loss is Lid-con = Lc

id-con + Lv
id-con.

On the other hand, we also impose the modality consistency
loss on the modality features from the two modalities. The
new caricature-visual feature pair

{
frei,c, f

re
i,v

}
is fed into the

feature separator of the IFD module to extract the modality
features fre,mi,c and fre,mi,v . The modality consistency loss for
the caricature modality is defined as

Lc
m-con = LBCE

(
Pm

(
fre,mi,c

)
,mi

)
+ LBCE

(
Pm

(
fre,mi,v

)
,mi

)
.

(3)
where LBCE(·, ·) denotes the binary cross-entropy.

Similarly, we can obtain the modality consistency loss
for the visual modality as Lv

m-con. Thus, the joint modality
consistency loss is Lm-con = Lc

m-con + Lv
m-con.

D. Identity-Oriented Feature Decomposition (IFD)

The IFD module is designed to decompose the basic features
into identity features and modality features. Technically, the
IFD module consists of a 1× 1 convolutional layer D(·) and
a separator S(·) (including two convolutional blocks, each of
which contains a 3 × 3 convolutional layer, a normalization
layer, and an activation function). D(·) plays the role of dimen-
sionality reduction. S(·) learns a non-linear projection function
that decomposes the input features into identity features and
modality features. Mathematically, the IFD module can be
formulated as

f idi,c = wcS (D(fi,c)) , fmi,c = D(fi,c)−wcS (D(fi,c)) ,

f idj,v = wvS (D(fj,v)) , fmj,v = D(fj,v)−wvS (D(fj,v)) ,
(4)

where wc and wv denote learnable parameters to normalize
the spatial distribution of identity features, which can com-
pensate for the distribution shift. f idi,c and f idj,v are the identity
features for the caricature and visual modalities, respectively.
fmi,c and fmj,v are the modality features for the caricature
and visual modalities, respectively. The identity features are
obtained by a non-linear mapping function in the separator,
while the modality features are extracted by subtracting the
identity features from the basic features.

To effectively extract identity features, we leverage the
commonly used cross-entropy loss and the center loss [24]
(which can enhance the compactness of the identity features
from the same identities), given as follows:

Lid =
1

2

N∑
n=1

∥∥f idn − cyn

∥∥2
2
− 1

N

N∑
n=1

C∑
c=1

I[c=yn] log
(
Pid

(
f idn

))
,

(5)
where cyn represents the feature center of the identity to which
the current feature belongs, and it is iteratively updated along
the direction of the mean of the sample feature vectors from
the same class during the training process. f idn (which can
be computed via Eq. (4)) and yn represent the identity feature
obtained by the separator for the n-th image (a facial caricature
or a visual facial image) and its corresponding label in the
whole training set. Pid (·) is the prediction function (an FC
layer) for identity classification. I[c=yn] equals to 1 when
c = yn, and 0 otherwise. N=Nc+Nv and C=Cc+Cv denote
the total number of images and the total number of facial
identities in D, respectively.

To extract modality features, we perform two-class clas-
sification, which distinguishes the modality features between
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the two modalities. We employ a binary cross-entropy loss
LBCE(·, ·), which is

Lmodal = LBCE (Pm (fmn ) ,mn) , (6)

where mn indicates that the current feature belongs to the cari-
cature modality (mn = 1) or the visual modality (mn = 0). fmn
(which can be computed via Eq. (4)) represents the modality
feature obtained by the separator. Pm (·) is the prediction
function (an FC layer) for modality classification.

E. Modality-Oriented Feature Restoration (MFR)

The IFD module decomposes the basic features into identity
features and modality features for each modality. However, the
distances between the identity features from the two modalities
are large since they belong to different identities. Hence, the
MFR module is designed to restore new caricature and visual
features by exchanging modality features between the two
modalities, and thus generate paired caricature-visual features
with the same identity. In this way, we can impose identity
constraints across the two modalities, facilitating the extraction
of modality-irrelevant identity information. In particular, we
randomly sample the modality features from modality feature
distributions based on conditional variational autoencoders
(CVAE) [25], [26]. Such a manner not only further filters out
residual identity information from the modality information,
but also enhances the diversity of modality information to
prevent the model from overfitting.

The MFR module consists of a modality learning block and
a feature fusion block. The modality learning block models the
modality feature distributions for caricature and visual modali-
ties. Thus, we can randomly generate new caricature and visual
modality features. To distinguish modality features from the
two modalities, we introduce the modality label information
to CVAE. Technically, two modality feature distributions are
learned from the facial caricature subset Dc and the visual fa-
cial image subset Dv . Similar to VAE [25], assume that a latent
vector z is generated from the prior distribution pθ (z) and the
modality feature fm is generated by the generative distribution
pθ (f

m|z) conditioned on z: z ∼ pθ (z) , f
m ∼ pθ (f

m|z).
In general, the posterior distribution is difficult to solve.
Thus, an approximate posterior in the form of qϕ (z|fm) is
introduced to approximate the true posterior pθ (z|fm), where
we assume that the posterior distribution is a multivariate
Gaussian distribution with a diagonal covariance matrix. The
parameters of the approximate posterior distribution can be
fitted by the encoder Rencoder(·, ·). Rencoder(·, ·) is comprised
of two paralleled FC layers Rµ

encoder(·, ·) and Rσ
encoder(·, ·),

which are used to fit the mean and variance, respectively.
To distinguish modality features from the two modalities,

we introduce the modality label information to CVAE. The
posterior distribution parameters fitted to a caricature modality
feature fmi,c or a visual modality feature fmj,v are given as

µi,c = Rµ
encoder

(
fmi,c,mc

)
, log σ2

i,c = Rσ
encoder

(
fmi,c,mc

)
,

µj,v = Rµ
encoder

(
fmj,v,mv

)
, log σ2

j,v = Rσ
encoder

(
fmj,v,mv

)
,

(7)
where µi,c and σ2

i,c represent the mean and variance vectors
of the posterior distribution corresponding to fmi,c, respectively.

µj,v and σ2
j,v represent the mean and variance vectors of the

posterior distribution corresponding to fmj,v , respectively. mc

and mv are the modality labels for the caricature and visual
modalities, respectively. Modality labels are represented in
a one-hot encoding way. Modality features are concatenated
with the modality labels as the input of the encoder.

To ensure the differentiable of the reconstruction process,
sampling is performed by using the reparameterization trick,
and a total of L times are sampled. Hence, a latent vector
zli,c = µi,c + εl1 ⊗ σi,c (l = 1, . . . , L and ‘⊗’ denotes the
element-wise product) is randomly sampled from the posterior
distribution corresponding to fmi,c, where εl1 ∼ N (0, I) is a
random vector. Similarly, a latent vector zlj,v = µj,v+εl2⊗σj,v

is randomly sampled from the posterior distribution corre-
sponding to fmj,v , where εl2 ∼ N (0, I) is a random vector.
Hence, two new modality features can be obtained by passing
zli,c and zlj,v with the corresponding modality labels through
the decoder Rdecoder (an FC layer), that is,

fm
′,l

i,c = Rdecoder

(
zli,c,mc

)
, fm

′,l
j,v = Rdecoder

(
zlj,v,mv

)
,
(8)

where fm
′,l

i,c and fm
′,l

j,v respectively represent the new caricature
modality features and visual modality features generated from
the latent variables zli,c and zlj,v . Latent variables are concate-
nated with the modality labels as the input of the modality
decoder.

Based on the above, the new modality features fm
′

i,c =
1
L

∑L
l=1 f

m′,l
i,c and fm

′

j,v = 1
L

∑L
l=1 f

m′,l
j,v can be obtained for

the caricature and visual modalities, respectively.
The modality learning loss consists of a reconstruction

error term (i.e., the mean square error (MSE) term) and a
regularization term (i.e., the Kullback-Leibler (KL) divergence
term) [25], that is,

Lmll (f
m
n ) = MSE

(
fmn , fm

′
n

)
+KL

(
N

(
µn, σ

2
n

)
∥N (0, I)

)
,

(9)
where fmn and fm

′

n respectively denote the original and newly
generated modality features from the n-th image (which can
be a facial caricature or a visual facial image) in a batch.
µn and σ2

n represent the mean and variance vectors of the
multivariate Gaussian distribution qϕ (zn|fmn ), respectively. zn
is a hidden vector. The MSE term ensures that the input and
the output of the modality learning block are similar, while
the KL term aligns the modality distribution to the standard
Gaussian distribution N (0, I). Such a way can prevent the
variances from being 0 while new modality features can be
generated by sampling from the Gaussian distribution.

The final modality learning loss term can be expressed as

Lmll =
1

N

N∑
n=1

Lmll (f
m
n ). (10)

The feature fusion block fuses the identity feature and the
newly generated modality feature to restore the caricature or
visual features. In fact, feature fusion can be viewed as the
inverse process of feature decomposition. We stack identity
features and modality features according to a scaling factor λ.
An inverse nonlinear projection function S ′(·), which consists
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of two deconvolution layers and two 1×1 convolution layers,
is used for feature fusion, that is,

frei,c = S ′
(
f idi,c + λfm

′

i,c

)
, frei,v = S ′

(
f idi,c + λfm

′

j,v

)
,

frej,v = S ′
(
f idj,v + λfm

′

j,v

)
, frej,c = S ′

(
f idj,v + λfm

′

i,c

)
,

(11)

where frei,c and frei,v respectively denote the new caricature
feature and the new visual feature obtained by combining
the identity features extracted from the caricature facial image
with the generated caricature modality feature and the gener-
ated visual modality feature. frej,v and frej,c respectively denote
the new visual feature and the new caricature feature obtained
by combining the identity features extracted from the visual
facial image with the generated caricature modality feature
and the generated visual modality feature.

F. Joint Loss

For the single-modality restoration stage, we encourage the
network to have the basic ability of feature decomposition and
restoration. Hence, the joint loss in this stage can be defined
as

Lsrs = Lid + Lmodal + Lmll + Lre. (12)

For the cross-modality recognition stage, we encourage
the model to focus on extracting modality-irrelevant identity
features and identity-irrelevant modality features. The joint
loss in this stage can be defined as

Lcrs = Lid+Lmodal+Lmll+Lre+Lid-con+Lm-con. (13)

Note that experimental results show that our method can
achieve superior performance without assigning balancing
parameters between these loss items on different datasets.
Therefore, we do not employ weighting factors for different
loss terms.

IV. EXPERIMENTS

In this section, we first introduce the datasets in Section
IV-A. Then, we present the implementation details of our
method in Section IV-B. Next, we compare our method with
several state-of-the-art methods in Section IV-C. Finally, we
conduct ablation studies in Section IV-D and give some
visualization results in Section IV-E.

A. Datasets

In this paper, we introduce three widely-used caricature-
visual face recognition datasets. The WebCaricature dataset
[10] is a popular caricature-visual facial dataset consisting
of 6,042 facial caricatures and 5,974 visual facial images
from 252 identities collected from the web. The CaVI dataset
[5] contains images of 205 identities. There are 5,091 facial
caricatures ranging from 10 to 15 images per identity and
6,427 visual facial images ranging from 10 to 15 images
per identity. The IIIT-CFW dataset [27] includes a total of
8,928 cartoon characters (including caricatures, sketches, and
paintings) from 100 identities. Each identity also provides 10
visual facial images.

B. Implementation Details

In our experiments, we use RetinaFace [28] to automatically
detect all the facial caricatures and visual facial images in
the datasets. Each image is then cropped, aligned, and finally
resized to the size of 160×160. The backbone network is based
on Inception-ResNet-v1, where we remove the last pooling
layer and the FC layer. To enable the model to effectively
extract the identity feature, Inception-ResNet-v1 is pre-trained
on the CASIA-WebFace dataset [29] and fine-tuned on the
unpaired caricature-visual face recognition dataset. Similar to
[25], [26], the sampling time of latent variables L is set
to 1. In Eq. (11), the scaling factor λ is set to 1. All the
experiments are implemented by Pytorch and run on a single
NVIDIA GTX3090. The model is trained for 100 epochs at
the single-modality restoration stage and 100 epochs at the
cross-modality recognition stage. We use the Adam optimizer
with β1 = 0.9 and β2 = 0.999. The initial learning rate is set
to 1×e−3, and the learning rate is decayed every 10 epochs
until it reaches 1× e−5. The batch size is set to 128 for all
the datasets (we randomly choose 64 caricature-visual image
pairs of different identities).

For each dataset, we randomly select half of the facial
caricatures and half of the visual facial images (with no over-
lapped identities) for training and the rest of the dataset is used
for cross-modality testing (i.e., given a facial caricature/visual
facial image, we determine its identity according to its nearest
distance to the visual/caricature training images). The above
process is repeated for ten rounds. The final Rank-1 accuracy
is obtained by the average of the ten-round tests. The cosine
similarity is used to match modality-irrelevant features from
the training and test images. We evaluate our method with
two modes: C-to-V (Caricature-to-Visual) and V-to-C (Visual-
to-Caricature), where C-to-V represents that facial caricatures
and visual facial images are used as the probe set and the
gallery set, respectively, and the other way around for V-to-C.

C. Comparison with State-of-the-Art Methods

We compare our method with several state-of-the-art meth-
ods, containing popular visual face recognition methods
and cross-modality recognition methods (including caricature-
visual face recognition methods). For visual face recognition
methods, we train the models by using all the training im-
ages (facial caricatures and visual facial images with non-
overlapping identities) and their identity labels. Hence, these
methods only extract the identity information from different
facial images without considering the modality information.
For cross-modality recognition methods, we train models by
simultaneously feeding the facial caricatures subset and the
visual facial image subset into the network. The inputs of
CaVINet [5], Multi-task [9], and SagNet [36] are the same
as our FDRD (facial caricatures and visual facial image pairs
with non-overlapping identities). Due to the lack of pairs of
images with the same identities, we replace the triplet loss
with the center loss in these methods. MMD-AAE [34] and
DANN [35] use the same numbers of facial caricatures and
visual facial images as the input while leveraging modality
labels for domain discrimination. DDG [37] and CIRL [38] are
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TABLE I: Performance comparisons in terms of average accuracy (%) under the unpaired caricature-visual face recognition
setting on WebCaricature, CaVI, IIIT-CFW datasets. The best results are marked in bold.

Methods
WebCaricature CaVI IIIT-CFW

C-to-V V-to-C C-to-V V-to-C C-to-V V-to-C

Center Loss [24] 36.75 43.41 23.86 35.98 20.53 37.42

CosFace [30] 36.48 50.64 35.72 47.24 30.23 39.59

ArcFace [31] 39.14 52.73 37.63 51.13 33.43 51.27

MagFace [32] 47.26 59.17 45.14 58.33 42.53 60.23

AdaFace [33] 50.35 61.72 48.25 60.48 45.34 62.12

CaVINet [5] 45.84 57.54 43.59 53.18 41.61 53.40

Multi-task [9] 46.57 58.27 44.38 54.26 42.59 54.13

MMD-AAE [34] 37.86 45.21 34.75 42.78 28.81 40.49

DANN [35] 49.72 64.18 47.13 61.85 45.46 62.57

SagNet [36] 50.32 60.85 47.86 54.50 46.58 58.66

DDG [37] 57.86 69.02 57.14 68.24 55.87 69.34

CIRL [38] 58.30 68.94 58.05 68.73 56.71 69.27

FDRD (Ours) 61.69 72.12 60.07 70.05 58.64 70.42

TABLE II: The average accuracy (%) obtained by different variants of our method in ablation studies. The best results are
marked in bold.

Methods
WebCaricature CaVI IIIT-CFW

C-to-V V-to-C C-to-V V-to-C C-to-V V-to-C

BL(Baseline) 49.72 64.18 47.13 61.85 45.46 62.57

BL+CL 53.83 67.89 51.27 63.64 49.13 64.74

BL+CL+DR 53.26 66.92 51.24 63.04 48.57 64.06

BL+CL+DRD 57.21 68.62 55.14 66.83 53.82 67.12

BL+CL+DRD+CVAE 60.34 71.42 58.73 69.53 57.10 69.84

BL+CL+DRD+TS 59.97 71.62 57.49 68.21 56.66 68.72

BL+CL+DRD+CVAE+TS 61.69 72.12 60.07 70.05 58.64 70.42

CL indicates that the method uses the center loss. DR indicates that the method uses the decomposition-restoration structure and the triplet loss. DRD
indicates that the method adopts the decomposition-restoration-decomposition structure. CVAE indicates that the method uses CVAE to increase the diversity
of training samples. TS indicates that the method adopts a two-stage learning framework.

domain generalization-based methods that use facial caricature
images (or visual facial images) for training, and visual facial
images (or facial caricatures) for testing. Table I shows the
performance obtained by several competing under the unpaired
caricature-visual face recognition setting.

Our proposed FDRD method outperforms the current
caricature-visual face recognition methods (CaVINet and
Multi-task and the visual face recognition methods (such as
Center Loss, CosFace, ArcFace, MagFace, and AdaFace) on
all three datasets. Due to the large modality gap, the visual
face recognition methods give worse results. The caricature
modality has exaggerated and diverse artistic expressions,
which lead to difficulty in identifying caricature features under
the same identity. The visual face recognition methods have
good performance for visual facial images even with low
quality such as blurred images, but they do not work well for
facial caricatures with diverse styles. Conventional caricature
face recognition methods often require caricature-visual image
pairs with the same identity as the input. Thus, they cannot
achieve good performance in our setting.

Our proposed method also outperforms representative cross-
modality recognition methods (such as MMD-AAE, DANN,
SagNet, DDG, and CIRL) on the three datasets. MMD and

DANN reduce the modality differences by confusing the data
of different modalities. SagNet extracts the content (identity)
and style information for cross-modality recognition. DDG
and CIRL focus on extracting domain-invariant semantic in-
formation for disentanglement. However, the facial identities
of these methods are easily disturbed by the modality in-
formation (especially for facial caricatures with exaggerated
facial morphology), which leads to a performance drop. Our
proposed method addresses the modality discrepancy problem
by designing a DRD structure to remove the modality infor-
mation involved in the features and extract identity features. In
addition, we design a two-stage training framework to ensure
the quality of feature-level restoration while separating identity
features from modality features. The above results show the
superiority of our method.

D. Ablation Studies
We evaluate the baseline and several variants of our method

on three datasets. Table II gives the comparison performance
on these datasets. We adopt the DANN method [35] with
Inception-ResNet-v1 as the baseline.
Influence of Center Loss. From Table II, BL+CL outperforms
the Baseline method, validating the effectiveness of the center
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loss. This is because the center loss can effectively enhance
the compactness of identity features.
Influence of Decomposition-Restoration-Decomposition
(DRD) Structure. Compared with the BL+CL method, the
variants that adopt the DRD structure achieve significant
performance improvements in terms of the average recognition
accuracy on three datasets. This is because the DRD structure
is helpful to extract modality-irrelevant identity features by
suppressing the modality information, greatly reducing the
modality gap. On the contrary, BL+CL+DR achieves slightly
lower performance than BL+CL. This indicates that the triplet
loss is easier to suffer from overfitting compared with the
classification loss. This is because the triplet loss requires a
large number of triplets and is more difficult to be optimized.
The above results show the importance of the DRD structure.
Influence of CVAE. BL+CL+DRD+CVAE models the modal-
ity features using CVAE and trains the model with only the
cross-modality recognition stage. BL+CL+DRD+TS is similar
to our proposed method except that the model is trained
without CVAE. BL+CL+DRD+CVAE+TS is our proposed
FDRD method which is trained by the two-stage learning
framework.

From Table II, we can see that BL+CL+DRD+CVAE+TS
outperforms BL+CL+DRD+TS by a large margin and
BL+CL+DRD +CVAE achieves better performance than
BL+CL+DRD. This shows the importance of CVAE, which
can generate new modality features, increasing the diversity
of the training features. Such a way reduces overfitting and
improves the final accuracy.
Influence of Our Two-Stage Learning Framework.
From Table II, compared with BL+CL+DRD+CVAE,
BL+CL+DRD+CVAE+TS achieves 1.06%, 0.96%, and 1.09%
improvements on the Caricature, CaVI, and IIIT-CFW
datasets, respectively. BL+CL+DRD+TS also outperforms
BL+CL+DRD. This shows the necessity of the two-stage
learning framework. That is, two-stage learning is beneficial
for our unpaired caricature-visual face recognition setting. By
performing single-modality restoration in the first stage, we
can obtain a good pre-trained model, which can then be easily
fine-tuned to achieve good performance in the case of limited
training samples.

E. Visualization Results

To further illustrate that the DFD structure effectively
disentangles the identity features and the modality features,
we randomly select facial caricatures of 10 identities in the
training set and visual facial images of the same 10 identities
in the test set, and then apply t-SNE [39] to visualize the
identity features and the modality features. The results are
shown in Figs. 3 and 4.

Fig. 3(a) shows the distribution of identity features ex-
tracted by the Baseline method. Fig. 3(b) shows the dis-
tribution of identity features given by our method (i.e.,
BL+CL+DFD+CVAE+TS). Due to the interference of the
modality information, the identity features (from the two
modalities) extracted by Baseline show a large modality gap.
In contrast, the identity features learned by our method are

caricature
visual

(a)

caricature
visual

(b)

Fig. 3: t-SNE visualization of identity features extracted by
(a) the Baseline and (b) FDRD. The different colors represent
different facial identities.

caricature
visual

(a)

caricature
visual

(b)

Fig. 4: t-SNE visualization of (a) the original modality features
and (b) the new modality features generated by CAVE.

visual modality new
visual modality old

(a)

caricature modality new
caricature modality old

(b)

Fig. 5: t-SNE visualization of (a) the visual modality features
and (b) the caricature modality features. Compare the original
modality feature distribution with the newly generated modal-
ity feature distribution by CVAE

distributed closely between the two modalities, indicating that
our method significantly mitigates the modality gap. There-
fore, the DFD structure can ensure that the extracted identity
features from the two modalities are projected onto a common
modality-irrelevant feature space.

Fig. 4 shows the distributions of the new modality features
generated by CVAE and the original modality features given
by IFD in our method. We can see that the distributions
of the modality features extracted from facial caricature and
visual images are different (clustering into two clusters). Fig.
5 visualizes the original and generated modality features in a
single plot. We can see that the original modality features and
the new modality features generated by CVAE belong to the
same distribution, while the newly generated modality features
show a diverse feature distribution.

Ideally, the modality features should be compactly dis-
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caricature
visual

(a)

caricature
visual

(b)

Fig. 6: t-SNE visualization of the modality features extracted
after (a) the single-modality restoration stage and (b) the cross-
modality recognition stage.

Basic Features
Restored Features

Fig. 7: t-SNE visualization of the basic features obtained by
the backbone network and the restored features after the first
learning stage by our method.

tributed for different facial identities. Fig. 6(a) shows the
modality features obtained in the first learning stage. The
modality features with the same identity tend to cluster to-
gether at this stage, indicating that the identity information
and the modality information are not completely disentangled
at this stage. Fig. 6(b) shows the modality features given by the
IFD module after the two-stage learning. The modality features
from the two modalities are more compactly distributed in two
clusters, and there is no obvious identity gap. This indicates
that the modality information is irrelevant to the identity
information and is only dependent on each modality.

Fig. 7 shows the basic features extracted from the backbone
and the new caricature and visual features restored by the MFR
module after the first learning stage. The restored features
and the basic features are close to each other. Thus, the
model has the basic ability to decompose and restore after
the first training stage. According to Figs. 6 and 7, based
on the two-stage learning framework, the model effectively
decouples modality-independent identity features and identity-
independent modality features.

V. CONCLUSION

In this paper, we propose a novel FDRD method for
unpaired caricature-visual face recognition by designing a fea-
ture decomposition-restoration-decomposition structure. The
proposed FDRD mainly consists of an IFD module and an
MFR module to perform feature decomposition and cross-
modality restoration. The IFD module decomposes the basic
features from the backbone network into the identity features

and the modality features, while the MRF module restores
new caricature and visual features with the same identity,
obtaining caricature-visual feature pairs. To train FDRD in the
case of limited facial caricature training samples, we develop
a two-stage learning framework. Extensive experiments show
the effectiveness of our method on several popular caricature-
visual face datasets. Currently, our method performs unpaired
visual-caricature face recognition in a single domain. In future
work, we plan to investigate cross-domain unpaired visual-
caricature face recognition.
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