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Remembering Bartlett

When I began to prepare my talk, I decided that I ought to 
learn something about Bartlett so that I could bring him 
into his lecture. I remembered that I had a copy of his book 
Remembering (Bartlett, 1932) which I had bought for 10 
shillings when I was a student in Cambridge. I was rather 
surprised by what I found. Sir Frederic1 Bartlett is 
renowned as the founder of the sort of hard-line experi-
mental psychology that continues to be promoted by the 
Experimental Psychology Society (EPS) and published in 
the Quarterly Journal of Experimental Psychology (QJEP). 
And yet his book is subtitled A Study in Experimental and 
Social Psychology, and there is a Part II which is entitled 
Remembering as a Study in Social Psychology. On page 
242 he says, “ . . . everything in psychology belongs to 
social psychology . . .” So, what became of the social in the 
hard-line experimental psychology he promoted in 
Cambridge?

I soon discovered that I was not the first person to ask 
this question (see, for example, Costall, 1992; Why 

British psychology is not social). Indeed, it seems that 
even Bartlett himself was not entirely happy with the 
way British psychology developed. Beate Hermelin 
complained to him about how tedious EPS meetings 
could be. “Oh yes,” Bartlett confided to her, “It’s all 
gone wrong. I wish I’d written novels instead” (Costall, 
2009).

Bartlett’s promotion of a limited form of hard-line exper-
imental psychology was probably aimed at getting this new 
discipline recognised as a natural science like physiology 
and to make a clear distinction from philosophy. At that 
time, the social phenomena associated with psychology 
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seemed simply too ill defined and too difficult to study. To 
some extent, my own career has exemplified the slow and 
painful process of regaining Bartlett’s insight that every-
thing in psychology belongs to social psychology.

Subjective experiences 
(consciousness) and the brain

When I was a student, I was not actually reading Bartlett. 
Like everyone else in the 1960s, I was reading Aldous 
Huxley’s The Doors of Perception, where Huxley suggests 
that, by taking psychedelic drugs, we can see the world as 
it really is, unmediated by words and symbols. I was also 
reading the books of Philip K Dick which frequently 
explore the idea that there is something hidden behind our 
everyday reality (e.g., The Penultimate Truth).

At the very beginning of his book, Huxley (1959) notes 
that “these changes [produced by mescalin] are similar to 
those which occur in that most characteristic plague of the 
twentieth century, schizophrenia. Is the mental disorder 
due to a chemical disorder?” (p. 3). So, do patients with 
schizophrenia have better access to a hidden reality than 
the rest of us? After graduating, I was trained in clinical 
psychology. Perhaps I thought that, by studying patients, I 
could find out about this hidden reality? To jump ahead a 
bit, I should probably reveal that I have not discovered this 
hidden reality. It is not so much that there is another hidden 
reality, but rather that reality is well hidden.

Hallucinations and delusions are the symptoms that 
most usually lead to a diagnosis of schizophrenia. 
Hallucinations are false perceptions—perceptions in the 
absence of sensory input. These usually involve hearing 
voices, rather than the brightly coloured visual experiences 
associated with psychedelic drugs. Delusions are false 
beliefs about the world. However, the subjective experi-
ences reported by patients are not always easy to classify 
as either hallucinations or delusions. Here are some exam-
ples of the “first-rank” symptoms that are particularly 
associated with schizophrenia (Schneider, 1959; Soares-
Weiser et al., 2015).

Thought Broadcasting: “It was like my thoughts (were) 
shouted out”

Thought Insertion: “Thoughts come into my head like 
‘Kill god’. It’s just like my mind working, but it isn’t. They 
come from this chap, Chris. They’re his thoughts.”

(Both from Leff, 1982)
Delusions of Control: “My fingers pick up the pen, but 

I don’t control them.”
(From Mellor, 1970)
The distinction between perceptions (hallucinations) 

and beliefs (delusions) is not always very clear. For exam-
ple, patients with delusions of control do not simply 
believe that someone is controlling their actions. They 
have an experience—it feels to them as if their actions are 
being controlled.

In 1975, I joined a Medical Research Council research 
unit dedicated largely to the study of schizophrenia. Here, 
I learned of the important distinction made by psychiatrists 
between signs and symptoms. Symptoms, such as halluci-
nations or delusions, are subjective experiences reported 
by the patient. In contrast, signs, such as incoherence of 
speech or catatonia, are objectively observable behaviour. 
The key point I take from this distinction is that symptoms, 
such as hallucinations and delusions, are subjective experi-
ences. In this sense, schizophrenia is a disorder of con-
sciousness (Frith, 1979).

The treatment of choice for schizophrenia then, and still 
today, is antipsychotic drugs (Haddad & Correll, 2018). In 
the 1970s, it had been shown that there was a strong cor-
relation between the clinical effectiveness of these drugs 
and their ability to block dopamine receptors (Seeman & 
Lee, 1975). I was involved in an elegant study of this effect 
using the antipsychotic drug flupenthixol (Johnstone et al., 
1978). This drug exists in two isomeric forms. Both are 
psychoactive, but only one form blocks dopamine recep-
tors. We found that it was only this α-isomer that reduced 
the severity of psychiatric ratings as assessed by clinicians. 
But we also noted that this dopamine blocking version of 
the drug reduced the severity of symptoms, such as hallu-
cinations and delusions, but not behavioural signs such as 
poverty of speech or motor retardation.

Here, I saw a connection between a rather basic aspect 
of brain function and subjective experiences. This was 
probably the moment when I realised that, by studying 
psychology, we might be finding out how the brain works. 
Of course, I was not alone in noting this link between mind 
and brain. This time was the heyday of cognitive neu-
ropsychology, and I was fascinated by the case studies of 
neurological patients being reported by neuropsycholo-
gists, such as Elizabeth Warrington and Tim Shallice. For 
example, the demonstration that brain damage can lead to 
a loss of understanding of specific semantic categories 
(Warrington & Shallice, 1984). At the time this seemed 
very surprising, but it is now a well-established phenome-
non (Martin, 2007).

The problem with positive symptoms

I find it straightforward enough to accept that damage to a 
brain region can knock out some aspect of subjective expe-
rience (as, for example, when damage to V4 in the extra-
striate visual cortex can eliminate the experience of colour; 
Zeki, 1990). But hallucinations are more difficult to under-
stand. Rather than a lack of subjective experience, we have 
experiences that are abnormal by their presence (positive 
symptoms). What mechanism can explain the emergence 
of these “interloping experiences”? One suggestion, asso-
ciated with Hughlings Jackson (Berrios, 1985), is that a 
normal function of healthy brain tissue is released by the 
removal of “top to bottom” inhibition. An example of this 
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mechanism in action is the “utilisation behaviour” associ-
ated with frontal lobe lesions (Lhermitte, 1983). Such 
patients are unable to resist grasping an object placed in 
front of them, for example, putting on a pair of glasses on 
top of another pair. Here, the frontal damage removes the 
mechanism which inhibits the tendency for actions to be 
automatically elicited by environmental stimuli.

This example reminds us of the importance of top-down 
processes in cognition. A top-down process emerges from a 
higher level in the neural hierarchy and modifies the way 
lower levels can operate, changing the way an action is per-
formed or a stimulus is perceived. For example, dorsolat-
eral prefrontal cortex (dlPFC) has an important role making 
sure that only the actions appropriate to the task in hand 
will be performed. As a result, relevant actions are primed 
and irrelevant ones are suppressed. Ι have suggested that 
what dlPFC is doing in this case is “sculpting the response 
space” (Frith, 2000; see also Miller & Cohen, 2001).

The importance of such top-down processes in percep-
tion was recognised by Hermann von Helmholtz. He 
pointed out that the sensory stimulus alone is not enough 
for us to know what is out there in the world (Helmholtz, 
1867/1948). We need to infer what is out there on the basis 
of sensory evidence (bottom-up) and prior expectations 
about what is likely (top-down). In his book Remembering, 
Bartlett was mainly concerned with demonstrating the 
constructive processes involved in memory, but he also 
recognised the importance of such processes for percep-
tion (“. . . even the most elementary looking perceptual 
processes can be shown . . . to have the character of infer-
ential construction,” p. 33).

Once we recognise the importance of top-down pro-
cesses in perception, positive symptoms, such as halluci-
nations, cease to be quite so mysterious. What we perceive 
is biased by our prior expectations and these expectations 
can sometimes be sufficient to determine what we perceive 
(Corlett et al., 2019). This is the case for visual imagery, 
for example, which is associated with increased top-down 
connectivity from frontal and parietal regions to occipital 
cortex (Dijkstra et al., 2017). Both visual imagery and vis-
ual perception are associated with activity in early visual 
areas, and if that signal is sufficiently strong and precise, 
an internally generated signal can be mistaken for reality 
(Dijkstra & Fleming, 2021). This is an example of a 
hallucination.

Simple hallucinations of this sort can readily be created 
in people and even in mice (Schmack et al., 2021). In these 
experiments, mice (or people) had to detect very weak 
auditory signals buried in noise. If they report hearing a 
tone with high confidence when none was actually present, 
this is considered to be a hallucination. Such false alarms 
are not infrequent when the signal is difficult to detect. 
Their frequency is higher when the proportion of signals to 
non-signals is higher, indicating an effect of expectations. 
It is also higher in people who are prone to hallucinate.

In a Bayesian framework (see, for example, Knill & 
Pouget, 2004), the sensory signal is treated as evidence, 
while the prior expectation is a hypothesis about the state 
of the world. The Bayes’ equation indicates whether the 
new evidence is sufficient to change our perception of the 
world. This process operates in the same way on percep-
tions as it does on beliefs, providing a unified account of 
hallucination and delusions (Fletcher & Frith, 2009). In 
either case, the final content of the perception or the belief 
depends on the balance between new evidence and prior 
expectations. For people with paranoid delusions, the prior 
belief that certain others are against them is so strong that 
any evidence to the contrary is ignored or explained away.

The importance of precision in  
top-down control

The balance between the effects of new evidence and prior 
belief is determined by their relative reliability or preci-
sion. Precision is simply the inverse of variance. Our brain 
gives more weight to a sensory channel (or representation) 
with high precision (low variance) than it does to one with 
low precision (high variance). We see this process of preci-
sion weighting at work when the brain combines informa-
tion from different senses. In one such experiment (Ernst 
& Banks, 2002), people estimated the width of a bar using 
both touch and vision. In normal circumstances, visual 
information dominates the estimation because the visual 
signal is much more precise than the tactile signal. 
However, if sufficient noise is added to the visual signal, 
then touch dominates. There is an intermediate point where 
vision and touch are combined in a statistically optimum 
way, based on their precision, to achieve a better estimate 
than with either sense on its own.

The use of precision to optimise sensory integration 
happens automatically and is stimulus-driven (bottom-up). 
However, there are many circumstances in which this 
automatic weighting of sensory signals by their precision 
is not compatible with the current goal. For example, our 
task might be to respond to touch while ignoring vision, 
requiring suppression of the automatic response to the 
more salient signal. This requires a selective form of atten-
tion which is voluntary and depends on behavioural goals.

The (top-down) control signals that modulate the 
behaviour of sensory systems in the case of selective atten-
tion emerge from regions in the frontal and parietal cortex 
(Yantis, 2008). But what form does this modulation take? 
One solution is to alter our prior beliefs about estimates of 
precision to suit our goals. This enables us to behave as if 
the sensory channel we want to attend to has high preci-
sion (see Figure 1). In other words, “We weight sensory 
inputs from different sensory channels in proportion to 
their precision, given our goals” (Mirza et al., 2019). This 
is an example of precision control (see, for example, 
Limanowski, 2022).
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From these considerations, we recognise that the bal-
ance between evidence and prior expectations has a role in 
both automatic, unconscious processes (e.g., multisensory 
integration) and deliberate, conscious processes (e.g., 
selective attention). However, the symptoms of schizo-
phrenia seem to arise largely from problems occurring 
with conscious processes. In some cases, in the early 
stages, there is no problem with behaviour, but only with 
subjective experience. For example, I know of a patient 
who had a successful career in accountancy, despite severe 
psychotic delusions. These delusions remained encapsu-
lated and did not interfere with day-to-day work. Problems 
with precision control at the automatic level would lead to 
much greater impairments than those typically associated 
with schizophrenia. And, where problems with behaviour 
are observed, they typically arise from problems with 
selective attention. Patients have difficulty in attributing 
salience on the basis of their current goals (Kapur, 2003). 
If we are to understand these symptoms, we first need to 
understand the nature of these deliberate, conscious con-
trol processes.

Consciousness and top-down 
precision control

My interest in the scientific study of consciousness was 
sparked by a paper by Tim Shallice (1972) in which he out-
lined a possible function for consciousness.2 In this article, 
he made a distinction between low-level competing action 
systems (automatic processes) and a high-level selector 
system which coordinates the operations of the low-level 
processes. “The selector input selects which action system 
is to be dominant, sets the goal of the action system, and is 
itself preserved in memory.” Shallice suggested that it is 
this selector input which corresponds to the concept of con-
sciousness (see also Norman & Shallice, 1986).

This description of the selector system (or supervisory 
attentional system) has many similarities with the idea of 
working memory, a concept which continues to play a 
major role in approaches to the study of consciousness. 
Some have equated the contents of consciousness with the 
contents of working memory (e.g., Baddeley, 1992). 
However, working memory also involves many uncon-
scious processes, leading Baars and Franklin (2003) to 
equate the contents of consciousness with a global work-
space, a key sub-component of working memory. In the 
global workspace, information provided by low-level sys-
tems is broadcast and can be shared (Baars, 1988; Dehaene 
et al., 1998). This enables the selector system to coordinate 
the operations of the low-level systems.

But how is this coordination achieved? Here again, I 
suggest that precision plays a critical role. We need to take 
account of the precision of the representations of the low-
level systems that are broadcast in the global work space 
(Shea & Frith, 2019). This is because we need to consider 
relative precision when choosing one low-level action sys-
tem over another and when we want to combine low-level 
systems in an optimal manner.

The selector system is an example of a metacognitive 
process because it applies cognitive operations to low-
level cognitive processes. The selector system monitors 
what is going on at the lower level and, when necessary, 
modifies and controls what is going on at that level. But 
this is a special kind of metacognitive process because its 
operations form an important part of our conscious experi-
ence. To capture this feature, I refer to it as explicit 
metacognition.

For the selector system to operate, it needs to receive 
signals about how the low-level systems are working in the 
form of metacognitive parameters, such as processing 
speed, and accuracy. And some estimate of the precision of 
these parameters is crucial for knowing which should be 

Figure 1. Precision control.
The narrower the distribution, the more precise the signal. Left: Precision of vision is greater than that of touch. So, we automatically attended to 
vision. Middle: Precision of touch is greater than that of vision. So, we automatically attended to touch. Right: The goal is to attend to touch when it 
is objectively less precise. So, we behave as if touch was more precise (dotted lines).



Frith 1715

relied on and to achieve optimum integration. The selector 
system also needs to send control signals that alter the 
functioning of the low-level systems (see Figure 2). Here 
again, estimating the precision of these signals is impor-
tant for optimising control.

Thus, precision control has an important function at the 
top as well as at lower levels of control. But, as we move 
up the cognitive hierarchy, precision becomes increasingly 
more difficult to estimate (Yon & Frith, 2021). This is for 
two reasons. First, at the bottom of the hierarchy, we have 
very accurate estimates of the precision of, for example, a 
single sensory channel. And, by combining signals about 
the same event or object from two sensory channels, we 
can increase the precision still further (Ernst & Banks, 
2002). In contrast, at the top of the hierarchy, precision 
estimates will be based on evidence about many unrelated 
and more abstract factors. For example, before deciding to 
perform a task, I would need to combine estimates about 
the intrinsic difficulty of the task with how tired I am. With 
combinations from such different sources, the final preci-
sion estimate will be decreased rather than increased. As a 
result, noise in the estimates at these high levels will be 
greater than in estimates at lower levels. Second, at the 
bottom of the hierarchy, we have a wealth of past experi-
ence with, for example, reaching and grasping, providing 
sufficient information for a good estimate of precision. In 
contrast, at the top of the hierarchy, we find processes con-
cerned with much more abstract concepts, relating to com-
plex activities that are less frequently performed. So, there 
is much less information available for characterising the 
shape of the distribution needed to estimate precision. 
Furthermore, the increasing number of different inputs at 
these higher levels presents a challenge, with ideal statisti-
cal solutions that are too complex to compute.

Consider, for example, the problem of being faced with 
the last biscuit on the plate. At the lower levels of control, 
I know exactly how hungry I am, and I have computed the 
optimal way of reaching and grasping the biscuit. But, at 
the higher levels, I need to have some idea of whether it is 

socially appropriate to take the last biscuit. Who else is 
present? Will my reputation suffer? Is there some way I 
make my action seem amusing? The precision estimates 
needed to resolve the competition between these different 
factors will be difficult to compute.

How can we get around this problem? One way is to use 
quick and dirty approximations that overcome the compu-
tational problems. We can rely on such heuristics as they 
will work most of the time (Gigerenzer & Todd, 1999). 
Many of these heuristics are acquired socially. We can also 
take advantage of the experience of others, and of our cul-
ture more generally, to acquire more information relevant 
to the situation. For example, the strong belief that I am a 
member of a group “that never takes the last biscuit” would 
lead to the feeling that reaching for last biscuit was wrong 
and this feeling could override all other factors.

Applying precision control to explicit 
metacognitive signals

The subjective feelings associated with explicit metacog-
nitive signals tell us something about the workings of the 
low-level cognitive systems, but these signals, conscious 
though they are, can be vague. Thomas Metzinger (2006) 
has described them as thin and evasive. As a result, we do 
not always interpret these signals correctly. But there is 
also an advantage to this vagueness. We can more easily 
use top-down control to change the way we interpret these 
signals.

Here are some examples of how these signals can be 
misinterpreted. The feeling of fluency is an example of a 
metacognitive signal that tells us something about the 
workings of the lower levels of control. This feeling occurs 
for perception and for action. It signals how quickly and 
easily on object was perceived or an action selected.

In a classic experiment (Kunst-Wilson & Zajonc, 1980), 
participants were shown a sequence of irregular polygons 
which they had to try to remember. They were then shown 
a polygon they had seen before, paired with a novel one. 
When asked which one they had seen before, they per-
formed no better than chance. But when asked which one 
they preferred, they reliably chose the one they had seen 
before. Subsequent work has shown that this effect is due 
to perceptual fluency. An item is perceived more fluently 
when it has been seen before, and the more fluently an 
item is perceived, the more it is liked (Reber et al., 1998). 
The experience of perceptual fluency is used as a marker 
of liking, but not as a marker of familiarity. Fluency is a 
useful marker for liking because we are likely to have 
looked more frequently at things which we like. But this 
heuristic may be misleading. For example, it may prevent 
us from using the feeling as a marker of familiarity.

Action selection fluency is another metacognitive sig-
nal that can be misinterpreted. As with perceptual fluency, 
action selection fluency is greater for actions we have 

Figure 2. Supervisory attentional system.
The selector system monitors and controls the low-level action 
systems. Dotted lines—feedback and monitoring, solid lines—control 
(after Norman & Shallice, 1986).
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performed before. We use it as a marker of how much we 
are in control of what we are doing. Here again, this is 
reasonable because it is practice with actions that gives us 
more accuracy and fluency. When we are in control of our 
actions, we are less likely to make mistakes. But this feel-
ing of fluency can be misleading. By priming actions, we 
can make them feel more fluent. And this feeling makes us 
believe we are more in control of actions, even when the 
priming has made our performance worse (Chambon & 
Haggard, 2012).

The feeling of confidence is another important explicit 
metacognitive signal. We use it as a marker of the accuracy 
of our decisions. If I feel confident in my decision, then I 
expect that it is correct. If someone else expresses confi-
dence in their decision, then I expect that they made the 
right choice. But this feeling of confidence can be manipu-
lated to gain advantages.

For example, expressions of confidence have an impor-
tant role in coordinating decision making when people are 
working together. When two people make decisions 
together, a useful heuristic is to follow the choice of the 
more confident person on a trial-by-trial basis (Bahrami 
et al., 2010; Koriat, 2012). This strategy enables the joint 
decisions to be better than the better person working alone.

The strategy assumes that the choice of the more confi-
dent person is more likely to be right.

However, this will not work if one of the partners is, for 
example, persistently over-confident, because his confi-
dently expressed wrong decisions would be given too 
much weight. We can easily be misled by the confidence 
expressed by others.

To overcome this problem, when people work together, 
they need to align their expressions of confidence. On their 
own, two people may express their confidence (on a 
6-point scale) systematically high (4–7) or systematically 
low (2–4), but when these same two people need to work 
together, their reports of confidence become aligned (Bang 
et al., 2017). When people express their confidence to each 
other in words, they spontaneously develop a verbal scale 
for expressing levels of confidence (e.g., sure, almost sure, 
not sure, very unsure). The more rapidly they can agree on 
the appropriate vocabulary for such scales, the greater the 
advantage of working together (Fusaroli et al., 2012). The 
development of scales like this, on the fly, helps to achieve 
alignment of expressions of confidence.

These results show that there is a difference between 
private and public representations of confidence. The con-
fidence I feel need not be the same as the confidence that I 
express. This distinction between private and public repre-
sentations is also observed in brain activity. Representations 
of the private feeling of confidence are observed in medial 
prefrontal cortex, while representations of public expres-
sions of confidence are observed in lateral frontal pole 
(Bang et al., 2020), a brain region with no analogue on the 
monkey brain (Semendeferi et al., 2001).

The ability to express our confidence decoupled from 
our private feeling is an advantage in cooperative situa-
tions because we can align our expression of confidence 
and make better group decisions. Our expressions of con-
fidence can also be manipulated to gain an advantage in 
competitive situations. When two advisors are competing 
for the attention of a client, it pays the advisor currently 
being ignored to express higher levels of confidence (Hertz 
et al., 2017). If the advice turns out to be wrong, there is 
nothing to lose, but, if it is right, he may gain the attention 
of the client.

We can think of confidence in terms of precision. When 
we have very low confidence, we feel that we are just 
guessing. The precision of our estimate of the answer is 
very low. When we are confident, our estimate of the pre-
cision is high. We can use top-down precision control to 
adjust our expressions of confidence to suit the social 
situation.

So, at least in the case of confidence, there may be 
advantages to the thin and evasive nature of this metacog-
nitive signal. The expression and perhaps even the feeling 
of confidence can be manipulated depending on the social 
context. Cecilia Heyes and colleagues (2020) suggest that, 
precisely because they can be discussed with others, we 
learn from others how to experience, interpret, and express 
these explicit metacognitive signals.

Applying precision control to 
prediction errors

The most basic message that can be given by a metacogni-
tive signal, whether conscious or not, is that there is some-
thing wrong. This signal typically takes the form of a 
prediction error. The world is not how we thought it was 
and we need a different strategy. Here again, precision 
plays an important role. If the prediction error has a low 
precision, it should be ignored. But, in some circum-
stances, even precise prediction errors can be uninforma-
tive and should be ignored.

Consider the simple game of hide-and-seek. Our oppo-
nent can hide behind the tree or behind the wall. Our oppo-
nent might be a very simple agent that behaves randomly, 
but with a bias. Such an agent might hide behind the tree 
80% of the time and we will learn to expect to find it 
behind the tree. But, occasional, when we look behind the 
tree, it is not there. This will generate a prediction error. In 
response to this error, a simple model-free learning device 
will down-weight the value of looking behind the tree even 
though such prediction errors are not informative. The 
opponent is not more likely to be behind the wall on the 
next trial. Such prediction errors should be treated as noise, 
but for this to happen, the learner has to believe that the 
errors are noise.

Such beliefs emerge in reversal-learning tasks. Here, 
after a variable number of trials, the opponent changes its 
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bias. Now it hides behind the wall 80% of time. After 
experiencing a number of such reversals, a more sophisti-
cated model-based learner will realise that the opponent 
can be in two states: mostly hiding behind the wall or 
mostly hiding behind the tree. While the opponent remains 
in one of these states, the prediction errors should be 
treated as noise and ignored. But when a change of state 
occurs, the prediction errors become important because 
they indicate the change of state (Soltani & Izquierdo, 
2019).

Precision control enables us to take advantage of this 
model of our opponent. When we believe the world is in a 
stable state, we can down-weight the precision of the pre-
diction errors and upweight the precision of the belief that 
he will hide behind the wall. This will maintain the belief 
that he is behind the wall in spite of the prediction errors. 
But, if we believe that state is about to change (perhaps it 
is a long time since the last reversal), we will upweight the 
precision of the prediction errors and down-weight the pre-
cision of the belief.

High-level beliefs are sticky

This analysis of the hide-and-seek game reveals a hierar-
chy of beliefs (or priors) that are relevant for playing the 
game. At the bottom level, we have beliefs about the val-
ues of the two actions, i.e., beliefs about what I should best 
do next (look behind wall or look behind tree). This level 
of learning takes no account of the opponent, but only con-
siders the value of my actions. At a higher level, we have 
beliefs about the state of our opponent. These are beliefs 
about what he will do next (hide behind wall or hide 
behind tree). These beliefs determine the values for my 
two actions. But there is a higher level still. Here, we have 
beliefs about the nature of our opponent (simple, sophisti-
cated). This belief determines how I expect him to change 
in response to my choices (see, for example, Hampton 
et al., 2008). This enables me to determine what he will do 
next and hence determines the values of my actions.

Jean Daunizeau and his colleagues (Devaine et al., 
2014) created a series of artificial agents that could play 
hide-and-seek at the different levels of this hierarchy. At 
the lowest level, these agents behaved randomly, but with 
a bias. At the highest level, the agents computed what their 
opponent thought they were going to do next. People 
played against these agents in two contexts. In one context, 
they believed that they were playing against a one-armed 
bandit. In the other context, they believed that they were 
playing against a person. This framing created a belief 
about the sophistication of their opponent. This high-level 
belief determined the strategies that the players used.

When they were told they were playing against another 
human, players typically adopted a high-level strategy 
assuming that their opponent was trying to discover their 
strategy. Using this strategy, they were able to beat the 

low-level agents and break even with the most sophisti-
cated agents. When, however, they believed that they were 
playing against a robot, they typically employed a simple 
win-stay, lose-shift strategy. This is a strategy with mini-
mal cognitive load. All you have to take into account is 
what happened on the last trial, did you win or lose? This 
is equivalent to model-free learning with a very high learn-
ing rate. This strategy works well against an agent with a 
random bias and even against a simple model-free learning 
agent as long as the learning rate is relatively slow. But it 
fails against more sophisticated agents. As a result, people 
lost when they thought they were playing against robots 
which were actually sophisticated agents. The actual 
behaviour of the agent was not enough to alter their belief 
that robots cannot be sophisticated.

There are several studies suggesting that, at this high 
level of learning, the incoming evidence is down-weighted 
relative to the prior belief about the situation. For example, 
people activate the medial prefrontal cortex (part of the 
brain’s mentalising system) when they think they are com-
peting with a person rather than a computer, even though 
the behaviour of the opponent is the same (Gallagher et al., 
2002; Rilling et al., 2004). An even more compelling result 
comes from Chris Miall’s lab. Point-light animations were 
developed in which a dot moved up and down tracing an 
arm movement. In one case, the movements were created 
by a person and were roughly sinusoidal. In the other case, 
the movements were square wave, resembling the jerky 
movements made by a primitive robot. When people 
observe the movements of another person, this will inter-
fere with their own movements (Kilner et al., 2003), and 
the same effect occurred when watching the moving dots. 
However, the interference was related to the belief about 
who was making the movements, rather than the form of 
the movements (Stanley et al., 2007). Jerky movements 
would cause interference, if the observer believed that they 
were being made by a human. In this paradigm, activation 
of the brain’s mentalising system was also determined by 
the belief about the source of the movements, rather than 
the form of the movement (Stanley et al., 2010).

High-level beliefs are social

The delusions associated with schizophrenia are typically 
very sticky. For example, according to the Diagnostic and 
Statistical Manual of Mental Disorders (5th ed.; DSM-5), 
these delusions “are not amenable to change in light of 
conflicting evidence” (American Psychiatric Association, 
2013). This is what we would expect, given that these 
beliefs lie at the top of the processing hierarchy. But there 
is another striking feature of these delusions: They are 
typically intensely social in nature. It is other people who 
are hearing my thoughts (thought broadcasting), control-
ling my actions (delusions of control), or working in league 
against me (paranoia).
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But why should beliefs at the top of the hierarchy be so 
intensely social? I believe the reason concerns the nature 
of the top. After all, what is at the top of the hierarchy? 
Where does top-down control come from when we reach 
this highest level? The answer turns out to be straightfor-
ward as well as surprising. At this level, top-down control 
comes from other people (Roepstorff & Frith, 2004). As 
participant in experiments, we attend to a less salient stim-
ulus because the experimenter tells us to. We believe we 
are playing against a person, rather than a computer, 
because the experimenter tells us so. There can also be 
reciprocal effects on the experimenter. For instance, par-
ticipants can refuse to obey the instruction or ask for fur-
ther explanations. It is typically mutual interactions with 
other people that change the priors at the top of the hierar-
chy and exert precision control.

Consider the task of writing a paper for a journal.3 We 
are intending to write the phrase, “To boldly go where no 
other species has been.” At the bottom of the hierarchy of 
control needed to achieve this task—the sub-personal 
level—we find the largely automatic processes of pressing 
keys and monitoring the letters that appear on the screen. 
If there is a key press error (bodly for boldly), we briefly 
slow down. At a higher level—the personal level—we 
need a bit more awareness. We notice that we have written 
“go wear” instead of “go where.” We advise ourselves to 
concentrate harder. But there is an even higher, extra-per-
sonal level. We think our sentence is fine, but the editor 
disagrees. Split infinitives are not allowed. It should read 
“to go boldly.” We must change our priors and conform 
with the house style.

Cultural transmission and cultural 
priors

Learning to conform to the house style is an example of 
cultural transmission. We have learned the right way to 
express ourselves. We have internalised the cultural prior 
that one does not split infinitives. But how does this cul-
tural transmission work? There are two critical processes. 
First, a private cognitive representation must be converted 
into a public form that can be broadcast to others. Second, 
there must be an equivalent reverse process through which 
a public broadcast can alter private cognitive processes 
(Sperber, 1996).

I have already discussed an example of the first of these 
processes. This process is involved when we report our 
confidence in a decision. A private message emerges from 
the depths of cognitive activity suggesting how likely we 
are to have made the right decision and we can report this 
feeling of confidence to others (e.g., Fusaroli et al., 2012). 
This report has an important role in decision making, par-
ticularly if we are working with others. If our confidence is 
low, we may pause to collect more information before act-
ing. But, maybe, we remain overconfident and continue to 

respond too quickly. Our partner can change such behav-
iour by the command, “Don’t be so impulsive.” Here, we 
have an example of the second process underlying cultural 
transmission. This is supra-personal control (Shea et al., 
2014). Messages from others can alter the way our private 
cognitive processes work. These interactions at the top of 
the hierarchy of control create and maintain cultural 
priors.

One of Bartlett’s most well-known studies used the 
“method of serial reproduction.” A participant was asked to 
draw from memory an obscure figure (e.g., the Egyptian 
hieroglyph mulak OWL). A second participant drew this 
reproduction from memory and so on (Bartlett, 1932, p. 
180). As the series continued, the drawings became less and 
less like the original. The 10th person in the series drew a 
cat. Bartlett (p. 178) explained the process as follows:

. . . whenever material visually presented purports to be 
representative of some common object, but contains certain 
features which are unfamiliar in the community to which the 
material is introduced, these features invariably suffer 
transformation in the direction of the familiar.

Using Bayesian terminology, I would rephrase this idea 
as follows: When reproducing an image from memory, the 
participant combines the evidence from memory of what 
has just been seen with a prior expectation of what the 
image might be. Each time the reproduction will move 
away from the original and towards the prior (the famil-
iar). At the end of this process, we will arrive at the cul-
tural prior (a cat) shared by all the participants. In a 
footnote (p. 181), Bartlett comments: “It may be interest-
ing to note that in another series from the same starting 
point this design has again developed into a cat by the time 
the 17th reproduction is reached.”

Precision control from outside the 
brain

But how do instructions have their effect? My suggestion 
is that instructions, and culture, work, usually via lan-
guage, to apply precision control at the top level of the 
hierarchy. This idea is supported by studies of trust games 
(Berg et al., 1995). In these games, one player transfers 
money to a partner in the hope that this person will return 
the money with interest. To succeed in this game, you need 
to learn to distinguish between those who can be trusted 
and those who will just take your money. In most studies, 
this learning occurs slowly during direct interactions. 
However, you can also learn very quickly whom to trust 
through information from the experimenter or from gos-
siping with other players. Such instructions change your 
behaviour. You invest in those you are told are trustworthy 
and pay less attention to their actual behaviour (Sommerfeld 
et al., 2007).
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The same process can be observed in the brain. When 
you learn about people by direct interaction, prediction 
errors can be detected in the striatum. In other words, if the 
person gives back more money than you expect (positive 
prediction error), there is a brief increase in activity, and 
you increase your prior belief as to the trustworthiness of 
this person (King-Casas et al., 2005). The opposite hap-
pens if you get back less money than you expect (negative 
prediction error). Here, we see the interplay between prior 
expectations (trustworthiness) and evidence (what the per-
son actually does).

In the early stages of learning, the precision of the prior 
belief is much lower than the precision of the evidence, as 
we don’t yet know how trustworthy the people are. We 
must attend closely to their behaviour. This pattern changes 
if we are told, in advance, how trustworthy the various 
people are. Now, the precision of our prior belief is high, 
higher than the precision of the evidence that we collect on 
each trial. In other words, we no longer need to attend 
closely to the behaviour of our partners because we know 
precisely how trustworthy they are. Still, the responses of 
our partner can vary from trial to trial, and they do not 
always return the money. This results in a prediction error. 
However, we treat it as irrelevant noise. Remarkably, such 
prediction errors no longer elicit increased activity in the 
striatum (Delgado et al., 2005; Fouragnan et al., 2013). 
This is an example of precision control. The instruction 
about trustworthiness has altered the balance between 
prior belief and evidence by changing their relative 
precision.4

Earlier in this essay, I emphasised that top-level priors 
can be sticky and resist modulation. But this stickiness 
only relates to bottom-up effects of evidence. We now see 
that top-level priors can be very quickly changed by top-
down messages from other people. There are good reasons 
for this asymmetry. Top-level priors concern complex, 
abstract concepts, such as trustworthiness. Evidence for 
such concepts is difficult to collect and needs much experi-
ence. It takes a long time to learn such things directly by 
trial and error (Yon & Frith, 2021). We can get more pre-
cise priors from other people who have had more experi-
ence. We can get even better estimates from our cultural 
milieu because this encompasses the experience of many 
people over a long time. As a result, outside influences can 
come to dominate over direct experience.

Free will as a cultural prior

In this final section, I will speculate on how one particu-
larly contentious cultural prior, the idea of free will, gets 
into the brain and changes our behaviour. Free will is not 
so much an idea, as an experience. At least as far back as 
Epicurus (~300 BC), this experience is considered to have 
two components: the feeling of being in control of my 
actions and the feeling that I could have done otherwise. 

Taking together, these feelings create a sense of causal 
agency; it is me causing this outcome, and, if I had done 
something else, this outcome would not have occurred. 
The belief that I could have done something different is a 
fundamental component of free will and can lead to intense 
feelings of regret (Frith & Metzinger, 2016).

Epicurus believed that our sense of agency interacts 
with our culture to create a feeling of responsibility 
(Bobzien, 2006). In his time, as in most societies today, 
children were rewarded or punished for their actions from 
quite a young age. As they grow up embedded in a culture 
where it is assumed that they are in control of their actions 
and can choose to do otherwise, children learn that they 
will be held responsible for their actions. They rapidly 
learn that the excuse “it was an accident” can reduce pun-
ishment. As the result of such upbringing, we accept 
responsibility for our actions, and we link this commit-
ment to the vivid experience of being in control of our 
actions, i.e., having free will. Most people believe that 
there is a strong link between moral responsibility and free 
will (Nahmias et al., 2005).

Our culture also induces us to believe that acting 
responsibly is hard work. At least as far back as Plato, 
many philosophers have proposed that selfishness is a 
basic human urge that constantly needs to be overcome 
through reason. So, constant self-control is required. This 
account of how to maintain responsible action is an exam-
ple of explicit (conscious) metacognition. We must con-
stantly monitor our actions and, if they seem aimed at 
selfish outcomes, we should exert top-down control to 
suppress them. This is free will in action. Furthermore, this 
characterisation suggests that free will is important. 
Without it, we would all give in to our selfish urges with 
disastrous consequence for social cohesion (Smilansky, 
2002). Is this a testable hypothesis? If people could be per-
suaded that free will is an illusion, would their behaviour 
change?

A series of experiments tested this idea by presenting 
people with statements such as “most rational people now 
recognise that free will is an illusion” citing Francis Crick 
as a leading example of a rational person (Crick, 1994). 
Bad effects on behaviour were observed in these studies. 
Participants who were persuaded that free will was an illu-
sion became less prosocial. They showed increased aggres-
sion and reduced helping behaviour (Baumeister et al., 
2009). They were also more likely to cheat in exams (Vohs 
& Schooler, 2008).

I found the results of these studies rather depressing. 
They suggest that the belief in free will is indeed a good 
thing, but also that this belief can all too easily be changed. 
My depression was lifted, however, when I learned that 
more recent studies have not been able to replicate any of 
these results (Genschow et al., 2023). Perhaps this high-
level prior is not so easy to change. But how does this 
observation fit with the idea that high-level priors can 
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readily be changed by information from external sources? 
One possibility is that, although the prior can be changed, 
this does not necessarily lead to a change in behaviour or 
may take time to do so.

One problem with this account of free will in action is 
that it would be cognitively very taxing. You would need 
to constantly monitor your behaviour to avoid any selfish 
urges. But this problem is not unique to free will. It applies 
to any task which requires us to monitor and control low-
level processes. Fortunately, there is an important feature 
of brain function designed to deal with this problem; with 
practice, cognitive processes cease to be controlled and 
become automatic (Shiffrin & Dumais, 1981). In the brain 
this change is accompanied by a reduction of activity in 
frontal cortex presumably because monitoring and control 
is no longer needed (Jenkins et al., 1994). The need for 
high-level control is reduced because habits of action have 
developed which are consistent with the high-level prior. 
As a result, in the specific case of the responsible behav-
iour associated with free will, selfish behaviour has ceased 
to be the default behaviour and altruistic behaviour has 
become habitual.5 This combination of a high-level prior 
and a low-level habit is difficult to dislodge.

This account of responsible behaviour emerging from 
the combination of a high-level prior and a low-level habit 
has parallels with a philosophical approach to the problem 
of justice. Our commitment to justice and associated legal 
systems also enhances social cohesion, in this case through 
the resolution of conflicts. But we don’t constantly think 
about the need to resolve conflicts. We are committed to 
justice for its own sake (Rawls, 1971/1999, p. 416).

This high-level prior about justice has been fixed in most 
of us from earliest childhood. At a lower level, the behaviour 
that is consistent with this high-level prior has become auto-
matic and engrained. Behaving according to the tenets of 
justice has become habitual for us. Our commitment to jus-
tice would not be so robust if we always had to think in detail 
about the psychological origins of this commitment (Rawls, 
1971/1999, p. 451). Here again, this combination of a high-
level prior and a low-level habit are difficult to dislodge. This 

“intuitive and inflexible” behaviour (Bernhard & Cushman, 
2022) also gives a signal of our moral status to others 
(Critcher et al., 2012). People who make moral decisions 
quickly are perceived to have higher moral standards.

Figure 3 presents a simplified illustration of how cul-
ture might install norms of responsible behaviour. It shows 
a mental quality space for action, analogous to a percep-
tual quality space (Lau et al., 2022), in which one dimen-
sion runs from selfish to altruistic actions. In the initial, 
default state, most actions are neutral regarding selfish-
ness. But, in our culture, we have come to believe that an 
essential selfishness skews our action space away from 
altruistic behaviour (see, for example, Hobbes, 1651, 
chapter XIII, of the Natural Condition of Mankind as 
Concerning Their Felicity and Misery). In consequence, 
we believe that top-down control is needed to create the 
desired action space in which altruistic actions are more 
likely. Continued application of top-down control gener-
ates habits of action creating an action space in which 
altruistic acts are indeed more likely.

Conclusion: explicit metacognition 
and culture

Explicit metacognition lies at the top of a hierarchy of con-
trol. Messages from below indicate how our cognitive sys-
tem is working. But this evidence is “thin and evasive,” 
and so their interpretation is largely determined by the cul-
ture in which we are imbedded (Heyes et al., 2020). In 
addition, the attributes of the priors at the top of the hierar-
chy are difficult to estimate from our own direct experi-
ence (Yon & Frith, 2021). Hence, it is our interactions with 
other people which have the greatest effect on the priors at 
the top of the hierarchy.

In the case of schizophrenia, this link between meta-
cognition and culture seems to be broken. High-level pri-
ors are no longer properly constrained by the beliefs of 
other people and by culture more generally. As a result, 
beliefs are particularly difficult to change and will increas-
ingly diverge from consensus. In time, habits of thought 

Figure 3. Culture creates habits.
One dimension of a potential action space varies from selfish to altruistic. On the left, we see the default action space. In the middle, our culture 
determines the believed action space (biased towards selfish actions) and the desired action space (biased towards altruistic actions). On the right, 
top-down control processes have created habits that implement the desired action space.
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will develop which are difficult to dislodge, even if the 
priors at the top level are “normalised.”

Near the end of “Remembering,” Bartlett points to one 
of the many difficulties that need to be overcome if we are 
to develop a truly social psychology:

Yet, however much agreement there may be as to the fact of 
social constructiveness, we know almost nothing of its exact 
mechanism . . . These all constitute important sociological 
and psychological problems which will provide a great field 
for future research. (Bartlett, 1932, p. 280)

In this essay, I have made some speculations about how 
“social constructiveness” might work. I suggest that social 
constructs impinge on the brain via the processes of 
explicit metacognition that lie at the top of our brain’s hier-
archy of control. Our prior expectations at this level of 
control are malleable and largely determined by our cul-
ture. However, we know almost nothing about the physio-
logical mechanisms that enable these high-level priors to 
influence low-level cognitive processes and, hence, our 
behaviour. Exploring these mechanisms will not only 
increase our understanding of how culture gets into the 
brain (Frith & Frith, 2022) but may also throw some light 
on the nature of schizophrenia.

Acknowledgements

I thank the Experimental Psychology Society for commissioning 
this lecture. I am grateful to Andreas Roepstorff for directing me 
to Alan Costall’s work on Bartlett. Preparation and revision of 
the paper gained much from Nick Shea and friends at the Institute 
of Philosophy and Steve Fleming and friends in the Consciousness 
Club at UCL. This work was presented at 49th Bartlett lecture 
(on 6 January 2022).

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with respect 
to the research, authorship, and/or publication of this article.

Funding

The author(s) received no financial support for the research, 
authorship, and/or publication of this article.

ORCID iD

Chris D Frith  https://orcid.org/0000-0002-8665-0690

Notes

1. He doesn’t have a “k”.
2. Note that this article was published in the time prior to Crick 

and Koch (1992) when, supposedly, no one was studying 
consciousness scientifically.

3. In the days before MS-Word™ did all these levels of moni-
toring for you.

4. A similar effect is associated with instructed fear condition-
ing (Lindström et al., 2019).

5. This idea is prefigured in the writings of Aristotle. In the 
Nicomachean Ethics, he suggested that we acquire a virtu-
ous character by habituation of the passions.
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