
Vol.:(0123456789)

International Journal of Artificial Intelligence in Education
https://doi.org/10.1007/s40593-024-00392-3

1 3

ARTICLE

Novelty Evaluation using Sentence Embedding Models 
in Open‑ended Cocreative Problem‑solving

Ijaz Ul Haq1   · Manoli Pifarré1   · Estibaliz Fraca2 

Accepted: 4 January 2024 
© The Author(s) 2024

Abstract
Collaborative creativity (cocreativity) is essential to generate original solutions for 
complex challenges faced in organisations. Effective cocreativity requires the orches-
tration of cognitive and social processes at a high level. Artificial Intelligence (AI) 
techniques, specifically deep learning sentence embedding models, have emerged as 
valuable tools for evaluating creativity and providing feedback to improve the cocre-
ation process. This paper examines the implications of sentence embedding mod-
els for evaluating the novelty of open-ended ideas generated within the context of 
real-life project-based learning. We report a case study research design involving 
twenty-five secondary students, where a cocreative process was developed to solve 
a complex, open-ended problem. The novelty of the co-generated ideas was evalu-
ated using eight pre-trained sentence embedding models and compared with experts’ 
evaluations. Correlation and regression analyses were performed to examine the 
reliability of the sentence embedding models in comparison to the experts’ scoring. 
Our findings disclose that sentence embedding models can solve the challenge of 
evaluating open-ended ideas generated during the cocreative process. Moreover, the 
results show that two-sentence embedding models significantly correlate better with 
experts- Universal Sentence Encoder Transformer (USE-T) and USE Deep Averag-
ing Network (USE-DAN). These findings have a high pedagogical value as they suc-
cessfully evaluate the novelty generated in a real problem-based environment that 
uses technology to promote key cocreative processes. Furthermore, the real-time 
evaluation facilitated by these models can have a strong pedagogical impact because 
it can provide valuable feedback to teachers and students, thereby optimising col-
laborative ideation processes and promoting effective cocreative teaching and learn-
ing methodologies.
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Introduction

The significance of creativity as a 21st-century skill is now reflected in educa-
tional policy initiatives and curricula (e.g., Plucker et  al., 2023; Saboorizadeh 
et  al., 2023) as a critical competence for professional and personal skills (e.g., 
Corbisiero-Drakos et  al., 2021). However, creativity is a complex and multifac-
eted concept (Sawyer, 2021) that emerges in social and situational contexts (Alti-
nay et al., 2022), requiring iterative and improvisational creative processes, par-
ticularly in collaborative settings (Sawyer, 2022). In recent years, advancements 
in interactive technologies have shed light on their potential to foster engagement, 
facilitate collaborative creative (cocreative) settings (Juusola, 2023), develop 
high-level cognitive and social processes involved in cocreation (Sun et al., 2022), 
help both students and teachers in their learning and teaching (Richardson, 2022).

In modern classrooms, Project-Based Learning methodology (henceforth PBL) 
fosters cocreativity, encourages the generation of novel ideas, and provides a con-
textualised learning experience. PBL presents students with real and open-ended 
challenges, placing them at the forefront of the learning process. It also pro-
motes collaborative learning by incorporating technology to enhance and enrich 
the teaching and learning experience (Haatainen & Aksela, 2021). Furthermore, 
PBL methodology can embed the four pedagogical features that Sawyer (2022) 
claims are relevant to developing creativity as a process: a) iteration (not linear; 
there is a lot of iteration with unpredictable shifts in direction); b) ambiguity (it 
allows students the opportunity to formulate and solve their problems); c) explo-
ration (discovering directions through experimentation); and d) emergence (ideas 
emerge from making and doing).

Despite extensive research based on factors related to enhanced creativity in 
different contexts, the importance of collaboration or teamwork to solve complex 
problems and generate innovative solutions indicates that groups often perform 
sub-optimally (e.g., Sawyer, 2021). This is because groups need to orchestrate 
multi-dimensional variables (such as behavioural, emotional, and cognitive vari-
ables) distributed at multiple levels (such as individual, peer, and group levels) 
and developed over time (Ouyang et al., 2023).

The intricacy of the high-level cognitive and social processes engaged in 
cocreation has sparked the interest of educational researchers, prompting them to 
explore methods for evaluating and providing real-time feedback to enhance the 
complex cocreative process within human groups and in real-class settings (Ken-
worthy et  al., 2023). However, previous research has highlighted that achieving 
this challenging objective requires further exploration of educational research in 
three different directions. Firstly, to identify, and automatically evaluate critical 
creativity dimensions that can support cocreativity processes (Sun et al., 2022). 
Secondly, researchers should determine the most reliable Natural Language Pro-
cessing (henceforth NLP) methods for examining group idea generation in open-
ended learning contexts (Emara et  al., 2021), such as PBL learning scenarios. 
Lastly, attention should be given to the design and delivery of real-time feed-
back to optimise the cocreativity process (Algarni, 2022). This paper addresses 
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the first aforementioned research gap by using an AI-driven approach to evaluate 
the novelty of open-ended ideas co-generated within the context of real-life PBL. 
Empirical research has started to explore the opportunities of NLP techniques to 
face the challenge of evaluating the novelty of co-generated ideas during a cocre-
ative process.

However, previous research reveals three potential research gaps that motivated 
our study. Firstly, existing computational techniques in the literature fail to ade-
quately preserve the semantic and contextual meaning of the words that constitute 
the sentences. For example, keyword matching (Prasch et al., 2020), LSA (Kenett, 
2019; LaVoie et  al., 2020), knowledge-based techniques using ontologies (Geor-
giev & Casakin, 2019) and word embedding models (Olson et  al., 2021; Johnson 
& Hass, 2022) struggle to vectorise the entire sentence in a numerical vector space 
while maintaining the semantic and contextual meanings of sentence’ constituents. 
Secondly, NLP techniques often require domain-specific data for their computations 
(Camburn et al., 2019; Simpson et al., 2019), which is typically lacking in real-world 
classroom environments. Thirdly, automatic creativity evaluations have primar-
ily been applied in closed contexts, such as alternate uses tasks (Beaty & Johnson, 
2021; Dumas et al., 2021). This leaves a considerable gap in adapting to open-ended 
ideation scenarios, particularly in the cocreative process within a PBL environment. 
To address these gaps, we next explore the AI development of sentence embedding 
models applicable to PBL and educational contexts.

Considering the aforementioned research gaps, we have chosen sentence embed-
ding models, which present new opportunities for creativity research by addressing 
the computational challenges of existing NLP techniques (Ul Haq & Pifarré, 2023). 
Sentence embedding models have recently emerged to represent ideas or thoughts 
in sentence structures in a numerical vector space while preserving the semantic 
and contextual meaning of words constituting the sentences. These models provide 
diverse opportunities to calculate variables associated with the creativity dimen-
sions, such as novelty. Their distinctive feature lies in being pre-trained on large 
corpora and applicable for downstream applications with general-purpose semantic 
spaces without the need for training on existing data. Their pre-training on large cor-
pora and the ability to vectorise entire sentences make them suitable for application 
in PBL, eliminating the need for specific training data or existing data (e.g., in PBL, 
no pre-existing data is available). Moreover, their adaptability is particularly relevant 
for PBL, where data is open-ended (no domain-specific data available), and ideas are 
in sentence structure (more complex than single-word ideas). Despite their poten-
tial, a significant research gap exists as sentence embedding models have not been 
extensively tested in PBL environments, especially in cocreative contexts. A notable 
study by Kenworthy et  al. (2023) used sentence embedding models to assess the 
ideational dynamics of sports datasets generated by creative groups using a single 
embedding model, namely USE-DAN. The study computed novelty using a domain 
dataset that requires a pre-existing domain-specific corpus (i.e., the sports dataset), 
which is not available in the open-ended PBL cocreative processes considered in 
this work. Hence, more exploration is needed to apply different sentence embed-
ding models to evaluate the novelty of ideas generated in real-classroom PBL sce-
narios. Therefore, we expand this exploration by using sentence embedding models 
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to analyse the ideas generated during the different phases of cocreative problem-
solving. Our first research question is: How could deep learning sentence embed-
ding models evaluate the novelty of ideas generated in a complex, open-ended, and 
cocreative ideation process?”.

To enhance the pedagogical impact of novelty evaluation, it is crucial to select 
the most reliable deep-learning sentence embedding model for a real classroom PBL 
context. However, to our knowledge, a significant research gap exists, as sentence 
embedding models have not been compared with experts’ scores using real-class-
room data in PBL to test their reliability against human experts. This lack of empiri-
cal evidence underscores the need for our second research question: "Which deep 
learning sentence embedding model(s) is closer to the experts’ evaluation of novelty 
scores?" By doing so, we can better automatically estimate the teacher’s evaluation 
of the novelty of the students’ ideas to solve the proposed project. Furthermore, this 
information will help increase teachers’ trust in AI-driven techniques for creativ-
ity assessment because it will help them understand how AI makes decisions com-
pared to human experts (Nazaretsky et  al., 2022). Moreover, from an educational 
standpoint, the scores provided by the sentence embedding model could be valuable 
information for teachers to design and deliver real-time feedback to help students in 
the collaborative ideation and subsequent decision processes to creatively solve the 
challenge. Indeed, evaluating and providing feedback to teachers about how novel 
ideas are generated in PBL classrooms are key pedagogical issues to promote cre-
ativity in real classrooms (Lu et  al., 2022). Our study makes strides towards AI-
supported orchestration of cocreation processes by examining the possibilities that 
sentence embedding models offer to evaluate the novelty of ideas generated collabo-
ratively during the process of solving a complex and open-ended challenge.

Simultaneously, our study positions its applications in real-world educational 
settings, specifically within the digitalised educational landscape. In an era of digi-
talised education, educational technologies and e-learning platforms have adeptly 
incorporated creativity and AI into teaching and learning environments. In this 
regard, the findings of our study could be integrated into these platforms to facilitate 
AI assistance in real-time novelty evaluation and feedback on students’ solutions. 
The pragmatic implications of our study could contribute to creativity-driven and 
AI-empowered digital education. This integration substantially benefits students, 
educators, and e-learning platforms, signalling a promising future for real-world 
education.

Fundamentals

Creativity evaluation can be a valuable tool for identifying and supporting students 
to develop their creative processes, promoting innovation, critical thinking, and 
improving teaching methods. However, creativity evaluation poses a challenge (Van 
Hooijdonk et al., 2022). Educational research highlights that the phenomenon of cre-
ativity evaluation involves four dimensions: Fluency (number of meaningful ideas), 
Flexibility (number of different categories), Elaboration (detailed ideas), and novelty 
(uniqueness of ideas) (Bozkurt Altan & Tan, 2021). Among these four dimensions, 
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novelty holds particular significance, serving as a core dimension (Wang & Deng, 
2022) and exhibiting a stronger correlation with creativity compared to other dimen-
sions (Lloyd-Cox et al., 2022).

In automatic creativity evaluation research, novelty is evaluated through various 
approaches, where we briefly outline the following six: 1) measuring uniqueness or 
unique solutions, a measure of how unique a concept is relative to others (Doboli 
et al., 2020); 2) evaluating deviation from existing knowledge or standard solutions 
(Karampiperis et al., 2014); 3) assessing originality by examining similarity to exist-
ing ideas (Prasch et al., 2020; Jimenez-Mavillard & Suarez, 2022); 4) and measuring 
the extent of differentiation from other ideas (Walter & Back, 2013); 5) considering 
similarity, where smaller distances indicate similar contexts (LaVoie et al., 2020); 
and 6) examining the semantic distance between ideas (Dumas et al., 2021).

Likewise, in the aforementioned ways of evaluating novelty, different NLP com-
putational techniques have been applied to evaluate the ideas’ novelty: from statis-
tical (Prasch et  al., 2020) and knowledge-based techniques (Georgiev & Casakin, 
2019) to deep learning models, e.g., the GloVe (Beaty & Johnson, 2021; Johnson 
& Hass, 2022) or Word2Vec model (Sung et al., 2022). Recently, the emergence of 
pre-trained sentence embedding models is an important approach for learning con-
textual representation and can be useful for evaluating open-ended cocreative ideas 
because these share the following three valuable characteristics. Firstly, these sen-
tence embedding models are trained over a large corpus and then use the poten-
tial of transferring the learned knowledge to other NLP tasks (Zheng et al., 2022), 
such as novelty evaluation of a generic and small dataset generation in PBL during 
the cocreative process. Secondly, the cocreative ideas generated during the cocrea-
tive process are open-ended and have a sentence structure because sentences are the 
most explicitly specified elements of individual thoughts or ideas. Therefore, sen-
tence embedding models are designed to learn a viable representation of the whole 
sentence in a vector space, allowing us to access their fine-grained semantics while 
preserving the semantic structure. Thirdly, novelty is computed as the semantic sim-
ilarity of an idea with other ideas. Thus, sentence embedding models are evaluated 
over text similarity tasks, showing significant positive results. All these three impor-
tant characteristics of sentence embedding models make them suitable for use in a 
PBL cocreation process.

Sentence embedding models’ approach to evaluating novelty involves two com-
putations. As a first step, sentence embedding, or sentence vectorisations, encode 
sentences into a high-dimensional space. As a second step, cosine similarity among 
the sentences’ vectors is computed. Among the diverse sentence embedding models 
available in the literature, we have analysed which ones should be used to pursue our 
goal for the first step. Considering the performance of sentence embedding mod-
els on sentence embedding/vectorisation in high dimensional space and text simi-
larity among sentences’ vectors as criteria for selecting the eight pre-trained mod-
els appropriate to evaluate the novelty of open-ended cocreative ideas. We selected 
eight sentence embedding models presented in Table 1 in our study that accomplish 
these two computations, which are: 1) USE-T, 2) USE-DAN (Cer et  al., 2018), 
3) all-MiniLM-L6 (Wang et  al., 2020), 4) all-mpnet-base (Song et  al., 2020), 5) 
SRoBERTa-NLI Large (Liu et al., 2021), 6) ELMo, 7) InferSent with GloVe, and 8) 
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InferSent with FastText. These models are summarised in Table 1, which describes 
the model’s introduction, its architecture, how models are trained, and the dataset 
used for training, along with their performance on sentence embedding and text sim-
ilarity tasks against other deep learning models.

Method

Participants

Twenty-five secondary education students from an urban secondary school in 
Lleida, Spain, participated in this study. The students were divided into five small 
groups, each consisting of five students. The groups were randomly assigned by the 
teacher to solve an open-ended scientific challenge about identifying the causes of 
pollution in the Segre River, located in Lleida, Spain. Among the participants, 60% 
were female, while 40% were male, and their average age ranged between 15–16. 
The study received approval from the ethical committee of the university.

Study Procedure

This study adopts a case study research design utilising a quantitative approach, 
allowing for an in-depth investigation of the phenomenon within a real classroom 
context (Thomas, 2021).

The study procedure is illustrated in Fig.  1. Students were organised in small 
groups (Fig.  1- a. students’ groups) to collaboratively address an open-ended sci-
entific challenge: how to reduce the pollution of the Segre River located in Lleida, 
Spain. Each small group dedicated 18 h to their cocreative inquiry to solve the sci-
entific challenge. Following the cocreative process (Fig.  1- b. Creative process), 
embedded in the Viacocrea technology, each group of students had to solve a sci-
entific challenge that was technology-supported by using the Viacocrea applica-
tion. The Viacocrea prototype offers a multi-user collaborative platform, a graphic 
representation of cocreative phases, and creative techniques aimed at structuring, 
supporting, enriching, and orchestrating small group cocreative problem-solving 
endeavours (Pifarré, 2023) .

Fig. 1   The procedure followed in this study. Evaluating the novelty of cocreative ideas in the two Viaco-
crea techniques: Learning Chain and Telescope
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In our study, each small group followed the six Viacocrea phases (Fig. 1- b. Crea-
tive process): 1) Starting up (creating a group and gaining inspiration from vari-
ous resources); 2) Defining (defining and understanding the problem); 3) Designing 
(designing an action plan to solve the problem); 4) Building Up (building up new 
knowledge, its organisation, and analysis); 5) Concluding (highlighting the relevant 
solutions); 6) Communicating (sharing their creative solutions with others). In each 
phase, the small groups performed two digital creative techniques (Fig. 1 – c. crea-
tive techniques) selected by the teacher to solve the open-ended challenge, resulting 
in a total of 12 techniques. These creative techniques were implemented within a 
shared multi-user collaborative digital space in which all small-group students were 
engaged in face-to-face interactions and small-group technology-based interactions 
to cocreatively generate ideas (all small-group members can annotate in Viacocrea). 
Notably, there was no interaction between groups, only within each group. Fig-
ure 2(A, B) displays two of these techniques. The dataset for this study comprises 
the ideas annotated by all participants within these two creative techniques.

Figure 2 illustrates the design of each creative technique, visually guiding small 
group thinking towards a specific creative objective. Each technique has different 
sections with specific objectives. The first creative technique used in this study 
called the Learning Chain (Fig. 2A), is a creative technique used in the Building-up 
phase of the creative process. This technique aims to find a novel and comprehen-
sive explanation for a problem and effectively communicate it through a series of 
interconnected questions and answers. Figure A highlights four sections within this 
technique: 1) Subject (the idea that needs to be developed and elaborated); 2) Ques-
tions asked (Participants shared different queries about the subject to think and go 
deeper); 3) Novel ideas to answer the specific question; and 4) Conclusion.

The second creative technique, the Telescope (Fig. 2B), is used in the Conclusion 
phase of the creative process because it aims to draw conclusions from the creative 
problem-solving process. The Telescope is a technique to be applied when they have 
different ideas about a subject and need to select the most relevant to narrow down 

Fig. 2   Example of the Learning Chain and Telescope techniques used in the Viacocrea application and 
for novelty evaluation were already completed by one small group



	 International Journal of Artificial Intelligence in Education

1 3

the number of options. Telescope supports the small-group process of synthesising 
and selecting the best ideas to solve a problem as it helps to elaborate, justify and 
communicate the idea’ selection. The Telescope design contains three objectives or 
sections (as highlighted in Fig. 2B): pick up, select, and highlight.

In this paper, we analyse all the ideas generated by the small groups in these two 
techniques. Table 2 presents the number of ideas introduced in each section of the 
creative techniques and the number of similarity comparisons made within each sec-
tion (Fig.  1 – d. Data collection of open-ended ideas). To illustrate, we consider 
the technique “Learning Chain—section subjects”. In this section, the participants 
introduced a total of 8 ideas. By comparing each idea with the remaining seven, we 
obtained 36 similarity scores, excluding duplicate scores, as indicated in the first row 
of Table 2. The same process was repeated for the different sections (specified in the 
second column of Table 2) of the two techniques (mentioned in the first column of 
Table 2). The final dataset for this study consisted of a total of 62 ideas, resulting 
in 588 similar comparisons, as shown in the last row of Table 2. These similarity 
comparisons were used to calculate the novelty score (Fig. 1- e.Novelty evaluation 
procedure), representing ideas’ semantic similarity, as evaluated by experts and sen-
tence embedding models.

Regarding the experts’ novelty scoring, a team of three postgraduate experts 
with experience in creative projects and evaluating creative work using the Tor-
rance Test evaluated the novelty of ideas in the 588 comparisons. The evalua-
tion process followed two key criteria: 1) assessing the general meaning of the 
two ideas compared in each similarity comparison and 2) considering the use of 
key concepts, key topics, and details of the ideas (as details can influence the 
meaning). Considering these two characteristics, firstly, each expert individually 
assigned a score to each idea according to a similarity scale ranging from 0 (com-
pletely dissimilar) to 1 (completely similar). Secondly, the three experts convened 
for a meeting where they reviewed the scores, discussed them, and reached a con-
sensus on the experts’ scores for each idea. Lastly, we divided the novelty scor-
ing scale from 0 to 1 into three categories: high similarity scores (0.7, 0.8, 0.9), 
medium similarity scores (0.4, 0.5, 0.6), and low similarity scores (0, 0.2, 0.2, 

Table 2   The number of ideas examined in various sections of the creative techniques used in our study, 
along with the comparisons between these ideas

The comparison encompassed different aspects, such as comparing the subject section to other subjects 
from other groups, comparing questions asked with other questions asked, and so forth

Creative techniques Section of creative technique No. of ideas written 
by the 5 small-
groups

Number of the different 
similarity comparisons

Learning chain Subject 8 36
Question asked 20 210
Conclusion 11 66

Telescopi Ideas in collect and select sections 23 276
Total 62 588
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0.3). This categorisation aligns with previous research that has characterised nov-
elty into low, medium, and high categories (Birkey & Hausserman, 2019; Chowd-
hury et al., 2022; Jagtap, 2019).

Regarding the automatic novelty evaluation of ideas, we employed eight off-
the-shelf pre-trained sentence embedding models in our open-ended cocreation 
context using the Viacocrea application. These models were implemented in the 
Python programming language, utilising the computational resources and envi-
ronment provided by Google Colab (Bisong & Bisong, 2019). To compute nov-
elty, the sentence embedding models were implemented using deep-learning 
libraries, e.g., Hugging Face (Jain, 2022). Our Python program implementa-
tion takes each cocreative idea as input, resulting from the creative techniques 
described in section  “Study Procedure” Study procedure. Furthermore, the 
Python program performs two primary computations, as illustrated in Fig.  3. 
First, it conducts sentence-level vectorisation in a high-dimensional mathematical 
vector space using in-built pooling techniques, as highlighted in Fig. 2. Second, it 
calculates the distance between sentence vectors by employing cosine similarity 
functions. The cosine measure similarity scores range from 0 (completely dissim-
ilar) to 1 (completely similar). Like expert scoring, the cosine similarity scores 
were categorised into three categories, e.g., high similarity scores (0.7, 0.8, 0.9, 
1), medium similarity scores (0.4, 0.5, 0.6), and low similarity scores (0, 0.2, 0.2, 
0.3).

To answer the research objectives of this study, we analysed and compared the 
novelty evaluation scores (illustrated in Fig. 1 – f. Novelty scores) obtained from 
experts and sentence embedding models using statistical methods described in 
the following section “Data Analysis”.

Data Analysis

The data analysis (Fig. 1 – g. Data Analysis) conducted in this study compares 
the novelty scores obtained from the eight-sentence embedding models with the 
agreed-upon experts’ scores of cocreative ideas generated using the Viacocrea 
prototype in an open-ended science project. For this comparison, we used three 
types of correlation:

Fig. 3   The process of sentence vectorisation and the mathematical expression of cosine similarity used to 
determine the distance between sentence vectors are illustrated
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1.	 Firstly, we calculated Pearson and Spearman correlation analyses among the 
novelty scores provided by the three experts.

2.	 Secondly, we adopted Pearson and Spearman correlation analyses using SPSS, 
which is applied in similar studies to measure the correlation between experts 
and automatic scores in creativity research (LaVoie et al., 2020).

3.	 Thirdly, we also conducted regression analysis using JMP software (Beaty & 
Johnson, 2021) to evaluate the correlation between the experts’ scores and the 
scores generated by the sentence embedding models. This analysis provided four 
measures, namely: 1) R-squared (R2) correlation; 2) Root Mean Squared Error 
(RMSE); 3) scatter graph with a smooth curve; and 4) probabilities of values in 
three categories. These measures provided a more detailed correlation analysis 
of the sentence embedding models in relation to the agreed-upon experts’ scores.

Findings

The findings of the study are presented according to our two research objectives.

Novelty Results from Sentence Embedding Models

The complex nature of PBL through the cocreative process poses a challenge for 
NLP techniques. Recently, sentence embedding models have emerged as a powerful 
tool for solving open-ended problems. We applied eight-sentence embedding mod-
els without requiring feature extraction, pattern identification, or fine-tuning. This 
was possible because the ideas in our study were very few, open-ended, unstruc-
tured, and varied in length, making traditional approaches impractical. These mod-
els allowed us to obtain a list of ideas as input and produce output as a fixed-length 
vector representation for the entire idea.

In order to evaluate the novelty of cocreative ideas, pre-trained sentence embed-
ding models performed two computations. Firstly, they transformed the open-ended 
textual ideas of different lengths into numerical vector space. Secondly, they com-
puted the cosine similarity between the embedding vectors of an idea and all other 
ideas to determine their similarity. Showing all the results of cosine similarity scores 
from sentence embedding models would be difficult and overwhelming because of 
the high number of similarity scores (five hundred eighty-eight). Therefore, we have 
chosen an example of the results obtained; specifically, we present the results of a 
subset of eight ideas which students shared in the Subject section (1) of the Learning 
Chain creativity technique (depicted in Fig. 2A). Table 3 presents these eight ideas 
written by the different small groups in the technique section. Next, Fig. 4 displays 
the 36 similarity scores obtained for these eight ideas using each of the eight-sen-
tence embedding models.

The subset of eight ideas mentioned above resulted in 36 similarity comparisons, 
so their corresponding scores are presented in Fig. 4, along with heatmaps with each 
of the eight embedding models. Taking a closer look at Fig.  4A, we observe the 
heatmap and cosine similarity scores of the 36 comparisons among the subset ideas, 
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Table 3   A subset of 8 cocreative ideas was written by the different small groups in the Subject sec-
tion (1) of the Learning Chain creativity technique, as highlighted in Fig. 2A

Idea # Idea examples

1 When we arrive in Lleida, the temperature and phosphates increase, and saturation and solid 
oxygen make a significant strength

2 In both rivers the hydrological quality is not lower than a score of 11/15, it is very high in both 
cases

3 As the water temperature rises, less oxygen dissolves
4 The level of water pollution affects the species that live there
5 Phosphates are found in fertilisers and detergents and can reach the water with agricultural 

runoff, industrial waste, and sewage discharges
6 Nitrate is one of the most common groundwater contaminants in rural areas. It should be 

controlled in drinking water-primarily because excessive levels can cause methaemoglobi-
naemia, or "blue baby disease”

7 Temperature, conductivity, pH, nitrates
8 The concentration of nitrates increases when the river reaches an urban area, in this case Lleida

Fig. 4   Heatmap and cosine similarity scores from comparisons of a subset of eight ideas computed by 
sentence embedding models
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which provide similarity scores ranging from 0 to 1. Specifically, we could focus on 
comparing ideas 0 and 1, which yielded a similarity score of 0.15. This indicates 
a low level of similarity between these two ideas. Considering the other values in 
the first column of Fig. 4 (corresponding to model A), we find that the comparison 
of idea 0 with the remaining ideas exhibits low similarity because all the values in 
column 1 are less than 0.4. However, we can observe discrepancies in the results 
of the eight embedding models when comparing any two ideas. This can be seen, 
for example, in the comparison between ideas 0 and 1, where inconsistencies arise. 
In Fig. 4, model A scores the similarity between ideas 0 and 1 as low (0.15), as do 
models B (0.11), C (0.22), and D (0.24). On the other hand, three models, E (0.59), 
F (0.6), and H (0.47), classify the similarity between these ideas as a medium. Con-
trastingly, model G yields a high similarity score of 0.89. These results show that 
eight-sentence embedding models display different similarity scores. Therefore, 
there is a need to validate with experts’ novelty scores to reach the second research 
objective.

Evaluation of Sentence Embedding Models to Assess the Novelty of Open‑ended 
Ideas

Previous research has assessed the reliability of automatic novelty scores by apply-
ing correlation analyses to the experts’ scores (LaVoie et  al., 2020). In line with 
this, in our study, the three experts individually assigned novelty scores to each idea. 
We found significantly high Pearson and Spearman correlations among the experts’ 
scores, as displayed in Table 4.

In order to reach an agreement, the experts revisited the ideas and based on dis-
cussion, gave an agreed-upon score to the ideas. Subsequently, we computed Pear-
son and Spearman’s correlations between each sentence embedding model with 
individual and agreed experts’ scores. The results, presented in Table 5, show that 
the correlation of the sentence embedding model is higher with the "agreed experts’ 
score” (displayed in the first row in Table 5) than with the individual expert scores. 
Specifically, when considering the correlation of the sentence embedding models 
with the agreed experts’ scores, we found that USE-T displayed a high correlation 
with the expert’s scores (r = 0.860, Spearman = 0.784), followed by USE-DAN 
(r = 0.827, Spearman, 0.728), all-MiniLM-L6 (r = 0.839, Spearman = 0.753) and all-
mpnet-base (r = 0.804, Spearman = 0.713).

Table 4   Correlation among the 
experts’ novelty scores

Correlation is significant at the 0.01 level (2-tailed)**

Categories scores

Comparison Pearson Spearman

Expert 1-Expert 2 0.879** 0.833**

Expert 1- Expert 3 0.880** 0.796**

Expert 2- Expert 3 0.856** 0.784**
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Fig. 5   Scatter graph with RMSE and R2 values between the agreed experts’ scores on the x-axis and 
each sentence embedding model score on the y-axis. The values on the x-axis and y-axis (1, 2, and 3) 
show the three categories of novelty
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Furthermore, regression analysis was conducted correlation (R2 and RMSE 
analysis) and a scatter graph with a smooth curve to visualise the correlation 
between the agreed expert scores and the sentence embedding models. The results 
of the R2 and RMSE analyses confirmed that USE-T and USE-DAN resulted in 
the highest correlation, as evidenced in the curve graph in Fig. 5 (A, B), with R2 
values of 0.684 and 0.704 and RMSE values of 0.38 and 0.39, respectively. Fol-
lowing these, all-MiniLM-L6 showed a correlation of RMSE 0.39 and R2 0.704, 
while all-mpnet-base exhibited an RMSE of 0.43 and an R2 of 0.643, as shown in 
Fig. 5 (C, D). However, the remaining four models in Fig. 5 (E, F, G, and H) had 
low R2 and RMSE values.

In Fig. 5, curve graphs for the eight embedding models are presented, where 
the X-axis represents the expert scores and the Y-axis represents the scores 
assigned by the sentence embedding models, while 1, 2, and 3 show the three 
categories (low, medium, and high novelty). As displayed in Fig. 5, all the models 
positively correlate with the agreed experts’ scores because all the curved lines 
are in an upward direction. However, the decree of correlation varies among the 
models, with some demonstrating high correlation and others displaying low cor-
relation. For models with high correlation, as depicted in Fig. 5 (A, B, C, D), the 
curve line intersects or bends towards category 1 in case of category 1, the curve 
line intersects or bends towards values in category 2 in case of category 2, and 
similarly, in the case of category 3, curves intersect with values in category three 
or bend towards category three. On the contrary, the curve line corresponding to 
Fig. 5 (E, F, G, H) shows a low correlation between the experts’ scores and the 
sentence embedding models.

Finally, we performed a probability distribution analysis of values to assess the 
agreement between the sentence embedding models and the experts’ scores across 
the three categories: low, medium, and high. The results are presented in the first 
column of Table 6. Regarding category 1 (first row in Table 6), the probability 
ratio for the experts’ scores is 80%. The models that have a probability distribu-
tion score closer to the experts are USE-T (74%), USE-DAN (71%), all-MiniLM-
L6 (69%), and all-mpnet-base (64%). On the contrary, the models with different 
probability distribution scores from the experts are: SRoBERTa-NLILarge (10%), 
ELMo (1%), InferSent_Glove (25%), and FastText (0.3%). Regarding category 2 
(second row in Table 6), the probability ratio for the experts’ scores is 7%. The 
models that show a closer alignment with the experts are USE-T (14%), USE-
DAN (16%), all-MiniLM-L6 (18%), all-mpnet-base (22%), and InferSent_Fast-
Text (5%). Although InferSent_FastText performs better in category 2, its low 
performance can be attributed to the majority of values belonging to category 1. 
Regarding category 3 (third row in Table 6), the probability ratio for the experts’ 
scores is 11.9%. The models that have a probability distribution closest to that 
of the experts in this category are USE-T (11.4%)), USE-DAN (11.3%), all-
MiniLM-L6 (12.8%), and allMPNETt-base (13%).

In conclusion, the probability distribution analysis across the three categories 
presented in Table 6 confirms previous results. It confirms that the four embedding 
models, namely USE-T, USE-DAN, all-MiniLM-L6, and all-mpnet-base, high-
lighted in bold italics, outperform the experts’ values on our dataset.
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Discussion

Our first research goal is the application of deep learning sentence embedding 
models for the assessment of the novelty of ideas generated by a group of stu-
dents during an open-ended project activity. The information provided by AI-
driven techniques for creativity assessment could be valuable for teachers and 
students to improve and regulate the cocreation actions during the resolution of 
the project. However, evaluating novelty in PBL is challenging because the ideas 
generated are limited in number and non-domain-specific, and their presentations 
have meaningful sentence structures. Here, we discuss using sentence embedding 
models to address these challenges.

Previous studies in automatic creativity evaluation have employed statistical 
(LaVoie et  al., 2020) and word embedding techniques (Johnson & Hass, 2022) 
to evaluate novelty. These computational techniques, such as the LSA and GloVe 
model, are useful for single-word creativity tasks (Beaty & Johnson, 2021). How-
ever, these techniques have limitations when evaluating the novelty of open-
ended cocreative ideas because they fail to capture the syntactic, semantic, and 
contextual similarities among sentence constituents. Our study shows that these 
limitations can be overcome by using sentence embedding models.

The open-ended ideas obtained in our PBL context have the following four 
characteristics: (a) ideas are presented in sentence structures; (b) ideas are generic 
and derived from a small dataset; (c) sentence embedding outperforms word 
embedding in textual similarity tasks; and (d) the objectives of creativity tech-
niques are integral to the cocreative process. Next, we discuss our first research 
question by showing how sentence embedding models can be used to evaluate the 
novelty of ideas with the aforementioned four characteristics.

Firstly, during cocreative ideation, the ideas are expressed in sentences of dif-
ferent lengths (examples are presented in Table 3). While for single-word tasks, 
statistical (e.g., LSA) and word embedding (e.g., GloVe) can be useful in PBL 
cocreation, most of the ideas or thoughts are in a sentence structure. Also, the 
meaning of text only becomes clear at the sentence level because it represents the 
semantic and contextual relationships among the words in the sentence. There-
fore, sentence embedding models allow access to fine-grained semantics while 
preserving the meaning and context of sentence constituents.

Secondly, ideas generated for solving open-ended problems are diverse 
because they can span different domains (e.g., science, linguistics, education, 
etc.). Given the limited dataset available (i.e., 588 comparisons of ideas in this 
study), training deep learning models is unfeasible with this dataset. The sentence 
embedding models are pre-trained over a large corpus of data and then transfer 
the learned knowledge to other downstream NLP tasks, in our case, evaluating 
a small generic dataset of cocreative ideas. We applied eight embedding mod-
els to compute similarity scores for open-ended ideas from small-size datasets 
generated during cocreation in a real classroom setting. Hence, our approach is 
generalisable and applicable to other PBL cocreation scenarios requiring novelty 
evaluation of open-ended ideas.
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Thirdly, we applied sentence embedding models for novelty evaluation, which 
include sentence vectorisation and then sentence similarity, with the data in a real 
classroom in a more open-ended PBL cocreation process. Sentence embedding 
models offer dependable and high-quality outcomes in various NLP tasks. They can 
help vectorise entire sentences into a vector space, effectively capturing semantic 
and contextual meanings. This natural mechanism facilitates the measurement of 
sentence similarity (Lamsiyah et  al., 2021). Furthermore, these sentence embed-
ding models perform highly on semantic textual similarity benchmarks (Cer et al., 
2018; Reimers & Gurevych, 2019). Therefore, semantic embedding models provide 
a semantic space that forms a cognitive map, enabling one to distinguish between 
novel and non-novel solutions by mapping semantically similar ideas closer to each 
other, while ideas with different meanings are mapped farther apart.

Lastly, our study confirms the applicability of sentence embedding models in 
evaluating open-ended ideas’ novelty generated during the different iterative stages 
of a cocreative process. The design of educational interventions that help students’ 
iterative creative process over different phases (six phases in the Viacocrea applica-
tion) and creative technique demands that sentence embedding models be enabled 
to measure the novelty of cocreative ideas in different phases or different sections of 
creative techniques. In our view, this information could be used by teachers and stu-
dents to reflect and explore different directions to solve the project creatively (Ken-
worthy et al., 2023). Therefore, we applied sentence embedding at different phases 
of the creative process, for example, Building and Conclusion phases. Additionally, 
the design of different creative techniques demands comparing different sections of 
creative techniques, such as evaluating novelty in the Subject section of the creative 
technique Learning (Fig. 2A). To sum up, our case study confirms that pre-trained 
sentence embedding models can effectively evaluate the novelty of open-ended, 
generic, small datasets of cocreative ideas in PBL through the cocreative process 
described in Research context 2.1.

The second research goal of this study was to provide some data concerning the 
selection of a reliable sentence embedding model for novelty evaluation in a PBL 
context. To reach this objective, we compared eight embedding models with experts’ 
evaluations of novelty in open-ended cocreative ideas. Our results show that most of 
these pre-trained sentence models have already been validated on the General Lan-
guage Understanding Evaluation (GLUE) benchmark (Wang et al., 2019) and have 
been applied to several NLP tasks. However, to the best of our knowledge, this study 
is the first to empirically analyse eight-sentence embedding models on the novelty 
evaluation of open-ended cocreative ideas using classroom data.

Our analysis shows that four of the eight embedding models had a significantly 
high correlation with experts’ evaluations. These models include USE-T, USE-
DAN, all-MiniLM-L6, and all-mpnet-base. The significant correlation of these four 
models can be due to three reasons: 1) they are trained by using a combination of 
unsupervised training (training on the unlabelled dataset) and fine-tuning on super-
visor datasets (labelled dataset) such as the SNLI dataset. The inclusion of SNLI 
training is crucial for obtaining higher quality sentences; 2) the nature of the dataset 
on which these models are trained is useful for our context. These four models are 
trained over a large amount of data from a variety of sources such as Wikipedia, 
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SNLI, web news, web Questions/Answers and book corpus that might be beneficial 
for our dataset; 3) the variation in results comes from these models’ different abili-
ties and architectures. The different abilities and architectures of pre-trained embed-
ding models are necessary for learning contextual representations of words and the 
semantic vectorisation of whole sentences. The transformer, deep averaging network 
and fine-tuned BERT on SNLI with softmax architectures have shown better results.

Furthermore, we examine the three factors mentioned above that influence the 
performance of the remaining four models: SRoBERTa-NLI Large, ELMo, Infer-
Sent_Glove, and InferSent-FastText. 1) These four models use supervised training 
in contrast to models trained in supervised and unsupervised ways, contributing 
to performance differences. 2) The performance of these models is influenced by 
the datasets on which they were trained. For example, SRoBERTa-NLI Large was 
trained on datasets like MNLI and XNLI, ELMo on the One Billion Word Bench-
mark, and InferSent-GloVe and InferSent-FastText were trained on datasets catego-
rising sentences as "entailment," "contradiction," or "neutral." Although these mod-
els are used for semantic similarity in sentences, variations in performance may be 
due to the nature of the datasets, which differ from our dataset. 3) The variation in 
results may stem from the diverse abilities and architectures of these models, being 
not appropriate for novelty evaluation. For instance, SRoBERTa-NLI Large, origi-
nally designed to discern entailment or contradiction between sentences, and ELMo, 
focused on predicting the next word in a sentence, have primary objectives different 
to novelty evaluation.

Finally, in comparing these four highly correlated models with experts’ evalu-
ations, we found that USE-T and USE-DAN models outperformed all-MiniLM-
L6 and all-mpnet-base. One of the reasons is that USE-T and USE-DAN models 
are trained to embed sentences from scratch, whereas SBERT fine-tunes a trained 
BERT model to optimise and predict masked words and the next sentences. Also, 
USE-T performs better than USE-DAN because the transformer architecture targets 
high accuracy, while DAN targets efficiency in time and memory usage at a slightly 
reduced accuracy (Cer et al., 2018). Hence, we confirmed with real classroom data 
that USE-T, followed by USE-DAN, can be efficient tools to evaluate ideas auto-
matically. This evaluation opens the possibility of implementing real-time scoring, 
which can be used to design and deliver feedback with an eye on supporting teach-
ing and learning. We can envisage a future where AI applications in creativity opti-
mise the generation of valuable and novel solutions to shared challenges in a cocrea-
tive process.

The findings of our study affirm the technological robustness and reliability of 
specific AI-sentence embedding models, demonstrating their effectiveness in auto-
matic novelty evaluation. Moreover, the novelty scores generated by these AI tech-
niques accurately portray the level of novelty and the evolution of novel idea genera-
tion during iterative cocreative processes. A well-designed educational setting has 
the potential to integrate these AI techniques offering valuable feedback to teachers 
and, more importantly, to student groups engaged in creative problem-solving. This 
feedback acts as a mediator, facilitating communication among students about their 
problem resolution and serving as the catalyst for fruitful group creative-thinking 
mechanisms (Pifarré, 2019) .
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Additionally, the novelty scores can prompt actions, providing real-time feed-
back for low, medium, and high creative ideas (Birkey & Hausserman, 2019; Hassan 
et al., 2019). For instance, translating novelty scores from a pool of ideas co-gen-
erated by student groups into actionable insights can offer tailored guidance across 
three distinct categories: high novelty, medium novelty, and low novelty ideas. In 
each category, students can receive specific feedback to enhance their communica-
tion and orchestrate their cocreation processes, thereby increasing the likelihood of 
co-generating better and more novel ideas. The provision of real-time novelty feed-
back addresses a crucial pedagogical concern in promoting creativity, creative think-
ing (Ndolo, 2021), problem-solving skills (Chevalier et al., 2022), and social skills 
(Sun et al., 2022) in real classrooms.

Conclusion

This study primarily aims to contribute to the automatic novelty evaluation of open-
ended ideas generated within real-life project-based classrooms. PBL environments 
are among the most used methodologies to promote cocreativity in real-life settings. 
For teachers to effectively facilitate students’ creative processes, they need real-time 
information on how students are generating novel ideas, be able to provide feedback 
and help group creative processes. Educational research highlights the importance 
of providing instructional guidance during creative teaching (Sawyer, 2022). To 
meet this objective, we examined and compared with experts the evaluation capa-
bilities of eight pre-trained sentence embedding models in evaluating the novelty of 
ideas generated by groups of students during cocreative problem-solving.

As a first contribution, our study shows that deep learning sentence embedding 
models can be used for the novelty evaluation of ideas in a cocreative ideation pro-
cess in the real classroom context. We applied eight pre-trained sentence embedding 
models, which showed that they have the potential to evaluate generic, open-ended 
and small datasets during the cocreative process. We implemented the sentence 
embedding models to our real-classroom data and found cosine similarity among the 
sentence vectors as novelty scores. This contribution adds to the existing literature, 
as sentence embedding models provide a robust measure in line with the semantic 
theory in creativity research (Li et al., 2023), offering consistent ways to understand 
how people are involved in thinking and learning. Moreover, the utilisation of sen-
tence embedding models represents progress in strengthening the statistical (Acar 
et al., 2021), word embeddings (Buczak et al., 2023; Organisciak et al., 2023), and 
standard subjective scoring methods for assessing the creative process and its output 
(Kenett, 2019). Furthermore, our study revealed that sentence embedding models 
effectively evaluate the novelty of generic, open-ended, and small datasets in PBL 
during the cocreative process.

As a second contribution, we conducted experiments to evaluate the reliability of 
sentence embedding models for automatic novelty evaluation in the context of open-
ended cocreative ideas. While previous literature has applied sentence embedding 
models to evaluate novelty (Kenworthy et al., 2023), to the best of our knowledge, 
our work is among the first studies to test the reliability of sentence embedding 
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models in evaluating novelty in open-ending ideas generated during real-classroom 
cocreative problem-solving. Our results confirmed that sentence embedding models 
yielded significant correlations with experts’ novelty scores. USE-T exhibited the 
highest correlation among the models tested, followed by USE-DAN, demonstrating 
their efficacy in evaluating open-ended, short ideas and small datasets even with-
out further fine-tuning. This contribution adds to the literature that the evaluation 
evidence supports the reliability of these two deep learning models, which can be 
applied in PBL and creative thinking tasks in a real-time classroom context.

The results of our study hold significant ecological and pedagogical value because 
it effectively evaluates novelty generated in a real problem-based environment that 
uses technology to promote key cocreative processes. The real-time evaluation con-
ducted in this context can have a strong pedagogical impact because it can support 
giving feedback to teachers and students during the cocreation. This feedback can, 
in turn, promote teaching and learning methodologies that optimise the collabora-
tive ideation process, thereby enhancing the overall educational experience. Moreo-
ver, the real-time novelty scores of co-generated ideas could be embedded in a more 
ambitious technology that could provide tailored feedback to improve, orchestrate 
and regulate the group cocreation actions.

Therefore, our study has provided experimental evidence regarding using specific 
sentence embedding models during the cocreative process to evaluate the novelty 
of open-ended ideas generated within project-based learning contexts. We see nov-
elty evaluation as the first step that could allow researchers and educators to design 
and deliver adjusted and contextualised feedback to teachers and students, capable 
of shaping and enhancing the whole cocreative process. This approach aligns with 
previous studies supporting the notion that feedback improves students’ engagement 
(Karaoglan Yilmaz & Yilmaz, 2022; Hobscheid & Kerbavaz, 2022), fosters higher 
levels of intrinsic motivation (Su et al., 2022; Wu, 2023), enhances meta-cognitive 
awareness, academic achievement, stimulates idea generation, and improves the 
quality of ideas (Karaoglan Yilmaz & Yilmaz, 2022) in the cocreative process.

Our study carries significant practical implications for real classroom settings. 
Creative problem solving, especially through the cocreative process in PBL, is 
gaining prominence in educational settings. The effective utilisation of an AI-
driven approach to evaluate novel solutions and offer tailored feedback for enhanc-
ing students’ creative and problem-solving skills can serve as a valuable tool. This 
approach helps equip future citizens with the essential competencies to generate 
innovative solutions to the world’s complex economic, environmental, and social 
challenges.

Limitations and Future Work

From our perspective, this study encompasses three limitations that should be con-
sidered for future research directions.

First and foremost, this study focused exclusively on the dimension of novelty. 
To gain a more comprehensive understanding of creativity, future research should 
incorporate real-time assessments of the other three core dimensions, namely 
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flexibility, elaboration, and fluency, throughout the creative process. Moreover, 
incorporating a combination of various creativity dimensions can prove valuable. 
For instance, Kenworthy et  al. (2023) conducted research in which they designed 
a computational model that combines novelty, elaboration, and relevance scores to 
determine the overall quality of ideas. This approach highlights the potential ben-
efits of integrating multiple dimensions in assessing creativity.

Secondly, our study’s dataset is limited in size because the Viacocrea applica-
tion generates data from a real classroom setting aimed at solving a specific sci-
ence project related to local issues concerning river pollution. Notwithstanding this 
limitation, we believe that the small-sized dataset generated within a real context 
holds value in addressing our research objectives and allowing us to draw pedagogi-
cal conclusions. Besides, the utilisation of correlation analysis, which employs sta-
tistical measures such as the correlation coefficient, enables quantifying the relation-
ship between the two variables, even when working with a relatively small dataset 
(Chok, 2010; Temizhan et al., 2021). This approach remains valuable in achieving 
our research objectives.

Thirdly, our dataset is imbalanced, with 80% of the data falling into the low cat-
egory, 11% in the high category, and the remaining percentage in the medium cat-
egory. It is important to note that real-world, open-ended problem-solving processes 
are often skewed, where certain categories may be more prevalent than others. 
Despite this imbalance, our data holds the linearity assumption in the scatter graph 
and exhibits meaningful differences among the categories, thereby yielding valid 
results. Consequently, our study provides preliminary but significant contributions 
and paves the way for new areas in evaluating novelty within open-ended cocreation.

Fourthly, we conducted correlation and regression analyses, which have been 
used in previous research to assess the reliability of computational techniques com-
pared to experts’ scores. Nevertheless, in addition to these standard analyses, there 
is potential for further mathematical validation methods that can confirm findings, 
thereby paving the way for future studies.

Finally, in future research, we aim to evaluate the real-time novelty of cocreative 
ideas. We intend to use this evaluation data to provide creative novelty feedback that 
can serve as guidance for students and teachers, producing novel solutions and pro-
moting cocreativity. This will be done in the context of the Viacocrea application, as 
described in Research Context 2.1, thereby introducing new features to enhance this 
promising cocreation platform.
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