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A B S T R A C T

Confirmation bias is defined as searching for and assimilating information in a way that favours existing beliefs.
We show that confirmation bias emerges as a natural consequence of boundedly rational belief updating by
presenting the BIASR model (Bayesian updating with an Independence Approximation and Source Reliability).
In this model, an individual’s beliefs about a hypothesis and the source reliability form a Bayesian network.
Upon receiving information, an individual simultaneously updates beliefs about the hypothesis in question and
the reliability of the information source. If the individual updates rationally then this introduces numerous
dependencies between beliefs, the tracking of which represents an unrealistic demand on memory. We propose
that human cognition overcomes this memory limitation by assuming independence between beliefs, evidence
for which is provided in prior research. We show how a Bayesian belief updating model incorporating this
independence approximation generates many types of confirmation bias, including biased evaluation, biased
assimilation, attitude polarisation, belief perseverance and confirmation bias in the selection of sources.
1. Introduction

Confirmation bias is the search for and assimilation of information
in a way that favours the preservation of prior beliefs (Nickerson,
1998). It has been described as one of the most pernicious (Nicker-
son, 1998) of the cognitive biases, with impacts felt in many social
domains including religion (Batson, 1975; Nickerson, 1998), politics
(Lord, Ross, & Lepper, 1979; Nickerson, 1998; Nyhan & Reifler, 2010;
Taber & Lodge, 2006), climate change (Cook & Lewandowsky, 2016;
Hart & Nisbet, 2012), health and medicine (Liberman & Chaiken,
1992; Malthouse, 2022; Nickerson, 1998), justice (Nickerson, 1998),
stereotyping (Darley & Gross, 1983), conspiracy theories (McHoskey,
1995), and science (Mahoney, 1977; Nickerson, 1998). Understanding
the underlying cognitive mechanisms that drive confirmation bias is
therefore of fundamental theoretical and practical interest.

Confirmation bias encompasses numerous distinct but closely re-
lated behaviours (Fischhoff & Beyth-Marom, 1983; Friedrich, 1993;
Klayman & Ha, 1987; Nickerson, 1998). Though many such behaviours
have been identified, we focus on five here which have received
wide empirical support (see Klayman (1995) for a review): (i) biased
evaluation: judging information that opposes one’s views more critically
than that which supports them (Koehler, 1993; Lord et al., 1979; Russo,
Medvec, & Meloy, 1996; Taber & Lodge, 2006); (ii) biased assimilation:
whereby people are less influenced by opposing than confirmatory
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sources (Lord et al., 1979; Taber & Lodge, 2006); (iii) attitude polar-
isation: extreme views both for and against a hypothesis can become
more extreme upon seeing the same evidence (Lord et al., 1979;
Taber & Lodge, 2006); (iv) belief perseverance: the reluctance to change
beliefs in the face of disconfirmatory evidence (Anderson, Lepper, &
Ross, 1980; Batson, 1975); and (v) confirmation bias in the selection of
sources: preferring sources of information that confirm existing beliefs
(Redlawsk, 2002; Taber & Lodge, 2006).

Given confirmation bias’ wide prevalence and potential negative
impact, a natural question is why confirmation bias exists at all?
Sufficiently costly tendencies should be expected to disappear under
evolutionary pressures (Nickerson, 1998), unless they are themselves
an adaptive solution to a more costly alternative. While confirmation
bias may be an impediment to finding the truth, the adaptive force on
cognition is primarily towards pragmatic survival and only secondarily
concerned with truth seeking (Friedrich, 1993). In light of this, we
may ask is confirmation bias truly a dysfunction, or does it serve some
adaptive purpose?

Explanations for confirmation bias have been put forward at the
social (Mercier & Sperber, 2011; Norman, 2016; Peters, 2020), in-
dividual (Festinger, 1962; Friedrich, 1993; Kunda, 1990; Nickerson,
1998) and information processing levels (Cook & Lewandowsky, 2016;
Gerber & Green, 1999; Henderson & Gebharter, 2021; Jern, Chang, &
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Kemp, 2014; Koehler, 1993). These levels of analysis are qualitatively
different but are nonetheless connected. Social behaviour emerges from
individual behaviour, and individual behaviour emerges, in part, from
information processing. In this paper we present a normative expla-
nation at the information processing level, although our description
complements many existing social and individual explanations.

Before we go further, it is helpful to discuss the definition of ‘‘bias’’.
In the psychological literature, the word bias is used to mean a variety
of things (Hahn & Harris, 2014). This ranges from the everyday usage
of the term as a leaning or tendency in one direction, to the precise use
in statistics of a systematic departure from accuracy. Within the context
of research on beliefs, bias is usually accepted to mean a departure from
a normative model (Hahn & Harris, 2014), which is often Bayesian
rationality (Hahn & Harris, 2014; Klayman, 1995). This definition
introduces difficulties because behaviour that is irrational given one
belief-updating model may be rational given a different belief-updating
model. This has been the case for biased evaluation (Koehler, 1993)
and attitude polarisation (Cook & Lewandowsky, 2016; Henderson &
Gebharter, 2021; Jern et al., 2014). We aim to sidestep the issue by
not claiming that the behaviours are fundamentally biased under all
possible belief-updating models. Rather, we will define behaviours as
departures from specific rational belief updating models described in
previous literature.

Our contribution is multifold. We present a model of information
processing that can generate a large range of empirically confirmed
confirmation bias type behaviours, more so than other explanations. In
particular, we explore existing Bayesian models of inference in a world
with uncertain beliefs and unreliable sources of information (Bovens,
Hartmann, et al., 2003; Hahn, Merdes, & von Sydow, 2018; Koehler,
1993; Merdes, Von Sydow, & Hahn, 2020; Olsson, 2011). We argue
that maintaining full rationality is impossible for realistic agents due
to the high memory demands of remembering dependencies between
beliefs. As a consequence, humans are forced to make approximations
in order to maintain complex world models. We demonstrate how these
approximations to rationality can introduce small biases that magnify
as data is processed sequentially over time. In different task domains,
these biases encompass the five confirmation bias behaviours we list
above.

We will begin with a discussion of information processing models
of belief updating in the literature. This will lead to a description of the
BIASR model and an interrogation of each of its assumptions. We will
then evaluate each of the 5 confirmation bias type behaviours we list
above, defining each and showing how the BIASR model can generate
the behaviour. We will end with a general discussion of the model and
its position in the literature.

An example may help build intuition. Alice has a neutral belief
about vaccine safety. She talks to her new neighbour Bob, who tells
her that vaccines have not been thoroughly tested and that they are
dangerous. Alice is at first not entirely convinced, but she does become
slightly more wary about vaccines. The next week Bob again tells Alice
about the dangers of vaccines. Alice is more receptive now as she
already has a slight belief that vaccines are dangerous, and she starts
to see Bob as reliable because his information matches her slight belief.
This continues for several weeks until Alice is convinced that vaccines
are dangerous and that Bob is a very reliable source of information.
When Alice now hears on the news that vaccines are safe she is
not convinced — after all, both she and Bob cannot both be wrong,
especially considering how knowledgeable Bob is. Alice’s beliefs about
the reliability of Bob and the dangers of vaccines are correlated. If she
forgets this correlation then she does not give enough consideration to
the counterfactual world where Bob is wrong and vaccines are safe. In
this example Alice exhibits biased evaluation, biased assimilation and
2

belief perseverance. K
2. Models of information processing

Bayes’ theorem provides the objectively optimal way to update
beliefs given new evidence, where beliefs are described in terms of de-
grees of uncertainty. For human cognition, inference affects behaviour,
which in turn affects adaptive success. One could therefore expect
that adaptive pressures over our evolutionary history would drive our
inference mechanisms towards Bayesian rationality.

The simple version of Bayes’ theorem is

(𝐻|𝐷) =
𝑃 (𝐷|𝐻)𝑃 (𝐻)

𝑃 (𝐷)
. (1)

If one applies this simple rule to a single hypothesis, 𝐻 , then data
rom all sources is treated equally. There is no judgement of evidence
uality. Under this model, any unequal treatment of evidence is con-
idered biased evaluation. Indeed, bias as the unequal consideration of
vidence is a definition of confirmation bias (often implicitly) used in
he literature (Lord, Lepper, & Preston, 1984; Lord et al., 1979; Miller,
cHoskey, Bane, & Dowd, 1993; Plous, 1991).

The simple version of Bayes’ theorem is not adequate in terms of
escribing either observed or desirable behaviour (see Table 1 and be-
ow). Indeed, it is reasonable to judge the quality of evidence based on
ssessments of the reliability of the source (Fischhoff & Beyth-Marom,
983). Lord et al. (1979) state,

‘‘Our subjects’ main inferential shortcoming ... did not lie in their
inclination to process evidence in a biased manner. Willingness to
interpret new evidence in the light of past knowledge and experi-
ence is essential for any organism to make sense of, and respond
adaptively to, its environment. Rather, their sin lay in their readi-
ness to use evidence already processed in a biased manner to bolster
the very theory or belief that initially ‘‘justified’’ the processing
bias’’.

Here Lord et al. (1979) are suggesting biased evaluation prior
o assimilation. Data is first evaluated based on prior beliefs, with
nlikely data considered as less reliable evidence. And then the result of
his evaluation determines the weight of the evidence in updating those
ame prior beliefs. This idea was formalised mathematically by Gerber
nd Green (1999), who present a Bayesian model of belief updating
ombined with biased learning. The biased learning is represented as a
eakening of the strength of evidence that disconfirms prior beliefs, be-

ore updating those same beliefs within the Bayesian machinery. They
rovide an example of a politician’s supporters considering whether
he politician is corrupt or not. In this example, evidence in support
f corruption is discounted by a factor, 𝛼 < 1.

Russo et al. proposed a similar model involving ‘‘predecisional
istortion of information’’ in relation to choice among alternatives
Russo, 2014, 2018; Russo et al., 1996). Prior preferences influence the
valuation of data, and this evaluation influences how the data is used
o update beliefs, generating a bias towards initial preferences (Russo,
014, 2018). These ideas can describe biased evaluation and biased
ssimilation, and can go some way to describing belief perseverance
Carlson, Meloy, & Russo, 2006) (Table 1). Though useful, these models
re not Bayesian and do not have a clear normative basis.

The Bayesian framework does, however, allow us to incorporate evi-
ence evaluation in the form of Bayesian updating including source
eliability. Koehler (1993) argues that a normative account of belief
pdating should consider an individual’s prior beliefs about source
eliability as well as evidence evaluation. Koehler (1993) proposes
rational Bayesian model that includes source reliability and which

s able to generate biased evaluation (Table 1). This model supports
roposals in the literature that judging evidence based on prior beliefs
s not necessarily irrational, such that it can be rational to consider
nlikely evidence more critically (Fischhoff & Beyth-Marom, 1983;

layman, 1995; Koehler, 1993; Lord et al., 1979).
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Table 1
Comparison of information processing models of confirmation bias. Checkmarks denote which behaviours have been explained using the different models.

Simple version of
Bayes’ theorem

Bayesian updating
including source
reliability
(Koehler, 1993)

Bayesian networks
(Cook &
Lewandowsky,
2016; Henderson
& Gebharter,
2021; Jern et al.,
2014)

Biased evaluation
prior to assimila-
tion (Gerber &
Green, 1999; Lord
et al., 1979)

Belief-based
sequential updating
with source reliability
(Bovens et al., 2003;
Hahn et al., 2018;
Merdes et al., 2020;
Olsson, 2011)

BIASR. Bayesian updating
with an independence
approximation and source
reliability

Biased evaluation ✓ ✓ ✓ ✓ ✓

Biased assimilation ✓ ✓ ✓

Attitude polarisation ✓ ✓

Belief perseverance ✓ ✓ ✓

Selection of sources ✓
This idea is extended by Bovens et al. (2003) and Olsson (2011) to
ccount for sequential belief updates when receiving data over time. In
oth these cases, individuals maintain separate beliefs about a central
ypothesis and source reliability, and upon receiving information those
eliefs are updated simultaneously (Merdes et al., 2020). This type
f Bayesian updating has been described as a ‘‘belief-based’’ strat-
egy for inference in a world with unknown source reliability (Hahn
et al., 2018; Merdes et al., 2020). As data is received, beliefs about
the central hypothesis and source reliability both change over time,
which influence how subsequent data is interpreted. It has been shown
that these models demonstrate order effects such that the order in
which information is received changes the final belief (Hahn et al.,
2018). This has been described as a form of confirmation bias (Hahn
et al., 2018; Merdes et al., 2020) (connected to belief perseverance),
and the updating process is a departure from Bayesian rationality in
the same way as the model that we present. In this research, the
normative argument is that the rational approach would be too much of
a cognitive burden, as it would require remembering all data received
so far and updating from initial priors whenever data is received (Hahn
et al., 2018). However, we contend that this normative argument is not
complete as it does not consider the alternative rational approach of
maintaining a joint belief distribution over the central hypothesis and
source reliability.

More generally, Bayesian networks are graphical representations
in which nodes represent variables and edges represent dependencies
between these variables, allowing us to reason about events influenced
by multiple factors (Pearl, 2009). Directed edges are commonly used
to represent causal relationships between variables. In some represen-
tations, undirected or dashed edges can capture non-causal conditional
dependencies, such that gaining information about one variable can
inform us about another variable. In Fig. 1, we use solid directed edges
to denote causal dependencies and dashed undirected edges to indicate
non-causal information dependencies. Cook and Lewandowsky (2016)
used Bayesian networks to explain attitude polarisation in participants
who were given evidence about climate change. They demonstrated
that polarisation can be rational given a Bayesian network, because
individuals’ beliefs about the evidence they observed were influenced
not only by whether they believed climate change was true, but also by
their worldview and trust in scientists (Cook & Lewandowsky, 2016).

Jern et al. (2014) generalise this idea by describing the set of
Bayesian networks that can lead rational agents to attitude polarisation
— crucially this set of networks share the property that upon receiv-
ing some data, beliefs about more than one hypothesis are updated
simultaneously. In order to generate rational attitude polarisation,
individuals require differences in prior beliefs about the ‘‘central’’
hypothesis in question, and importantly also some difference in other
‘‘auxiliary’’ prior beliefs (Gerber & Green, 1999; Henderson & Gebhar-
ter, 2021). For example, those with strong views about the dangers
of climate change may also believe that scientific evidence is more
reliable than those who are less worried about climate change (Cook &
Lewandowsky, 2016). Bayesian networks can also be used to describe
3

biased evaluation (Jern et al., 2014) (Table 1).
So far our discussion of information processing has centred on
Bayesian rationality. However, this is not necessarily the appropriate
normative standard when modelling human probabilistic reasoning. We
must also take into account realistic cognitive constraints (Dasgupta,
Schulz, Tenenbaum, & Gershman, 2020; Daw, Courville, & Dayan,
2008; Klayman, 1995). People update many hypotheses simultane-
ously (Gershman, 2019), which can be computationally demanding
(Dasgupta et al., 2020). Dependencies between hypotheses mean the
computational scale of inference can quickly overwhelm any realistic
agent, who will be forced to make approximations to optimal Bayesian
inference. To understand how human cognition may overcome this
limitation we can take inspiration from computer science, a field with
much experience in the approximation of computationally expensive
Bayesian reasoning (Sanborn, 2017). This path from computer science
to human cognition is a well worn road, and algorithms such as Markov
Chain Monte Carlo have shed light on human cognitive processes
including behavioural biases (Sanborn, 2017).

3. The BIASR model assumptions

We present the BIASR model (Bayesian updating with an Indepen-
dence Approximation and Source Reliability; see Fig. 1), which rests on
the following assumptions:

1. Source reliability. Upon receiving information, we update our
beliefs about the reliability of the source.

2. Simultaneous updating. We update our beliefs about source
reliability and the central hypotheses at the same time.

3. Independence approximation. Simultaneous updating introduces
dependencies between our beliefs about (a) central hypothe-
ses and (b) source reliabilities. Our model approximates these
dependencies away by taking marginal beliefs and assuming
independence.

4. Sequential Updating. Data is received and processed sequentially
over time. The independence approximation is applied between
sequential updates.

Each of these assumptions will be explored in the following sections.
The belief updating process under BIASR is visualised in Fig. 1.

3.1. Source reliability

It is rational to hold and update beliefs about the reliability of
sources of information (Hahn et al., 2018; Merdes et al., 2020). Doing
so allows us to weigh the quality of evidence based on the source
and protects against the influence of unreliable sources that may foster
misinformation. The inclusion of source reliability in belief updating
models has been suggested as a possible rational basis for the con-
junction fallacy (Bovens et al., 2003; Fischhoff & Beyth-Marom, 1983;
Jarvstad & Hahn, 2011; Tversky & Kahneman, 1983). There is also an
abundance of empirical evidence that people track source reliability
(Liberman & Chaiken, 1992; Lord et al., 1979; Mahoney, 1977; Taber

& Lodge, 2006).
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Fig. 1. The BIASR belief updating model. (a) Data received is believed to be causally influenced by both the true value of the hypothesis at hand and the source reliability in
a collider Bayesian network. (b) When receiving data, beliefs about the hypothesis and source reliability are updated simultaneously. (c) This updating introduces information
dependencies (grey dotted line) between beliefs. (d) These belief correlations can be approximated away by assuming independence. (e) This approximation simplifies the Bayesian
network structure. The process repeats when more data is received.
Fig. 2. Simultaneous updating of source reliability, 𝑅, and the central hypothesis, 𝐻 . Blue (thick) bars show the joint belief distribution. Orange (thin) bars show the marginal belief
distributions. (a) The Bayesian network structure describes how the individual believes the data is influenced by the true values of the central hypothesis and source reliability,
given by (c) the conditional probability distribution. (b) Prior beliefs favour the central hypothesis, 𝑃 (𝐻 = 1) = 0.8, and are neutral about the source reliability, 𝑃 (𝑅 = 1) = 0.5. (d)
The posterior following disconfirming evidence shows how disconfirmatory data can be explained away as coming from an unreliable source, with only a small impact on belief
in the central hypothesis. (e) The posterior following confirming evidence is updated towards stronger belief in both the central hypothesis and the reliability of the source. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
3.2. Simultaneous updating of source reliability and central hypotheses

In the absence of an objective standard of truth, we can judge a
source’s reliability based on our assessment of the plausibility of the
information received (Hahn et al., 2018). If someone tells us that Elvis
Presley is outside, it is a fair guess that we will not believe them.
Instead, we are likely to downgrade our belief in them as a reliable
source. We update our belief about their source reliability and Elvis
simultaneously. Our strong prior belief in the hypothesis that Elvis is
not outside is protected by an auxiliary hypothesis in the reliability
of the source. In this way our belief in source reliability can absorb
disconfirmatory evidence about strongly held central beliefs (Fig. 2).
Empirical evidence shows that people do consider information about
source reliability when updating beliefs about a hypothesis, and vice
versa (Collins, Hahn, Von Gerber, & Olsson, 2018).

The idea that our beliefs are not updated in isolation is known,
in the context of scientific epistemology, as the Duhem-Quine thesis
(Gershman, 2019). No hypothesis can be tested in isolation and upon
receiving evidence we update a set of beliefs together, sometimes
partitioned into central and auxiliary hypotheses, while maintaining
overall coherence. The auxiliary hypotheses (e.g., source reliability)
can act to absorb disconfirmatory evidence, allowing us to maintain
central beliefs (Fig. 2). This can be rational; if a scientist detects faster
than light travel it is sensible to question the accuracy of the mea-
surements (Gershman, 2019; Lord et al., 1979). Empirically, scientists
4

question whether disconfirmatory evidence is the result of an error be-
fore abandoning a central hypothesis (Dunbar, 1995). And people test
hypotheses more extensively when told that discomfirmatory evidence
may be in error (Gorman, 1989).

Following existing models in the literature (Koehler, 1993; Merdes
et al., 2020), our model assumes that individuals believe evidence, 𝐷 ∈
{0, 1}, is influenced by both the truth value of the central hypothesis,
𝐻 ∈ {0, 1}, and the reliability of the source, 𝑅 ∈ {0, 1} (Fig. 1). In
our model all sources are less than perfectly reliable, but a ‘‘reliable’’
source, 𝑅 = 1, has less noise and is more likely to report the true value
of the central hypothesis than an ‘‘unreliable’’ source, 𝑅 = 0, which
has more noise. These probabilities can be quantified as 𝑃 (𝐷 = 1|𝑅 =
1,𝐻 = 1) for the reliable source and 𝑃 (𝐷 = 1|𝑅 = 0,𝐻 = 1) for the un-
reliable source (and symmetrical in the case that 𝐻 = 0). A quantitative
example is given in Fig. 2. The true values of the central hypothesis and
the source reliability are causally independent. Our individual has prior
beliefs in the central hypothesis, 𝑃 (𝐻), and the source reliability, 𝑃 (𝑅).
Assuming initial independence between these beliefs, this is a collider
type Bayesian network, 𝐻− > 𝐷 < −𝑅. Notably, this is one of the set of
Bayesian networks that Jern et al. (2014) proved can lead to attitude
polarisation. Beliefs are simultaneously updated by Bayes’ rule,

𝑃 (𝐻,𝑅|𝐷) =
𝑃 (𝐷|𝐻,𝑅)𝑃 (𝐻,𝑅)

. (2)

𝑃 (𝐷)
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Fig. 3. Memory space scaling as a function of number of binary attributes. With no
approximation (red dashed line) memory requirements scale exponentially (a straight
line on this log-linear figure). A full mean field approximation (blue solid line) scales
linearly. A partial approximation (grey dotted line) scales exponentially up to 𝑑 and
then linearly after, in this case with 𝑑 = 10.

Initially, the individual’s beliefs in 𝐻 and 𝑅 are independent so that
𝑃 (𝐻,𝑅) = 𝑃 (𝐻)𝑃 (𝑅) and we can simplify the update rule to

𝑃 (𝐻,𝑅|𝐷) =
𝑃 (𝐷|𝐻,𝑅)𝑃 (𝐻)𝑃 (𝑅)

𝑃 (𝐷)
. (3)

A general property of causal graphs of this structure, including col-
lider type Bayesian networks, is that upon receiving data, beliefs in H
and R are no longer independent (Pearl, 2009) (Fig. 1). Mathematically,
the individual’s beliefs no longer fulfil the independence relationship
and 𝑃 (𝐻)𝑃 (𝑅) ≠ 𝑃 (𝐻,𝑅). If we later learn that Elvis is alive, we should
update our belief in our friend’s reliability. Moreover, upon receiving
subsequent evidence from the same source about the same hypothesis,
in order to remain Bayesian rational we can no longer use the simpler
update rule (Eq. (3)) and must instead consider the full joint belief
distribution (Eq. (2)).

Notably, this formalism is different to previous work on belief-based
updating (Hahn et al., 2018; Merdes et al., 2020). In that work, beliefs
are assumed to be stored marginally, i.e. individuals have some belief
about the hypothesis in question and a separate belief about the reli-
ability of a source. Given this belief structure, the rational benchmark
is to remember the entire history of data received and to carry out full
inference on all the data at each timestep (Hahn et al., 2018), which
Merdes et al. (2020) argue is unrealistic and not normative. We argue
that the more complete rational benchmark also includes the possibility
of maintaining a joint belief distribution as described here. However,
as we will see in the following section, normative arguments based on
cognitive limitations recover the marginal belief structure.

3.3. Independence approximation

In our minimal example (Fig. 2) we are considering only one central
hypothesis, 𝐻 , and one source reliability, 𝑅, each of which can take
values of either 1 or 0. In this case, the joint belief distribution is
relatively small, with 4 possible combinations, {(𝐻 = 1, 𝑅 = 1), (𝐻 =
1, 𝑅 = 0), (𝐻 = 0, 𝑅 = 1), (𝐻 = 0, 𝑅 = 0)}, shown as the blue (thick)
bars in Fig. 2. In our actual day to day reasoning we track many more
hypotheses, each with many possible values, and evidence from many
different sources. If we combine all these then there are many possible
combinations to track in the joint belief distribution.

We can ask how the size of the hypothesis space scales as we add
more attributes to a world model. In computer science, the amount
5

of computational resources that an algorithm uses is known as the
computational complexity. This can be measured in terms of processing
time or memory space. Big O notation is a way of comparing the
computational complexity of algorithms as the size of inputs to that
algorithm grows. As we add new attributes to our world model the
memory space requirements scale exponentially, as ∼ 𝑂(𝑘𝑛), where 𝑛
is the number of attributes and 𝑘 is the number of hypotheses per
attribute. This is the curse of dimensionality (Bellman, 2015 (1957)). If
we were tracking 300 binary attributes about the world then the joint
belief distribution would have size 2300 ≈ 1090 — more than the number
of atoms in the observable Universe.

This combinatorial explosion in memory space will quickly exhaust
any reasonable level of cognitive resources (or for a fixed cognitive
resource, will limit the richness and resolution of the agent’s world
model). A realistic agent would therefore require an approximation to
optimal Bayesian reasoning, and this should be included in a normative
account. Alternatively, one could remember the entire history of data
received from all sources and carry out the full inference with the
initial priors each time new data is received, but this also imposes an
unrealistic computational burden (Merdes et al., 2020).

Variational approximations are an approach to approximating
Bayesian reasoning that can reduce computational requirements as-
sociated with large posterior distributions (Ormerod & Wand, 2010).
One option is to take a mean field approximation of the joint posterior
distribution by partitioning variables and assuming that the partitions
are independent (Ormerod & Wand, 2010; Sanborn & Silva, 2013). This
kind of approximation has been applied before to understanding how
human behaviour can emerge as a consequence of cognition overcom-
ing computationally intractable problems, in the realm of associative
learning (Sanborn, 2017; Sanborn & Silva, 2013). At one extreme, if we
assume all variables are independent then our memory requirements
now scale linearly as ∼ 𝑂(𝑘𝑛), a vast improvement. We can now track
300 binary attributes with a belief distribution of size 600. If we limit
belief partitions to 𝑑 variables, then computation scales linearly as
∼ 𝑂(𝑛(𝑑𝑘)). This type of partial or structured mean field approximation
(Sanborn, 2017) will preserve dependencies between some variables
while avoiding the curse of dimensionality. Fig. 3 shows an example
of this partial approximation with 𝑑 = 10 variables, as compared to
no approximation and a full mean field approximation. It should be
noted that we are still updating beliefs simultaneously — the mean
field approximation disentangles these beliefs following simultaneously
updating.

The quality of this compression in terms of loss of information
will depend upon the degree to which the attributes being inferred
are actually independent, and the type of approximation we make. A
common choice of measure to guide the approximation is to minimise
the Kullback–Leibler divergence between the full posterior and the
approximated posterior (Ormerod & Wand, 2010; Sanborn, 2017). This
is achieved by taking marginal belief distributions for each attribute.
By assuming independence the full joint belief distribution can be
approximated from the marginal belief distributions (Fig. 1),

𝑃 (𝐻,𝑅) ≈ 𝑃 (𝐻)𝑃 (𝑅) . (4)

Human cognition is unlikely to always use a full approximation,
such that people would be unable to remember any dependencies
between beliefs — the key point is that people are unlikely to remember
all the dependencies and will have to make some approximations. Do
these approximations include forgetting dependencies between source
reliability and more central beliefs? There is evidence that people
do not always correctly associate sources of information with their
beliefs and instead people can experience source confusion where the
belief remains but the source is mis-attributed (Johnson, Hashtroudi, &

Lindsay, 1993).
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3.4. Sequential updating

A common assumption underlying Bayesian inference is exchange-
ability, i.e. that the order that data is received is irrelevant (Gelman,
Carlin, Stern, & Rubin, 1995). Data can be processed in any order, or all
at once, and the final beliefs will be the same. This assumption holds
in the rational case if the data generating process is static, as in our
model. However, exchangeability does not hold under the BIASR model
because the independence approximation introduces path dependency,
such that biases accumulate over successive steps. Therefore, the order
that data is received and sequentially processed influences the final
beliefs. A general consequence of sequential updating with approxima-
tions to Bayesian inference is the potential loss of exchangeability and
the introduction of effects that are dependent on the order of processing
(Daw et al., 2008).

There is evidence that people do not process data all at once, but
update sequentially. Empirical evidence for this includes the primacy
effect (Bruner & Potter, 1964), where the order that data is seen has
an influence on final beliefs. In the realm of decision making, Russo
(2014) describe a stepwise evolution of preference paradigm. This
stepwise updating has been shown empirically in many contexts, with
experiments showing that people sequentially update their preferences
and their opinion on the diagnosticity of the data (Russo, 2014).

4. Evaluation of five forms of confirmation bias

In this section we evaluate the BIASR model in relation to the
five forms of confirmation bias outlined in Table 1. For each form of
confirmation bias, we first discuss the literature and empirical evidence.
We then define a mathematical requirement for this behaviour in the
context of Bayesian rationality. Following this definition, we simulate
the behaviour under different models of information processing.

For each form, we simulate how an individual could update their
beliefs about whether a central hypothesis is true or false, 𝐻 ∈ {1, 0},
and whether a source is reliable or not, 𝑅 ∈ {1, 0}. If a source is reliable,
hey transmit the true state of the hypothesis 75% of the time, 𝑃 (𝐷 =
|𝐻 = 1, 𝑅 = 1) = 0.75. If the source is unreliable, they transmit the
rue value only 50% of the time, 𝑃 (𝐷 = 1|𝐻 = 1, 𝑅 = 0) = 0.5. In most
ases we use a neutral prior on the source reliability, 𝑃 (𝑅) = 0.5, and a
trong prior belief in the central hypothesis, 𝑃 (𝐻) = 0.8. In the case of
ttitude polarisation, we also include a strong prior belief against the
entral hypothesis, 𝑃 (𝐻) = 0.2. And in the case of belief perseverance
e start with a neutral prior in the central hypothesis, 𝑃 (𝐻 = 1) = 0.5.

n all the examples, the simulated individual receives multiple datums
equentially from either a single source or two sources. The values used,
nd the problem setup itself, are intended to minimally demonstrate the
ehaviours as clearly as possible. The behaviours are robust and emerge
nder a wide range of parameters (see the Appendix for a sensitivity
nalysis).

We consider 3 information processing models:

1. Simple version of Bayes’ theorem. Beliefs in source reliability are
not updated at all, i.e. the prior belief, in this case 𝑃 (𝑅) = 0.5,
remains the same. Beliefs in the central hypothesis are updated
according to Bayes’ rule,

𝑃 (𝐻|𝐷) =
𝑃 (𝐻)

∑

𝑅 𝑃 (𝐷|𝐻,𝑅)𝑃 (𝑅)
𝑃 (𝐷)

. (5)

2. Rational updating including source reliability. Beliefs about the
central hypothesis and source reliability are updated simulta-
neously. This introduces a dependency in the joint belief dis-
tribution, 𝑃 (𝐻,𝑅|𝐷). This dependency is remembered between
successive datums by updating using Bayes’ rule over the full
joint belief distribution (Eq. (2)). Given the data generating
process, this is the rational way to update beliefs. As such,
exchangeability holds and this is equivalent to updating on all
data received using initial priors.
6

3. BIASR model (Bayesian updating with an Independence Approx-
imation and Source Reliability). Beliefs are updated as in the
rational case, but dependencies between the central hypothesis
and source reliability are forgotten between successive datums.
We take marginal beliefs

𝑃 (𝐻) =
∑

𝑅
𝑃 (𝐻,𝑅) (6)

and

𝑃 (𝑅) =
∑

𝐻
𝑃 (𝐻,𝑅) . (7)

We ignore dependencies by using these marginal beliefs in the
independent version of Bayes’ rule (Eq. (3)).

All code and data can be downloaded from https://github.com/
chasmani/PUBLIC_confirmation_bias_and_the_BIASR_model

4.1. Biased evaluation (Biased assimilation)

In the confirmation bias literature, the terms biased evaluation and
biased assimilation are often used interchangeably. We can strictly
define evaluation as the judgement of the quality of the evidence and
assimilation as concerning the degree of belief change in the central
hypothesis at hand. These are separate, but connected, beliefs. In many
studies what could strictly be thought of as biased evaluation is some-
times called biased assimilation (Lord et al., 1984; Miller et al., 1993).
This is understandable as the meanings of the two overlap: if a piece of
evidence is rated as ‘‘more convincing’’ (Lord et al., 1984) or ‘‘more
persuasive’’ (Miller et al., 1993), is that evaluation or assimilation?
From a cognitive dissonance perspective, assimilation and evaluation
are connected through coherence in beliefs — a disconfirmatory piece
of evidence creates a cognitive dissonance that can be resolved through
biased evaluation (Kunda, 1990). Or more simply, contrary evidence is
explained away as coming from an unreliable source. An early mention
of confirmation bias is found in the writings of Bacon (1878 [1620]),
who also links evaluation and assimilation,

‘‘Once a human intellect has adopted an opinion (either as some-
thing it likes or as something generally accepted), it draws every-
thing else in to confirm and support it. Even if there are more and
stronger instances against it than there are in its favour, the intellect
either overlooks these or treats them as negligible or does some line-
drawing that lets it shift them out of the way and reject them. This
involves a great and pernicious prejudgment by means of which
the intellect’s former conclusions remain inviolate’’. Francis Bacon
(Bacon 1878 [1620])

There is strong empirical evidence for biased evaluation, some of
which also supports biased assimilation. Mahoney (1977) found that
scientists judged studies more harshly when the findings disagreed with
their own theoretical positions. This was followed by Lord et al. (1979),
who ran an experiment with two sets of students — those with strong
prior opinions either for or against capital punishment. Both groups
were shown the same set of evidence that consisted of studies for and
against capital punishment. When the students were asked to rate the
quality of the evidence, the studies that agreed with their position were
rated higher than those that disagreed. Students were also asked to self-
report on their degree of attitude change following reading the studies,
finding that the students rated confirmatory studies as having a greater
influence. Lord, Ross and Lepper went on to replicate those findings
and explore confirmation bias in different contexts in a range of papers,
Lord et al. (1984) and Vallone, Ross, and Lepper (1985).

Gilovich (1983) recruited volunteer students to gamble on American
football games, and found evidence of biased evaluation in the post-
match description of losses and wins, with losses more likely to be

explained away. They were even able to influence participants’ future

https://github.com/chasmani/PUBLIC_confirmation_bias_and_the_BIASR_model
https://github.com/chasmani/PUBLIC_confirmation_bias_and_the_BIASR_model
https://github.com/chasmani/PUBLIC_confirmation_bias_and_the_BIASR_model
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likelihood of gambling on a match by mentioning that a previous match
was decided by a ‘‘fluke’’ play that could have gone either way, and so
bringing into question the reliability of the previous match result as
a predictor of future results. Liberman and Chaiken (1992) found that
caffeine drinkers were more critical of messaging that linked caffeine to
health problems (Liberman & Chaiken, 1992). Koehler (1993) found a
bias in scientists evaluating studies that either agreed or disagreed with
their prior positions. McHoskey (1995) found that prior beliefs had a
strong effect on people’s ratings of the persuasiveness of evidence for
and against a conspiracy. Malthouse (2022) found biased evaluation in
the assessment of evidence for the efficacy of vaccines. These studies
represent just some of the empirical evidence for biased evaluation.

It has often been pointed out that judging evidence based on prior
beliefs is not irrational, as it can be rational to consider unlikely
evidence more critically (Fischhoff & Beyth-Marom, 1983; Klayman,
1995; Koehler, 1993; Lord et al., 1979). Nevertheless this effect is still
often called biased evaluation — judging confirmatory sources more
favourably, and disconfirmatory sources less favourably. We will follow
this naming convention and define a sufficient condition given our
minimal model:

𝑃 (𝑅|𝑫𝑓𝑜𝑟) > 𝑃 (𝑅|𝑫𝑎𝑔𝑎𝑖𝑛𝑠𝑡) , (8)

here 𝑫𝑓𝑜𝑟 is a set of data that agrees with a prior hypothesis, and
𝑎𝑔𝑎𝑖𝑛𝑠𝑡 disagrees to the same extent.

Fig. 4 shows biased evaluation effects with a strong initial prior
elief in the central hypothesis, 𝑃 (𝐻) = 0.8, and a neutral prior belief
n source reliability, 𝑃 (𝑅) = 0.5. With the BIASR model, we see biased
valuation as the confirmatory sources (Fig. 4a) are judged to be more
eliable than the disconfirmatory sources (Fig. 4b). Given our model
etup, the message receiver will eventually be persuaded and come to
rust the source. This is because at worst an unreliable source is sending
nly noise. If we instead allowed anti-reliable sources, who consistently
ie, then the overall effect would be stronger and it is possible for trust
n a source to consistently move towards 0.

Notably, when given confirmatory information the belief in the
eliability of the source is lower in the BIASR model than the rational
ayesian network model (Fig. 4a). This was unexpected and is related
o an underestimation of probability mass for the correlated beliefs
(𝐻 = 1, 𝑅 = 1) in the BIASR model. This is explored in the Appendix.

Given our model, a sufficient condition for biased assimilation is if
n individual updates their beliefs in the central hypothesis more so
han they would do under the rational version of Bayes’ theorem with
he Bayesian network. In the case of confirmatory evidence

(𝐻|𝑫𝑓𝑜𝑟) > 𝑃 (𝐻|𝑫𝑓𝑜𝑟)𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 . (9)

And in the case of disconfirmatory evidence,

(𝐻|𝑫𝑎𝑔𝑎𝑖𝑛𝑠𝑡) > 𝑃 (𝐻|𝑫𝑎𝑔𝑎𝑖𝑛𝑠𝑡)𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 . (10)

Biased assimilation is simulated in Fig. 4. The BIASR model shows
stronger posterior belief in the central hypothesis than rational up-

ating under both the Bayesian network and simple models, for both
onfirmatory and disconfirmatory evidence.

What causes these dynamics? When receiving confirmatory data a
ositive correlation is induced between 𝐻 and 𝑅 — it is more likely that
he source is either correct and reliable, 𝑃 (𝐻 = 1, 𝑅 = 1), or incorrect
nd unreliable, 𝑃 (𝐻 = 0, 𝑅 = 0), than the alternatives. With the BIASR
odel, the agent forgets about this correlation, i.e. the agent forgets

hat their belief in the central hypothesis is partly due to their belief
n the source reliability, and vice versa. One consequence is that the
gent does not give enough consideration to the counterfactual world
here the central hypothesis is wrong and the source is unreliable. A

imilar pattern happens with disconfirmatory evidence. During the in-
ependence approximation, probability mass is effectively moved away
rom correlated beliefs where those beliefs go against an indiviudal’s
riors. This is explored further in the Appendix, where we explore belief
7

pdating across the entire joint belief distribution, 𝑃 (𝐻,𝑅).
We gave an intuitive example of confirmatory evidence in the
ntroduction with Alice and Bob. Here we give an example in the case
f disconfirmatory evidence. Alice has a strong belief that vaccines are
angerous. She meets a new acquaintance, Chris, who tells her that
accines are actually safe. This goes against Alice’s strongly held views
nd so she naturally questions how reliable Chris is, and only updates
er beliefs about vaccines slightly. The next time they meet, Chris again
aises points about vaccine safety. This information again goes against
lice’s views, and this time she already has question marks over Chris’s
eliability and is able to dismiss the evidence more easily. Over time,
lice is able to hold onto her belief that vaccines are dangerous and
ismiss Chris as an unreliable source. Under the BIASR model, she does
ot remember the relationship between her belief in Chris’ reliability
nd her beliefs in vaccine safety. As a consequence, she gives little
onsideration to the possibility that Chris is reliable and vaccines are
afe.

.2. Attitude polarisation

In the study that we described above by Lord et al. (1979), people’s
valuation of the evidence for and against capital punishment depended
n their prior beliefs: Those who were pro-capital punishment self-
eported that the evidence swayed them to be more fervent in their
eliefs, and those who were against capital punishment stated that
hey also became more fervent, in the opposite direction — the two
roups diverged in their beliefs after seeing the same data. This attitude
olarisation has been replicated in the context of climate change (Cook
Lewandowsky, 2016), gun control (Taber & Lodge, 2006), affirmative

ction (Taber & Lodge, 2006), the Iraq war (Nyhan & Reifler, 2010), the
FK assassination (McHoskey, 1995), homosexual stereotypes (Munro
Ditto, 1997), drug use (Taber, Cann, & Kucsova, 2009), freedom of

peech (Taber et al., 2009) and nuclear energy (Plous, 1991).
A sufficient condition for attitude polarisation, given our model, is

hat individuals with different prior beliefs in the central hypothesis
pdate in opposite directions,

𝑃 (𝐻|𝑫) > 𝑃 (𝐻), if 𝑃 (𝐻) > 0.5
𝑃 (𝐻|𝑫) < 𝑃 (𝐻), if 𝑃 (𝐻) < 0.5

. (11)

𝑫 is the same set of evidence shown to both individuals, which can
nclude more than one source and multiple datums from each source,
oth for and against hypotheses.

When considering a single hypothesis in isolation, it is a property of
ayesian updating that different prior beliefs will converge given the
ame data (or more precisely, not diverge). However, if we have a more
omplicated belief structure then it can be rational for individuals to
pdate in opposite directions. This was confirmed by Jern et al. (2014),
ho prove a family of Bayesian network motifs that can lead to attitude
olarisation. They go on to analyse the results of Lord et al. (1979)
nd offer two potential Bayesian network structures that could create
ttitude polarisation in this experiment. For instance, if an individual
ho has a strong pro-capital punishment prior also has a belief that

he consensus is biased against capital punishment, then studies that
re anti-capital punishment can be explained away as resulting from
he biased consensus, while studies that are pro-capital punishment are
trong evidence in support of capital punishment (Jern et al., 2014). If
ndividuals who are anti-capital punishment also believe that there is
bias in consensus, in this case a bias in favour of capital punishment,

hen it is rational for these individuals to also strengthen their beliefs
hen seeing the same data (Jern et al., 2014). The pro- and anti- groups

an rationally update their beliefs in opposite directions. Other recent
ork explaining polarisation has proposed additional mechanisms such
s relying on participants optionally stopping evidence accumulation
hen they are polarised (Kvam, Alaukik, Mims, Martemyanova, &
aldwin, 2022) or having an additional private source of affective

nformation (Melnikoff & Strohminger, 2023).
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Fig. 4. Assimilation and evaluation for confirmatory evidence and disconfirmatory evidence for sequential information from the same source. The BIASR model shows biased
evaluation with (a) confirmatory sources judged to be more reliable than (b) disconfirmatory sources (the solid blue line is higher in a than b). The BIASR model shows biased
assimilation, with a stronger posterior belief in the central hypothesis than the simple and rational models following both (c) confirmatory and (d) disconfirmatory evidence (i.e
the solid blue line is the highest line in both c and d).
The rational basis for attitude polarisation was explored further
by Henderson and Gebharter (2021) using a Bayesian network where
evidence is influenced by the true values of the central hypothesis and
source reliability, as in the BIASR model. They conclude that attitude
polarisation can arise only if the individuals have different prior beliefs
in both the central hypothesis and source reliability (Henderson & Geb-
harter, 2021). This is a property of the Bayesian networks that generate
rational attitude polarisation (Cook & Lewandowsky, 2016; Henderson
& Gebharter, 2021; Jern et al., 2014) — they require different priors
not only in the central hypothesis but also auxiliary beliefs.

The Bayesian network structures described by Jern et al. (2014) give
a good explanation for attitude polarisation when central and auxiliary
priors are different between polarising groups. However, the BIASR
model generates attitude polarisation under the stricter condition that
the pro- and anti- individuals differ only in their prior beliefs in the
central hypothesis, and have the same auxiliary prior beliefs. In our
model,
{

𝑃 (𝐻|𝑫) > 𝑃 (𝐻), if 𝑃 (𝐻) > 0.5, 𝑃 (𝑅) = 𝑟
𝑃 (𝐻|𝑫) < 𝑃 (𝐻), if 𝑃 (𝐻) < 0.5, 𝑃 (𝑅) = 𝑟

, (12)

where 𝑃 (𝑅) = 𝑟 is the same prior belief in source reliability for both
individuals.

As shown in Fig. 5, the BIASR model leads to attitude polarisation
when data is presented from two different sources, even when individu-
als only differ in their prior belief in the central hypothesis, 𝑃 (𝐻 = 0.8)
and 𝑃 (𝐻 = 0.2). The simple and rational Bayesian models do not. As
such the BIASR model meets both the general and stricter conditions we
8

have defined for attitude polarisation. Strong prior beliefs either for or
against the central hypothesis become more extreme overall.

Intuitively, let us consider the case where Alice starts with a strong
prior belief in the dangers of vaccines. She is given two studies to
read, one for and one against vaccine safety. The first study begins
by stating that vaccines are safe — Alice starts to think that the study
is not reliable, as she is confident that vaccines are dangerous. After
reading on, the study makes another point about vaccine safety, Alice
is now more easily able to dismiss this as she already has doubts over
the study’s reliability. As Alice reads on, she becomes convinced that
the study is not credible and the later information has very little impact
on her beliefs. The second study raises questions about vaccine safety.
As Alice reads this study, her confidence in its credibility grows as it
provides information that aligns with her existing beliefs in the dangers
of vaccines, and she uses this evidence to bolster those same beliefs.
Alice’s beliefs about the dangers of vaccines and the reliability of the
studies become correlated, and if she forgets about these correlations
then attitude polarisation emerges.

4.3. Belief perseverance

People can persevere in their beliefs with greater tenacity than
the evidence would warrant (Klayman, 1995). Belief perseverance is
typically defined with a temporal aspect in the sense that once a belief
is formed it will persist even once the evidence that formed its basis is
discredited (Anderson et al., 1980; Ross, Lepper, & Hubbard, 1975). In
an early experimental study (Ross et al., 1975) gave participants false
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Fig. 5. Attitude polarisation. Data from a source is followed by data from a new second source with the opposite view. With a strong initial prior (top), the BIASR model shows
positive biased assimilation from the first data source followed by negative biased assimilation, overall increasing belief in the central hypothesis. With a low initial prior belief
(bottom) we also see biased assimilation of both sources of data, overall decreasing belief in the hypothesis. Both positions become more extreme from seeing the same set of data
under the BIASR model, showing attitude polarisation.
feedback on a task (either good, average or bad). This (reasonably)
influenced the participants’ opinion of their task performance, but the
participants held onto these opinions even after they were told that the
feedback was fictitious. This effect was explored further by Anderson
et al. (1980), who gave participants fictitious data suggesting that
firefighters who were courageous were more likely to be successful in
their jobs. This induced participant beliefs that persisted even once the
data was revealed to be fictitious.

It has been noted that belief perseverance is connected to the
primacy effect (Nickerson, 1998), where data observed earlier has a
larger impact on belief than data seen more recently. Bruner and Potter
(1964) showed participants images, and found that they were slower to
recognise those images when they came into focus slowly, as compared
with participants who saw the same image without first seeing it out
of focus. They attributed this effect to the perseverance of hypotheses
generated while the image was out of focus. This was followed in the
late 60s with a series of studies that tested participants’ ability to form
opinions through sampling, finding that early data could induce beliefs
that were then held onto more strongly than would be Bayesian rational
in light of later evidence against the belief (Geller & Pitz, 1968; Jones,
Rock, Shaver, Goethals, & Ward, 1968; Peterson & DuCharme, 1967).

In belief perseverance, the order that beliefs are formed is impor-
tant. And if beliefs are formed from observed data, then the order
that data is received is important. In contrast to the exchangeability
principle of Bayesian rationality, i.e. that the order of the data received
should not make a difference to the posterior beliefs, we define belief
perseverance as the observation that data received earlier has a stronger
9

influence on final beliefs than opposing data received later,

𝑃 (𝐻|𝑫) > 𝑃 (𝐻|𝑫)𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 , 𝑫 = [𝑫𝑓𝑜𝑟,𝑫𝑎𝑔𝑎𝑖𝑛𝑠𝑡] . (13)

Fig. 6 shows a simulation of belief perseverance. Starting from a
neutral prior, 𝑃 (𝐻) = 0.5, both the simple and rational models end up
with the same posterior belief as they began with, after seeing an equal
amount of evidence for and against. In the BIASR model, the initial data
drives belief in 𝐻 beyond what is rational. Once the belief is ingrained,
negative biased assimilation then slows down disconfirmation of belief.
Here, we have simulated data as coming from separate sources. If we
instead used a single source then we still observe belief perseverance
but the effect is not as strong.

4.4. Confirmation bias in selection of sources

Confirmation bias is usually defined not only in terms of assimi-
lating information, but also in the selection of information in a way
that supports existing beliefs. Taber and Lodge (2006) replicated and
extended Lord et al.’s (1979) study on attitude polarisation. Partici-
pants were chosen who held strong beliefs about either gun control
or affirmative action. They were then shown sources for and against
those positions, but some participants also had the opportunity to
choose the sources they wished to read. Those with strong prior beliefs
selected the sources that were likely to agree with their position.
Redlawsk (2002) found a similar effect in a behavioural experiment
where they simulated a presidential primary election. Once participants
had developed a preference for a candidate, they were more likely to
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Fig. 6. Belief perseverance. Data for, then data against, the central hypothesis are received from different sources given neutral initial priors in both the central hypothesis and
source reliability. Under simple and rational models, the belief in the central hypothesis returns to the prior belief. With the BIASR model, biased assimilation dynamics mean that
the data received earlier has a stronger effect on posterior beliefs than data received later.
search for information about that candidate. This form of confirmation
bias may go beyond the selection of external sources, and Kunda (1990)
also suggested a confirmation bias in the selection of memories and
cognitive processes.

In order to extend our model to selection of sources we must add
an extra assumption — agents are limited in that they cannot consume
data from all sources and must be selective. An optimal selection would
presumably be based on some kind of value function on the sources.
This is difficult to model as value is subjective and would need to take
into account complicated utility functions (Klayman & Ha, 1987).

A Bayesian approach to optimal data selection is to optimise ex-
pected information gain (Nelson, 2005; Oaksford & Chater, 1994).
The information gain when receiving some data is equivalent to the
reduction in uncertainty (defined as the entropy) over hypotheses.
When evaluating the potential reduction in uncertainty of a source
we do not know what data we will receive, and so we calculate the
expected information gain by taking into account all possible results. In
the context of our model, the expected information gain is equivalent to
the expected Kullback–Leibler divergence between prior and posterior
beliefs (full derivation in Nelson (2005)),

E(𝐼𝑔) =
∑

𝐷
𝑃 (𝐷)

∑

𝐻
𝑃 (𝐻|𝐷) log

𝑃 (𝐻|𝐷)
𝑃 (𝐻)

. (14)

If agents select sources based on their value in terms of expected
information gain, then we can define confirmation bias in the selec-
tion of sources as valuing a confirmatory source’s relative expected
information gain more so than would be rational,
E(𝐼𝑔)𝑓𝑜𝑟 >

( E(𝐼𝑔)𝑓𝑜𝑟
)

. (15)
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E(𝐼𝑔)𝑎𝑔𝑎𝑖𝑛𝑠𝑡 E(𝐼𝑔)𝑎𝑔𝑎𝑖𝑛𝑠𝑡 𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙
Fig. 7 shows a simulation of confirmation bias in the selection
of sources. A simulated individual with an initial prior belief for a
hypothesis, 𝑃 (𝐻) = 0.8, receives data from two sources, with neutral
initial prior beliefs in the reliability of each source (𝑃 (𝑅) = 0.5
for each source). One source provides confirmatory evidence for the
hypothesis, while the other provides disconfirmatory evidence (see
the Appendix for further simulation details). In the simple model the
expected information gain of sources is invariant. In the rational model
there is little difference in the expected information gain of sources,
and the confirmatory sources are slightly preferred. With the BIASR
model, there is a much greater difference in the expected information
gain, with confirmatory sources much preferred. An individual that can
choose only one source would much prefer the confirmatory source
under the BIASR model, if that choice was made based on the expected
information gain.

The expected information gain has good theoretical grounding as a
measure of optimal data selection, and has been shown to correlate well
with empirical results of actual human behaviour (Nelson, 2005). We
also investigated an alternative measure, the diagnosticity of a source,
with qualitatively similar results (see Appendix).

5. Empirical evidence aligned with the independence approxima-
tion

We have shown that the BIASR model can generate a range of
confirmation bias type behaviours. If the model is capturing, in some
sense, how people actually behave then we would expect to see a
difference in behaviour depending on whether information is processed
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Fig. 7. Confirmation bias in the selection of sources. At each timestep, simulated agents receive one confirmatory datum in support of their prior hypothesis from the ‘‘for’’ source
and one disconfirmatory datum from the ‘‘against’’ source. (a) The expected information gain is constant with the simple version of Bayes’ theorem. (b) In the rational model, the
expected information gain is similar between the sources, with the confirmatory source slightly preferred over the disconfirmatory source. (c) With the BIASR model, the expected
information gain of confirmatory sources is much greater than disconfirmatory sources. (d) The ratio of expected information gain (for/against source) is much higher in the BIASR
model than in the simple and rational cases, where the ratio stays around 1.
incrementally or all at once. Processing data all at once will give the
same result as rational incremental processing, i.e. no bias. However,
according to the BIASR model, sequential processing will show path
dependence.

An experimental manipulation would be to encourage participants
to either (a) process information incrementally or (b) process infor-
mation all at once. We expect to see more confirmation bias when
the information is processed incrementally. We found two previous
experimental studies where this distinction was made.

5.1. Redlawsk (2002)

Redlawsk (2002) describes the difference between on-line processing,
where information is evaluated immediately and sequentially versus
memory processing where information is remembered and then evalu-
ated all at once when a decision is required. In an experiment, they
simulated a presidential election and gave participants information
about candidates. In the on-line condition, no further instructions were
given as on-line processing is assumed to be the default behaviour. In
the memory-based condition participants were encouraged to remem-
ber the information that they saw; they were told that they would be
tested on it later, as well as being told that they would need to justify
their choice to an experimenter. They investigated how participants
reacted to incongruent (negative) information once they had developed
a preference for a candidate. In the online condition this negative
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information actually increased the preference for the candidate, while
in the memory condition the negative information reduced the candi-
date rating: In the on-line condition the incongruent information seems
to be negatively evaluated to such an extent that it provides evidence
in favour of the candidate.

Redlawsk (2002) attribute the difference to an additional accuracy
motivation to the memory-based processors, within the framework
of motivated reasoning (Kunda, 1990). Within this framework, the
memory-based processors are motivated for greater accuracy due to
the instruction that they will need to justify their choices, and they
achieve this by processing the information all at once (or remembering
the dependencies between beliefs). The BIASR model suggests that the
bias arises because of path dependence in the on-line condition. The
BIASR model also provides an explanation for the greater accuracy of
memory processors: remembering data received and/or dependencies
between beliefs will avoid independence approximations and therefore
also avoid confirmation bias. This highlights that rational processing
is possible in the BIASR model if sufficient memory resources can be
recruited to manage the number of dependencies (or observations) in
a situation. Fig. 8 shows the data as presented by Redlawsk (2002)
alongside a simulated replication of the effect with the BIASR model.
Here, we used the same model as in the earlier simulations, with the
change that unreliable sources are now anti-reliable, so are more likely
to give false information, i.e. 𝑃 (𝐷 = 1|𝐻 = 1, 𝑅 = 0) = 0.35.



Cognition 245 (2024) 105693C. Pilgrim et al.
Fig. 8. Replication of the Redlawsk result. (a) The data presented by Redlawsk. Following negative information about a preferred candidate, the online processors increase their
rating for the candidate, while the memory processors decrease their rating. (b) A replication with the BIASR model. We start with a prior preference for the candidate and a
neutral prior in source reliability (not shown). Unreliable sources are considered anti-reliable, i.e. negative information from an unreliable source actually acts as evidence for a
candidate. We simulate receiving a series of negative pieces of information from the source. Similarly to Redlawsk: in the BIASR condition belief in the candidate increases, while
it decreases in the rational condition.
5.2. Carlson et al. (2006)

In this experiment (Carlson et al., 2006), participants were asked
to make a choice between two restaurants after seeing each of the
restaurants’ attributes. The six attributes were typically neutral but
included one for each restaurant that was much in its favour (for
example, one restaurant has a professional dessert chef while the other
has a small assortment of standard desserts). The order of attributes
were manipulated so that the target restaurant had its very positive
attribute revealed first, and the opposing restaurant had the attribute
in fourth position. As a further treatment, in Study 1 the attributes
were shown sequentially, while in Study 3 the attributes were shown
together on a single page for each restaurant. They found a significant
preference for the target restaurant in Study 1, but not in Study 3.
Confirmation bias was not detected when information was presented in
one block, but was detected when the same information was presented
sequentially.

The authors of the study interpret the result within Russo’s predici-
sional distortion of information framework. When incorporating informa-
tion sequentially, a positive first attribute creates an initial preference
for the target restaurant that then biases the interpretation of sub-
sequent data so that overall the target restaurant is preferred. This
framework is similar to our model and the findings here support both
perspectives. Within the BIASR model, the preference for the target
restaurant in Study 1 is described by belief perseverance, i.e. the first
attribute observed has a greater weight on the final choice than the
fourth attribute. Alternatively, when data is shown all at once it is more
likely to be processed together, which is equivalent to remembering the
history of belief dependencies. We have simulated this result within
the BIASR model (Fig. 9). We used a similar setup as in the earlier
simulations, but now messages can be negative, slightly positive or
very positive, 𝐷 ∈ [0, 1, 2] respectively. We chose this setup because
it replicates the result with a minimal change to the existing model.
12
6. General discussion

The traditional normative argument is that rational behaviour
should enjoy higher evolutionary fitness (Daw et al., 2008). As ar-
gued here and noted before, a normative account should also include
cognitive limitations (Dasgupta et al., 2020; Daw et al., 2008; Klay-
man, 1995), such that when considering computationally intractable
problems evolutionary pressures will favour organisms with efficient
approximations to rationality (Daw et al., 2008). We have argued
that maintaining dependencies within large belief networks is compu-
tationally intractable given realistic memory constraints. We showed
how human cognition can overcome this limitation through the BIASR
model (Bayesian updating with an Independence Approximation and
Source Reliability). And this approximation leads directly to many
confirmation bias behaviours. Our results are general, and similar
problems will be encountered by artificial agents with large world
models.

Previous information processing models of confirmation bias either
introduce irrationality without a complete explanation, or they explain
the bias as rational given a certain belief updating structure. Irrational-
ity can be included by, for example, adding a factor to reduce the
weight of disconfirmatory evidence (Gerber & Green, 1999). Our contri-
bution offers a principled source of irrationality based on a boundedly
rational approximation to Bayesian rationality. This approximation
leads to a simplification of the rational model which is equivalent to the
‘‘belief-based’’ updating described in previous research (Bovens et al.,
2003; Hahn et al., 2018; Merdes et al., 2020; Olsson, 2011). Addition-
ally, our single model is able to generate many forms of confirmation
bias. We do not claim that the BIASR model is the full story, and for
example Bayesian networks (Jern et al., 2014) can explain much of the
empirical evidence for attitude polarisation. However, the BIASR model
demonstrates a variety of other confirmation biases that the Bayesian
rational model does not, suggesting that it is capturing an important
aspect of boundedly rational cognition.

We have focused on a very simple Bayesian network to demonstrate
that confirmation bias can arise from the BIASR model. We do not
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Fig. 9. Replication of the Carlson, Meloy and Russo result. Information is received about attributes of a restaurant. The attributes that are received are either ‘‘1’’: neutral (or
slightly positive); or ‘‘2’’: strongly positive. (a) In the BIASR model the strong initial positive message induces a bias towards restaurant 1 (𝑀1) which persists. (b) In the rational
model, the order that data is received does not influence the final beliefs and both restaurants are judged to be of equal expected quality. The beliefs are simulated using (c) the
conditional probability distribution.
claim that this simple model is how people actually update their beliefs.
However, the behaviour is robust and emerges under a wide range of
conditional probability distributions. The assumptions also hold (and
are even strengthened) with more complex belief structures. We present
a model based on two types of sources (reliable or not). However,
inference that includes beliefs about types of sources in general would
be susceptible to confirmation bias in the same way (including for
example biased or anti-reliable sources).

We have included an assumption that human information process-
ing is described by the mathematics of Bayesian networks, and that
human memory can be analysed in the same way as computer memory.
Our feeling is that these principles are fundamental to information
processing and so it is reasonable to assume that human cognition is
at least partly bound by them.

The BIASR model provides more than a parsimonious account of
confirmation bias — it represents a testable hypothesis. Specifically, we
connect confirmation bias to memory limitations in boundedly rational
belief updating. This suggests future studies to explore this connection,
potentially through behavioural experiments or computational simula-
tions. Such research has the potential to deepen our understanding of
the root causes of confirmation bias. In turn, a deeper understanding
can contribute to the design of more effective interventions that can
potentially reduce the negative social impact of confirmation bias and
enhance collective cognition.

6.1. Social and individual explanations

The BIASR model is at the information processing level. However,
there have also been explanations of confirmation bias at the social and
individual level. Our model is not in opposition to these explanations,
but instead complements them.

There have been a range of social explanations for confirmation
bias. Mercier and Sperber (2011) claim that confirmation bias can
improve group cognition. If biased individuals argue to support their
own belief then the result can be that overall there is a more effi-
cient group search through hypothesis space, which is then reconciled
through debate. This idea could describe the scientific process. Indeed,
scientists are not immune to confirmation bias (Dunbar, 1995; Koehler,
1993; Mahoney, 1977) and history is littered with individual scientists
who steadfastly held onto their beliefs despite disconfirmatory evidence
(Nickerson, 1998). Building on this idea, Norman (2016) argues that
the purpose of human reasoning in general is to align group intentions
and confirmation bias helps in this regard by strongly entrenching
group mythology and beliefs that can persevere over time and so main-
tain group cohesion. Another perspective is that believing something
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strongly can influence others and help to bring it about (Peters, 2020),
a form of self-fulfilling belief (Snyder, 1984).

At the individual level, confirmation bias may help to navigate
asymmetric error utilities (Friedrich, 1993; Nickerson, 1998) (being
wrong about believing there is not a lion is more problematic than
being wrong that there is a lion). From an adaptive perspective, a
wider utility function is being optimised beyond truth seeking, and
confirmation bias helps to drive behaviour towards a beneficial out-
come in this wider game. This is almost certainly true if we assume
that human behaviour is adaptive. While the threat of being eaten is
obvious, the principle applies to other threats such as identity or self-
perception. Kunda (1990) made the case that reasoning is motivated
only sometimes by accuracy, and other times by a desire to arrive at
certain conclusions. In this account, the individual’s motivation will
determine which cognitive processes are put to use. If accuracy is
desired, then deeper processing is carried out. But if an individual has
a motivation to e.g. preserve their self-image or identity, then they
can introduce biases in their reasoning that lead to the preservation of
those beliefs (Kunda, 1990). People are not completely free to believe
whatever they want, and are instead constrained by the available
cognitive resources and by the need for coherence within beliefs, at
least to the extent that they could justify themselves to someone else
(Kunda, 1990). The desire for coherence is an older idea that is also
a part of the influential cognitive dissonance theory (Festinger, 1962).
Biased evaluation, biased assimilation and belief perseverance can be
understood as the reconciliation of the dissonant beliefs ‘‘I believe that I
am someone who holds correct beliefs’’ and ‘‘this evidence disconfirms
my beliefs’’ (Kunda, 1990). However, notably it has been argued that
dissonance theory does not easily predict attitude polarisation (Lord,
1989). Motivated reasoning and the avoidance of dissonance are a part
of the puzzle, but it still leaves the question open of describing the
cognitive processes involved.

As social behaviour emerges from individual behaviour, so individ-
ual behaviour emerges from cognitive processing. Kunda’s perspective
on motivated reasoning (Kunda, 1990) is enriched by our framework.
Motivated reasoning relies on the assumption of different cognitive
faculties that have differential levels of accuracy and effort. Our model
provides a clear account of using extra cognitive resources to improve
the accuracy of reasoning. An individual with an accuracy motiva-
tion could update their beliefs without applying the independence
approximation, and instead use extra memory resources to consider
dependencies between beliefs and avoid biases. We can also see the link
to emotional states and hot vs cold cognition (Kunda, 1990) — one can
imagine a hot-headed individual quickly jumping to false conclusions
while a cooler head carefully thinking through the evidence and belief
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dependencies. A promising direction for future research is to explore
the conditions that either promote or inhibit confirmation bias. The
BIASR model predicts that these conditions are tied to memory capacity
and motivation.

Given that confirmation bias exists, we can speculate that it would
make sense for adaptive pressures to build other behaviours around
this bias — nature is parsimonious. A purely rational agent would
reason about the world and then decide on their actions based on
these beliefs combined with an expected utility distribution. In certain
situations it may be more cognitively efficient to shortcut this two-step
process by leveraging confirmation bias to drive behaviour based on
less than rational beliefs. Given that confirmation bias exists at the
individual level, we can speculate that adaptive pressures built useful
group dynamics upon it such as argumentation and debate (Mercier &
Sperber, 2011), persistent group ideologies and mythologies (Norman,
2016) and even the will to force reality towards our beliefs (Peters,
2020).

7. Conclusion

The BIASR model is based on principled assumptions, generates
many confirmation bias type behaviours, and aligns well with both
empirical evidence and other explanations in the literature. The main
principle of the BIASR model is that put forward by Daw et al. (2008),
who contend that rationality is not the appropriate normative stan-
dard when studying human and animal behaviour. Instead, where
rational computation is expensive we should expect to see efficient
approximations to rationality. We demonstrate that an independence
approximation is one way in which cognition can overcome intractable
computational demands, providing a fuller normative explanation for
the ‘‘belief-based’’ updating described in earlier work (Bovens et al.,
2003; Hahn et al., 2018; Merdes et al., 2020; Olsson, 2011). Given
its general nature, the independence approximation deserves further
investigation as a more general cognitive mechanism for boundedly
rational reasoning with memory constraints.
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