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1. Introduction

Joints refer to the parts that connect two or
more bones and their main function is to
enable relative movement between bones.
The human body has multiple joints,
including the temporomandibular joint,
shoulder joint, elbow joint, wrist joint,
hip joint, knee joint, and ankle joint.[1]

Joints are essential structures in the human
body but are also prone to diseases.
Common joint diseases include osteoar-
thritis, rheumatoid arthritis, and disloca-
tions. According to data from the 2021
Global Rheumatoid Arthritis Network
and the 2020 Centers for Disease Control
and Prevention, over 350 million people
worldwide suffer from arthritis.[2]

Surgical treatment methods for osteoarthri-
tis include arthroscopy and joint replace-
ment surgery, where arthroscopy can
clean the inflammatory tissue within the
joint and relieve pain.[3]

Arthroscopy is a minimally invasive
diagnostic and therapeutic procedure for
joints, performed through a small incision

on the skin. It is most commonly performed on the knee joint,[4]

shoulder joint,[5] elbow joint,[6,7] wrist joint,[8,9] ankle joint,[10–13]
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In this study, an innovative exploration of leveraging bionics and continuum
robotics principles to develop a novel solution for arthroscopic surgery is
embarked on. Inspired by the flexibility and adaptability of organisms like snakes
and octopuses, the continuum robot concept aims to address the inherent
challenges in traditional arthroscopy, including lower precision, manual tremors,
and long surgeon learning curves. The implementation of these principles in the
human body, however, faces significant obstacles, particularly achieving high-
performance motion control amid strong nonlinearity and coupling between
modules. This research focuses on intelligent integration and enhanced safety in
human-machine interaction, aiming for improved control precision and flexibility
in arthroscopic procedures. A thorough literature review of endoscopic contin-
uum robots is conducted, highlighting current advancements in actuation,
structure, sensing, and control technologies. The study concludes with an
assessment of these technologies, their limitations, and future potential, in light
of the unique demands of arthroscopic continuum robots. This comprehensive
review bridges bionics and robotics, presenting the opportunities and challenges
in applying continuum robotics to arthroscopic surgery. The goal is to encourage
further research in this area, contributing to the development of prototype robots
that enhance the precision and safety of arthroscopic surgery.
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finger joints,[5,14,15] or hip joint.[16–18] Endoscopic science began
with the Lichtleiter developed by Phillip Bozzini (1779–1809) in
1806, but it wasn’t until 1912 that the endoscope was used in
joints, proposed by Severin Nordentoft (1866–1922).[17]

Arthroscopy is a mature minimally invasive surgery for diagnos-
ing and treating joint diseases and injuries, such as knee arthros-
copy, which costs the global healthcare system over 15 billion
dollars annually.[19] During manually operated arthroscopic sur-
gery, doctors use various tools and equipment to manipulate the
structures inside the joint. Although arthroscopic surgery is
more minimally invasive than traditional open surgery, it may
still encounter the following problems[19]: 1) bleeding, injury,
and infection; 2) lack of depth perception and limited field of
view; 3) hand–eye coordination issues with the intraoperative
field of view. These issues make the learning curve for arthro-
scopic surgery quite steep. For example, a report from the
University of Oxford shows that doctors need to complete 170
cases to reach basic capabilities in knee arthroscopy.[20]

These issues stem from the inherent limitations of manual
operations, including lower precision, manual tremors, lower
dexterity of manual arthroscopes, and difficulty in maintaining
sterility. The complexity of arthroscopic surgery results in a rela-
tively long learning curve for surgeons, which may lead to acci-
dents during surgery and postoperative complications. Advances
in robotics and imaging technologies can alleviate these draw-
backs and ease some of the healthcare system’s access and work-
force pressures.[19] Compared to traditional surgical approaches,
arthroscopic robots can mitigate the impact of human factors on
surgical outcomes and effectively reduce surgical risks.
Additionally, arthroscopic robots offer advantages such as precise
positioning, intelligent navigation, and dexterous obstacle avoid-
ance, thereby enhancing surgical efficiency, accuracy, and pro-
viding better treatment outcomes and surgical experiences for
patients. Therefore, the development of a high-precision, anti-
tremor, highly dexterous, and intelligent arthroscopic robot holds
significant potential.

Inspired by the bodies of snakes, elephant trunks, and octopus
tentacles, continuum robots have been designed to structurally
mimic their inherent agility and adaptability.[21] Compared with

traditional rigid-link manipulators, “continuum” mechanisms
generate bending motion using a series of continuous arcs.[22]

This design was initially focused on large-scale grasping, move-
ment, and positioning in industrial applications,[22] even in
enclosed environments for urban search and rescue opera-
tions.[23] The flexibility of continuum robots is suitable for sur-
gical applications, achieving infinite degrees of freedom (DoF)
operation within a small range, thereby reducing invasiveness
to patients.[24–26] In addition to the robot’s structure, an appro-
priate controller and corresponding sensors are also necessary
conditions to ensure precise control performance.

Figure 1a–c illustrates the basic differences between 1) rigid-
link, 2) hyper-redundant, and 3) continuum robots.[22] Compared
with rigid-link and hyper-redundant robots, continuum robots
use movement mechanisms similar to biological organs such
as octopus tentacles and elephant trunks, using elastic deforma-
tion to make the flexible body bend into a smooth continuous
curve to generate motion.[27] Figure 1d compares the basic per-
formance of rigid-link robots and continuum robots from four
factors: flexibility, position perception, operability, and load per-
formance.[28] For the high-safety interaction and high-flexibility
requirements of arthroscopy robots, continuum robots, due to
their compliance and safety interaction characteristics, become
a potential robot configuration feasible plan. However, the appli-
cation of continuum robot technology to surgical instruments
inside the human body is still in its infancy.

Integrating a continuum robot system into small-scale sys-
tems like arthroscopy presents some challenges. First, the space
occupied by drive, sensing, and structural components must be
minimized to make room for the robot’s internal tool channel to
accommodate surgical instruments and endoscopes. Second,
under high compactness and actuation–sensing–structure inte-
gration, high-performance motion control for continuum robots
is achieved with strong nonlinearity and strong coupling between
modules. The following will discuss the actuation, structure,
sensing, and control aimed at the needs of arthroscopic surgery
robots, to realize intelligent integration, high human–machine
interaction safety, high control precision, and flexibility of the
arthroscopic surgery robot scheme.

Figure 1. Comparison of three types of robots and performance comparison between rigid and continuum robots. a) Rigid-link robot;[300] b) hyper-
redundant robot. Reproduced with permission.[72] Copyright 2018, Springer; c) continuum robot. Reproduced with permission.[301] Copyright 2019,
Wiley; and d) performance comparison between rigid-link and continuum robots. Reproduced with permission.[28] Copyright 2008, Hindawi.
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2. Actuation and Structure Design

2.1. Actuation

Although existing literature divides the actuation of continuum
robots into two main categories, namely extrinsic and intrin-
sic,[29] the commonly used actuation methods can be roughly
categorized into three types: underactuation based on cable
length variation (cable-driven), pressure-driven based on fluid
(fluid-driven), and deformation-driven based on smart materials
(smart material-driven).

2.1.1. Wire-Driven

Wire-driven continuum robots employ cables (such as shape
memory alloy [SMA] wires and ropes) that are pulled by motors.
The basic principle involves threading the cables through fixed
points on the mechanical body of the robot. By pulling the cables
at the root, a bending moment is generated at the fixed points,
thereby causing bending deformation of the robot body.[30] To
reduce the volume of the robot body, the actuation devices are
usually placed on the robot base. However, cable-driven systems,
which are driven by motors and transmission mechanisms, are
complex and difficult to miniaturize and integrate.[31–33]

2.1.2. Fluid-Driven

Pressure-driven based on fluid can be categorized into hydraulic
and pneumatic actuation methods. Liquids have good compress-
ibility, high-response frequency, and no loss when there is no
leakage, making them promising for actuation in continuum
robots.[34] Pneumatic actuation is widely used in continuum
robots due to the advantages of lightweight medium, wide avail-
ability, and pollution-free properties. Pneumatic continuum
robots typically control the expansion and contraction of pneu-
matic joints by changing the pressure of compressed air, thereby
controlling the robot’s motion. The traditional implementation
involves storing air using a compressed air pump and changing
the airflow direction using electromagnetic (EM) valves. This
approach is not only used for driving pneumatic muscles and
elephant trunk robots but also in hyperelastic silicone material
robots. However, this method is bulky and consumes a large
amount of air, which greatly limits the application of continuum
robots in unstructured environments. To expand the application
range of robots, researchers have made many improvements in
pneumatic systems.[35–37]

2.1.3. Smart Material-Driven

Smart materials are integrated into the robot body and controlled
to deform under the effect of field effects such as electric fields,
thermal fields, magnetic fields, or light, enabling the integration
of the driving structure of the robot. Currently, SMAs are mostly
used as smart materials for actuating continuum robots. SMA-
driven continuum robots achieve motion by electrically heating
the SMA to cause contraction. For example, when heated, SMA
can recover its original shape. By embedding SMA into the robot
body, the robot can be driven to move in a certain direction.[38,39]

Dielectric elastomers embedded in the robot body can drive com-
plex movements by controlling their deformation under an elec-
tric field.[40–42] Magnetorheological elastomers used as robot
bodies can drive robot motion by changing the intensity and
direction of the magnetic field.[43] Ionic polymer–metal compo-
sites applied to robots can change the deformation direction of
the material by applying voltage.[44] Furthermore, the recent
advancements in liquid crystal elastomers (LCEs) provide a sig-
nificant breakthrough, particularly for light-activated actuation in
robotics.[45–47] These LCEs can undergo substantial elongation
and contraction in response to light exposure, offering a unique
approach to biomimetic movement in robotic systems.

2.1.4. Hybrid Actuation

Hybrid-driven continuum robots generally combine multiple
actuation methods mentioned earlier, such as pneumatic and
cable-driven,[48] to achieve better performance, although control
modeling becomes more complex.

2.1.5. Other Actuation Methods

Some scholars have also employed unconventional actuation
methods, such as water-jet-driven[49–51] and magnetic-
driven,[52–54] each with its own limitations in specific application
scenarios.

Among these actuation methods, fluid-driven often produces
large noise due to the pump and has lower operating precision.
Smart material-driven has lower response frequency due to tem-
perature field or other field control. Therefore, wire-driven is
often considered a feasible solution for arthroscopic surgery
scenes with high-response frequency and high human–machine
interaction safety.

2.2. Structure Design

Through the classification based on the material stiffness of the
structural components that compose a robot, the structural con-
tinuum can be divided into two categories: soft continuum and
rigid continuum. Soft continuum robots belong to the category of
soft robots,[55–58] but their driving forms and structural designs
are not suitable for minimally invasive endoscopic surgical
robots with small outer diameters.

Rigid continuum structures refer to the mode of force and tor-
que transmission directly through rigid elements.[59] Driven by
the demand for high flexibility and small scale in medical
intervention surgeries, there has been a great deal of innovation
in the design of rigid continuum robots,[21,24,60] which can be
classified as steerable needles,[61–63] concentric tubes,[64–68] notch
tubes,[69–71] and backbone-based (hinged or continuous)
robots.[30,72–75] Figure 2 illustrates examples of implementations
using these design principles.

2.2.1. Design of Steerable Needles

Manipulable needles are usually made of flexible materials such
as nitinol or other SMAs, which allow them to bend and curve
while passing through tissues. The needle tip is typically
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asymmetrical, with a bevel or other shape that bends in a specific
direction when force is applied. By controlling the direction and
magnitude of this bending, the needle can be guided to specific
targets inside the body. One of the key features of manipulable
needles is their ability to minimize tissue deformation and dam-
age during insertion. By allowing more precise positioning, these
needles can reduce the risk of complications and improve patient
outcomes.[76–78] Furthermore, there have been improvements in
the design of steerable needles in terms of reducing needle hard-
ness, using different driving forms, and other purposes.[63,79–81]

2.2.2. Design of Concentric Tubes

Concentric tubes are structures composed of two or more nested
tubes with different diameters.[82,83] They can be used to manu-
facture needles with piecewise constant curvature (PCC) or more
general shapes. When bent tubes are inserted into each other to
form a needle, their common axes must conform to the interact-
ing curvatures. By relative movement and rotation of the tubes,
the curvature and total length of the needle can be changed.
Concentric tube robots are devices that utilize this structure to
create flexible and manipulable tools for minimally invasive sur-
gery. They consist of multiple concentric tubes that can be
manipulated independently or simultaneously to achieve various
motions and configurations. The outer tubes provide structural
support, while the inner tubes can be used for sensing, imaging,
or manipulation. Concentric tube robots have several features
that make them useful in medical applications. They can traverse
complex anatomical structures with precision and flexibility,
enabling less invasive surgeries and faster patient recovery times.
They also have the advantage of a small footprint and ease of inte-
gration into existing surgical systems. Although concentric tube
robots were initially used for general surgical applications,

subsequent improvements have been made for specific surgical
scenarios.[84–88]

2.2.3. Design of Notch Tubes

Notch tubes refer to thin-walled tubes with specific notch pat-
terns carved out.[89–91] The purpose of the notches is to enable
bending of the thin-walled tubes. The materials commonly used
for notch tubes are nitinol and polypropylene plastics. These
notch tubes can be used as the backbone of a continuum and
do not require intervertebral discs. Larger bending curvatures
pose significant challenges for concentric tube continua. To
maintain miniaturization and achieve large curvature bending,
a new type of asymmetric notched concentric tube was
introduced based on the design of concentric tubes.[92]

Additionally, connecting multiple segmented notch tubes in
series can achieve a multi-DoF continuum robot.[93]

2.2.4. Backbone-Based Design

Backbone-based continuum robot design refers to using a con-
tinuous or multi-joint hinged support backbone as the main
structure of the robot.[88,94–97] This backbone support includes
drive cables, sensors, and other components, and the skeleton
provides a spring force for returning to its original position
and can form curves with equal curvatures during driving.
Scholars have used various structures to achieve such skeletons,
such as springs,[75,98,99] polymers,[100] and nitinol rods/
tubes.[74,96,101] Tendons or rods are wired along the length of
the backbone, and when using a continuous skeleton, interver-
tebral discs fixed on the desired wiring path are required and
fixed at specific distal points. In contrast, intervertebral discs
are not necessary when using hinged structures. By continuously

Figure 2. The demonstration of the designs of different continuum robots with rigid structures: a) steerable needle. Reproduced with permission.[302]

Copyright 2018, Talory & Francis, b) typical concentric tube design. Reproduced with permission.[68] Copyright 2023, MDPI, c) notched tube. Reproduced
with permission.[71] Copyright 2022, MDPI, and d) skeleton-based design. Reproduced with permission.[30,73] Copyright 2013, Sage; 2022, MDPI.
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stacking segments of this design, more DoF can be achieved.
Figure 2d shows hinged and continuous backbone designs, with
hinged structures often supplemented with elastic components
to achieve bending and resilience of the continuum, while con-
tinuous structures can also be multi-segmented elastic skeleton
structures.

2.2.5. Variable Stiffness

In practical applications, continuum robots also need to
adjust their stiffness. Existing technical solutions include config-
urations with antagonistic tendons-fluidic bags,[33,102,103]

pressure/vacuum interference techniques,[104,105] the use of
SMAs,[99] or insertable constraints.[106]

Despite the advantages of rigid continuum robots, such as a
wide range of motion and ease of configuration, the high level of
hysteresis caused by internal friction and tension loss in the drive
cables restricts their development, making it challenging to scale
down these multi-segmented, variable-length, and adjustable-
stiffness designs to a scale suitable for surgical applications.

3. Sensing

Arthroscopic surgery is a type of minimally invasive surgery.
Continuum robots can perform precise operations on anatomical
structures along curved paths through small incisions or natural
orifices within the human body, relying on accurate perception of
the continuum robot’s body shape.[107] Due to the limitations of
the structure used for minimally invasive surgical robots, it is
challenging to apply traditional sensors such as encoders, poten-
tiometers, strain gauges, and inertial measurement units
(IMUs). There is an urgent need to develop new types of com-
patible, embeddable, and miniaturized sensors. This section
explores the latest advancements in alternative emerging technol-
ogies for 3D shape sensing in this field, including methods for
shape reconstruction based on flexible sensors, fiber-optic sen-
sors, EM tracking, and intraoperative imaging modalities.[107,108]

3.1. Flexible Sensors

Flexible sensors are based on the principle that the resistance or
capacitance of conductive smart materials changes under strain,
allowing measurement of information such as bending, stretch-
ing, and stress.[109–113] Currently available commercial flexible
sensors such as Flex Sensor, FlexiForce, Bend Sensor, and
StretchSense possess certain flexibility and can be attached to
or embedded in the continuum robot’s body. However, the elas-
tic modulus of these sensors can have an impact on the robot’s
ownmotion, and their models are fixed and difficult to customize
or trim. To better adapt the sensors to the needs of continuum
robots, scholars have explored new materials and processing
techniques. For example, by injecting conductive liquid eutectic
gallium–indium into microchannels within a silicone body, the
resistance of the conductive liquid changes as the body
deforms.[114,115] By altering the arrangement of the internal chan-
nels, information such as axial strain, pressure, and bending can
be measured.[116,117] Flexible sensors are widely used in the field
of continuum robots. In medical robots, for instance, flexible

sensors can be embedded in the robot’s body to measure the
bending state and force of surgical instruments during
operations, thereby improving surgical quality and safety.

3.2. Fiber Bragg Grating

FBG sensors, short for fiber Bragg grating sensors, are a type of
fiber-optic sensor.[118–120] They utilize the periodic variation of
refractive index within the fiber core to reflect a specific wave-
length known as the Bragg wavelength. The principle of FBG
sensors is based on the wavelength variation of the reflected light,
which is proportional to the strain or temperature experienced by
the fiber. FBG sensors consist of an optical fiber segment with a
periodic refractive index variation,[69,121–129] which is achieved
through ultraviolet exposure.[130–135] The advantages of FBG
sensors include high sensitivity, immunity to EM interference,
and the ability to measure multiple parameters simultaneously.
However, their disadvantages include high cost, limited dynamic
range, and the need for specialized equipment for installation
and decoding. FBG sensors find applications in structural
health monitoring, aerospace, civil engineering, and biomedical
sensing.

3.3. EM-Tracking-Based Sensors

EM-tracking sensors[136–145] utilize an EM field to track the posi-
tion and orientation of objects.[146–150] These sensors can be
embedded in any part of the robot’s body[151] and serve as locali-
zation points within the task space. The advantages of EM-
tracking sensors include high precision, fast response time,
and the ability to operate in harsh environments. However, they
are susceptible to interference from other EM sources and require
calibration. EM-tracking sensors find wide applications in robot-
ics, motion capture, medical imaging, and other fields.[152–160]

3.4. Vision-Based Shape-Sensing Techniques

Vision-based shape-sensing techniques capture images of the
robot and its surrounding environment using cameras, and then
reconstruct the shape of the robot using computer vision algo-
rithms. These techniques are based on triangulation, involving
the measurement of the robot’s position from multiple camera
perspectives.[161–164] The advantages of vision-based shape sens-
ing include high accuracy, noninvasiveness, and real-time feed-
back capability. However, they are sensitive to lighting conditions
and require calibration. Vision-based shape-sensing techniques
are used in various applications, including robotics, medical
imaging, and virtual reality.

Vision-based shape-sensing techniques include perspective-
imaging-based shape reconstruction,[165–169] endoscope-based
shape reconstruction,[147,148,170–177] and ultrasound-based shape
reconstruction.[178–187] Perspective-imaging-based shape recon-
struction techniques offer high accuracy and real-time feedback
capabilities due to the use of X-rays, but they face challenges due
to significant radiation exposure and the use of contrast agents.
Endoscope-based shape reconstruction offers high accuracy,
noninvasiveness, and real-time feedback capabilities. However,
it is sensitive to lighting conditions and requires calibration.
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Ultrasound-based shape reconstruction is a technique that esti-
mates the shape of a surgical continuum robot using ultrasound
imaging. Its advantages include noninvasiveness, real-time feed-
back, and the ability to operate in challenging environments.
However, its limitations include limited accuracy and sensitivity
to tissue properties.

Among these sensing methods, due to the 3D sensing require-
ments, real-time constraints, and volume limitations (5 mm
outer diameter) of arthroscopic robots,[18] the application of
2D sensors, magnetic flux sensors, and microfluidic multiaxis
force sensors is limited. FBG sensors, in contrast, are a feasible
solution for arthroscopic continuum robots due to their high
real-time capability, ability to sense 3D curvature, and their small
diameter in the sub-millimeter range.

4. Control

To accurately approach the target detection area in arthroscopic
surgery, navigation and control are also important aspects.
However, the surgical route of arthroscopy is always narrow
and constrained, the field of view of the endoscope at the tip
of the continuum is limited, and the strong nonlinearity and
uncertainty of the continuum robot itself pose considerable chal-
lenges to the development of highly compliant, high-frequency
responsive, and high-precision control algorithms. This section
first discusses the kinematics, dynamics, and model-free meth-
ods of continuum robots, and then addresses control patterns
and related control theories.

4.1. Kinematics

Recent research[188] classifies the kinematics of infinite-DoF con-
tinuum robot into continuous kinematics, modal kinematics,
and discrete kinematics based on the order reduction of system
DoF. Continuous kinematics refers to the backbone of the robot
being a continuously variable curvature curve,[94,189–192] often
modeled using Cosserat rod theory. Continuous kinematics
often employ inverse solutions using partial differential equa-
tions and ordinary differential equations, such as numerical iter-
ation methods and optimization methods, to obtain inverse
kinematics. Modal kinematics involve fitting the shape and strain
of the robot using reduced-order models,[193–196] such as piece-
wise constant strain or curvature,[21] as well as using traditional
rigid-link robot kinematics like the Denavit–Hartenberg (D–H)
method to simulate the kinematic model of the continuum robot.
Modal kinematics can use analytical and iterative methods simi-
lar to traditional rigid-link robotic arms to obtain the correspond-
ing inverse kinematics. Discrete kinematics provide approximate
values of robot kinematics using discrete rods, pseudo-rigid
bodies, discrete elements, finite-element methods (FEMs),
etc.[197–202] Inverse kinematics solutions for discrete kinematics
can be obtained through inverse mapping relationships corre-
sponding to the respective methods.

4.2. Dynamics

Dynamics is often built upon the foundation of the kinematic
model. In this section, we will describe the dynamic models

of continuous kinematics, modal kinematics, and discrete kine-
matics based on their respective foundations. The establishment
of dynamic models is to achieve motion control that kinematic
models cannot achieve, such as high-speed motion, external
force loading, and vibration compensation.[203] For continuous
kinematics represented by the Cosserat rod theory, some schol-
ars have proposed using the Lagrangian method to establish
dynamic models[204] and designed a dynamic controller for con-
tinuum manipulators using Ritz and Ritz–Galerkin methods.
This method assumes that the robot cross section does not
deform, only the bending deformation of the robot’s centerline.
The dynamics corresponding to modal kinematics can be estab-
lished using similar methods as rigid-link robotic arms after sys-
tem order reduction, such as Lagrangian and Newtonian
methods.[205] Some scholars have used the D–H parameter
method based on the PCC hypothesis to design dynamic control-
lers.[206,207] However, for discrete kinematics, calculating the
dynamics using FEM numerical models consumes too much
computing power and cannot achieve real-time dynamic control.
To reduce computational costs, scholars have used model order-
reduction methods and classical control theory to achieve
simulation[208] and real robot control.[209–211]

4.3. Data-Driven Model

In addition to analytical model-based methods, researchers have
also proposed data-driven machine-learning-based methods,
such as supervised learning[212–220] and reinforcement
learning.[221–229] Based on preexperimental kinematic and
dynamic data, these methods use artificial neural networks
trained with the data as black box models for kinematics and
dynamics. The advantage of this black box model approach lies
in its ability to handle strong nonlinearity and uncertainty that
analytical models cannot address, without the need to establish
theoretical models or perform experimental calibration.
However, black box models are often not interpretable and rely
on high-quality sensor data. The combination of analytical
models and data-driven models is another trend in the control
of continuum robots.[230–236] Although analytical methods pose
challenges in parameter representation and modeling uncer-
tainty, their solutions often converge and can be combined with
online learning to leverage their respective advantages, including
convergence performance, no need for prior exploration data,
and online control error compensation.[237]

4.4. Motion Planning

The motion planning modes of continuum robots (see Figure 3)
can often be divided into “Following the leader (FTL),” “Coiling,”
and “Circumnutation”.[188] The motion pattern of circumnuta-
tion imitates the movements of vines and pea plants in
nature.[238,239] It is designed to overcome the disadvantages of
slender structures with low stiffness and provide motion
support.[240] Coiling is more like the trunk of an elephant
wrapping around a target object,[241] aiming to achieve
stable grasping or coiling motions.[242–246] FTL mimics the
motion of a snake.[247] Its purpose is to utilize the hyper-
redundant or infinite DoF of the continuum robot to achieve
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flexible obstacle avoidance movements.[97,248,249] Due to the
limitations of arthroscopic surgery scenarios, the characteristics
of the FTL motion pattern are more suitable for arthroscopic
surgical robot applications.

4.5. Control Pattern

Continuum robots for medical applications often adopt three
control patterns (see Figure 4): master–slave control, shared

Figure 3. Three methods of continuum robot motion planning. Reproduced with permission.[188] Copyright 2023, Wiley: a) following the leader (FTL)
navigation. Reproduced with permission.[247] Copyright 2014, Elsevier; b) a growing robot. Reproduced with permission.[240] Copyright 2017, The
American Association for the Advancement of Science; and c) grasping objects like elephant trunk. Reproduced with permission.[242] Copyright
2019, American Society of Mechanical Engineers.

Figure 4. Illustration of the three control modes of the robot. Reproduced with permission.[303] Copyright 2021, Beihang University.
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control, and autonomous control.[250] Master–slave control usu-
ally uses a master device (e.g., a joystick) as the input for control
commands, with the continuum robot acting as the slave to exe-
cute the input control commands.[251–259] Shared control refers to
using algorithms based on principles such as obstacle avoidance,
improved compliance, and optimal efficiency to assist in control-
ling the motion of the continuum robot, building upon master–-
slave control.[260–263] Autonomous control, as the name suggests,
allows the continuum robot to autonomously control its own
motion to reach target positions and orientations.[21,59,194,264–267]

Due to the small-diameter structure of arthroscopic surgery
instruments, which is not conducive to installing sensors for
external environment sensing, and the narrow and fragile work-
space of the robot, a shared controller suitable for this scenario
should be a key direction for development.

5. State-of-the-Art Continuum Robotics
Technology for Endoscopic Application

Current arthroscopes, typically rigid with diameters ranging
from 0.5 to 5mm, facilitate direct observation of joint morphol-
ogy and lesions by being inserted into the joint cavity through
small skin incisions. This is exemplified in Figure 5a, which
illustrates a standard arthroscopic system. However, the intricacy
of joint structures often leads to blind spots or suboptimal clarity
during inspections with rigid arthroscopes, hindering their abil-
ity to satisfy increasingly complex diagnostic requirements.
Figure 5b demonstrates these limitations in the arthroscope’s
operational scope. The integration of continuum robotics tech-
nology presents a promising solution to these challenges, signi-
fying a progressive trend in the evolution of arthroscopic
techniques. Due to the small-size design requirements and intel-
ligent drive navigation demands of arthroscopic surgical robots,
there are currently no reported designs of relevant continuum
robots. In this section, we analyze the design of endoscope con-
tinuum robots with similar requirements to obtain similar
demands and technological guidance for arthroscopic surgical
robots. This chapter systematically reviews the research mile-
stones of endoscope continuum robots from 2012 to the present.

The literature references used in this review were obtained from
a search on Web of Science using the keywords “Endoscope” and
“Continuum robot,” excluding all review articles. Focusing on
the specific requirements of arthroscopic surgery, including
the need for a tool channel inside the robot body and the require-
ment for a single-continuum robot instead of multiple parallel
ones, we selected representative studies for in-depth analysis.
The representative research articles are shown in Table 1.

Continuum robots, designed for endoscopic procedures,
exhibit a broad applicability across various medical domains.
Their utility extends to gastrointestinal tract endoscopy,[48,268,269]

paranasal sinus surgery,[250] laryngeal interventions,[270] and
maxillary sinus operations.[259] The typical structure and applica-
tion scenarios are depicted in Figure 6. These robotic systems are
generally composed of mechanical assemblies, cameras,
endoscopes, and image display units. Despite their potential,
continuum robots for endoscopy are yet to be clinically tested
and currently remain in the preclinical phase, limited to
specimen-based experimentation.

5.1. Structure

Among the four types of structures mentioned in Section 2.2, the
backbone-based type is the most common due to the require-
ments of minimally invasive surgical endoscope scenarios, such
as small outer diameter, high flexibility, easy interchangeability,
and the presence of a tool channel. In addition to the backbone
type, Butler et al.[271] proposed a structure combining concentric
tubes and a backbone, while Gao et al. and Hong et al.[249,272]

reported endoscope continuum robots using a notched tube
structure. The concentric tube structure is less flexible and
can easily cause tissue damage, while the notched tube structure,
due to its structural characteristics, often achieves only single-
DoF bending in each segment. In terms of outer diameter,
the notched tube can achieve a smaller diameter than the back-
bone, enabling functionality in narrower workspaces, and it can
have a larger proportion of tool channel cross-sectional area. In
summary, for scenarios with extremely narrow spaces that
require miniaturization but have relatively regular structures,

Figure 5. Composition of a typical arthroscope system: a) arthroscopic robot platform. Reproduced with permission.[304,305] Copyright 2019, IEEE; and
b) workspace of arthroscope. Reproduced with permission.[306] Copyright 2021, IEEE.
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the notched tube structure may be more suitable. However, for
workspaces with more complex requirements and less stringent
outer diameter requirements, the backbone-type structure is
more appropriate.

Building on prior research, scholars have persistently refined
the structural parameters of robots to improve both their flexibil-
ity and stiffness. This advancement aims to better fulfill the spe-
cific demands of endoscopic applications. A strategy to boost the
operational capabilities of continuous robots involves segment-
ing them into two parts and controlling each independently.
Wang et al.[273] introduced a streamlined, compact soft robot with
two segments. The robot’s proximal segment (PS), powered
hydraulically, provides omnidirectional bending to navigate
toward lesions. Conversely, its distal segment (DS), tendon-
driven, ensures precise and rapid steering of a laser collimator
for targeted lesion treatment. Additionally, Hong et al.[259]

unveiled a novel two-segment continuum robot designed for
maxillary sinus surgery, as illustrated in Figure 7a. The robot’s
PS facilitates entry into the maxillary sinus through the ostium,
while the spatial maneuverability of the DS covers most of the
sinus cavity. Enhancing the robot’s DOF in the frame is another
effective method to increase flexibility. Kong et al.[270] developed
an in situ torsionally steerable flexible robot, capable of rotating
torsionally at constant positions and bending directions. This
capability allows the robot to transmit torque for screwing actions
in a bent state, as depicted in Figure 7b, and is particularly useful
in laryngeal endoscopic surgery for maintaining the end-
effector’s position and approach vector throughout the
procedure.

Furthermore, augmenting the stiffness of a continuum robot
is crucial for improving operational precision. A common
method to achieve this involves optimizing the robot’s structural
shape. Koszowska et al.[274] proposed a unique modular magnetic
soft robot, composed of a soft magnetic double helix wrapped
around a soft magnetic core. The seam of the double helix
intersecting points provides planar reinforcement, significantly
elevating bending stiffness along the XZ plane, as shown in
Figure 7c. Li et al.[275] introduced an innovative metal printed
continuum joint, integrating a variable pitch design into its
springlike structure, effectively reducing positional errors at
the joint’s distal tip from 18.10% to 4.63%. Given the direct
contact of continuous robots used in endoscopy with human soft
tissues, research also concentrates on variable stiffness or rigid-
flexible coupling features.[276] Luo et al.[48] devised a gastrointes-
tinal endoscopic robot with a variable stiffness structure, whose
stiffness adjustment mechanism is detailed in Figure 7d. This
robot exhibits superior bending properties in both flexible and
rigid states, consistent motion, and reliable shape-locking during
rigid-flexible transitions, along with a high load-bearing capacity.
Lastly, Li et al.[277] developed a novel teleoperated parallel contin-
uum robot with adjustable stiffness, specifically for collision
avoidance in transoral surgeries. The surgical outcomes indicate
that this method can be preliminarily executed with success.

5.2. Actuation

Among the existing literatures surveyed, cable-driven actuation is
the most common type for endoscopic surgery due to its

Figure 6. Illustration of the composition and applications of a typical endoscopic continuum robot system. Reproduced with permission.[48] Copyright
2023, Wiley: a) experimental setup for phantom testing; b) endoscopic camera and forceps employed in the experiment; and c) illustration of the insertion
access process of the designed continuum joint (the red circle represents the actual position).
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simplicity in design, ease of structural and performance expan-
sion, low cost, and stability. However, due to its strong nonline-
arity and inherent uncertainties, it leads to high dynamical
uncertainties and low precision control. Garbin et al.[268,278]

reported a fluid-driven endoscope continuum robot, but its driv-
ing characteristics result in a larger outer diameter, making it
less suitable for surgical scenarios that require a microscale outer
diameter. Campisano et al.[49–51] reported a robot based on water-
jet actuation, which also resulted in a larger robot outer diameter
for similar reasons as fluid-driven systems. Chautems et al. and
Pittiglio et al.[53,54] used magnetic-driven actuation, a novel
form of actuation that allows for simple design and smaller
structural diameter but requires wireless control. However,
this type of actuation requires more complex control logic

and can only achieve small actuation movements. Jacquemin
et al.[279] introduced an innovative smart continuum actuator
leveraging electroactive polymer, which exhibited remarkable
performance, notably in bending capacity and control preci-
sion. Additionally, to improve the functionality of continuous
robots, a combination of actuation methods has been
employed. For instance, Wang et al.[273] combined hydraulic-
driven mechanisms with tendons, enhancing the robot’s agility
in navigating to lesions and performing targeted laser sweep-
ing on them. From a design trend perspective, cable-driven
actuation will still be mainstream for microscale applications.
Other actuation forms can be considered for larger scales or
scenarios with lower requirements for interaction safety and
motion control.

Figure 7. Illustration of advances in continuum robotics for endoscopic surgery: a) two-segment continuum modules with different functions.
Reproduced with permission.[259] Copyright 2022, IEEE; b) a prototype of the in situ torsionally steerable robots for endoscopic surgery.
Reproduced with permission.[270] Copyright 2022, IEEE; c) modular magnetic soft robot with high stiffness and its application. Reproduced with
permission.[274] Copyright 2023, Wiley; and d) working principle illustration of the stiffness adjustment for gastrointestinal endoscopic robots.
Reproduced with permission.[48] Copyright 2023, Wiley.
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5.3. Sensing

In the realm of endoscopic surgery, vision-based sensors are
predominantly utilized in robotic systems for functions like
target-tracking feedback and robot self-pose control, as eviden-
ced in studies.[54,280–282] Additionally, studies such as
refs. [49–51,268,278,283,284] have implemented various sensors,
including IMUs, gyroscopes, and EM-tracking-based devices, for
shape-sensing purposes. Specifically, research of Gao et al.[284]

has leveraged FBG sensors to monitor end strain, thereby facili-
tating force interaction with the environment. Moreover,
advancements in sensing technology have led to the development
of innovative components. For example, study of Yin et al.[285]

introduced a novel miniature continuum surgical robot, charac-
terized by a multi-material laminated structure. This design ena-
bles the integration of small piezoelectric transducers on the
robot’s surface, functioning as beacons to emit ultrasonic waves
for the shape detection of the continuum robot. The performance
of this technology demonstrated a less than 4mm error in open-
loop trajectory control without compensation, and less than
1mm error in ultrasonic shape detection. However, these emerg-
ing sensors remain in the experimental stage and are not yet
ready for clinical application. The future trend for endoscopic
applications necessitates sensors that are compact, highly accu-
rate in perception, flexible, and equipped with integrated multi-
perception capabilities. Additionally, these hardware systems
must undergo rigorous clinical testing and conform to medical
device standards.

5.4. Control and Navigation

The control accuracy of endoscope continuum robots can be
expressed in terms of end deviation/length. The existing robot
control accuracy[49–51,280,281,283,286–289] is generally distributed
between 1% and 10%. To harmonize control and navigation
approaches with endoscopic surgical practices, the study pre-
dominantly focuses on simplifying control models and architec-
tures. This simplification aims to facilitate multi-robot
cooperation, improve the efficacy of motion planning, and foster
adaptability in surgical contexts.

Simplification of control mechanisms is a critical aspect, as it
can mitigate the difficulties experienced by surgeons during
operations, thereby potentially increasing the success rates of
these procedures. To reduce the computational complexity of
control models, most research studies have used order-reduced
modal models, such as PCC, CC, D–H, and other
models.[53,54,249,268,272,278,290–293] However, research that utilizes
models like the Cosserat rod model[49–51,284] achieves high
computational complexity, resulting in lower control accuracy
and real-time performance. With the emergence of learning-
based methods, data-driven models, as used in refs. [282,284],
may become future development trends. The combination of
data-driven and model-based approaches also holds great poten-
tial. In the realm of structural complexity, scholars are focused on
reducing reliance on sensors by improving control algorithms, a
strategy that promises to streamline robot architecture. For
example, prevalent research in active compliance and force sens-
ing depends on force sensors located at either the proximal or

distal extremities of robots, which complicates the system. Wu
et al.[294] introduced a novel approach, utilizing tip-pose feedback
for active compliance and force estimation, thereby obviating the
need for supplementary sensors apart from an endoscopic cam-
era. In some scenarios, a single-continuum robot might prove
insufficient for task completion, necessitating the orchestration
of multiple such robots. This requires the autonomous operation
of diverse robots in a limited area, with an emphasis on avoiding
mutual interference. Koszowska et al.[274] developed methods for
the autonomous magnetic operation of two magnetic continuum
manipulators within the same constrained space. These manip-
ulators maintain high autonomy and, when used in tandem, can
effectively replicate the minimally invasive ablation of a pituitary
adenoma.

In terms of motion planning, due to the need for endoscopic
surgery in narrow and irregular environments, FTL is the
mainstream motion planning method in current
research.[54,283,292,293] Depending on the specific application
requirements, three control patterns, autonomous,[54,249,282,283]

master–slave,[268,278,290] and shared control,[49–51,280,281] have
been applied. To improve motion planning efficiency in unstruc-
tured environments, Kuntz et al.[295] introduced a method that
integrates sampling-based motion planning with local optimiza-
tion. This approach effectively processes point cloud data and
quickly generates high-quality plans. Its effectiveness was vali-
dated in three anatomical scenarios, including two based on
endoscopic videos from actual patient anatomies. Considering
the complex cavity structures in various organs, enhancing the
adaptability of continuum robots remains a crucial research
focus. To address this, Wang et al.[296] developed a hybrid adap-
tive control framework. This framework is designed to counteract
uncertainties like friction, tendon relaxation in the driving mech-
anism, and external forces affecting the robot. This allows for
rapid response andmaintains a relatively high degree of position-
ing accuracy.

The existing research on endoscopes provides a crucial founda-
tion for exploring continuum robots in arthroscopic procedures.
This exploration not only encompasses the technologies integral
to endoscopic continuum robots but also necessitates consider-
ation of several additional aspects specific to arthroscopy.

5.5. Structural Miniaturization

The diameter of the lumen accommodating the endoscope is
typically substantial. However, reducing the diameter of the
arthroscope correlates with diminished tissue trauma during
the procedure, which, in turn, accelerates patient recovery.
Consequently, miniaturization is a crucial aspect in the develop-
ment of arthroscopic continuum robots. This reduction in size
also necessitates the integration of smaller and lighter sensors,
including force and vision-based sensors.

5.6. High Motion Flexibility

The arthroscopic procedures require the ability to undergo large
deformations within restricted spaces, which necessitates a high
degree of motion flexibility. Particularly in cases where joint mor-
phology is complex and the observational positioning is
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constrained, arthroscopy necessitates the capacity for the robot to
adjust its posture to facilitate effective observation.

5.7. High Stiffness

The miniaturization of the arthroscopic structure, while enhanc-
ing motion flexibility, could result in a reduction in its stiffness.
This decrease may compromise the stability and operational pre-
cision required for surgical procedures. Consequently, it is
imperative to advance stiffness technology for small-scale struc-
tures susceptible to significant deformations. Enhancing this
aspect will improve the functional performance of continuous
robots employed in arthroscopic surgeries, ensuring that they
meet the rigorous demands of such medical interventions.

The employment of continuum robots in endoscopy has been
the subject of considerable theoretical and experimental investi-
gation, yet their implementation in large-scale clinical trials
remains unexecuted. The exploration of continuum robots
within the realm of arthroscopy is still in its nascent stages.
For the effective integration of continuum robots in arthroscopic
procedures, it is imperative to address not only the previously
mentioned technological challenges but also to focus on the stan-
dardization, universality, and enhanced reliability of these
robotic systems. A high degree of integration with surgical pro-
tocols is essential to fulfill the specific demands of arthroscopic
surgery.

6. Conclusion

There have been numerous reports on continuum robots in the
past few years.[29,55,75,107,108,188,250,297–299] These reports provide
detailed discussions on the actuation, structure, sensing, and
control of continuum robots. However, unlike previous reviews,
this article focuses primarily on the requirements of arthroscopic
continuum robots. It analysed the advantages and disadvantages
of existing technologies in terms of motion, structure, sensing,
and control. Additionally, by reviewing the literature on endo-
scopic continuum robots over the past decade, it presents the
characteristics, limitations, and future development trends of
various technologies. Due to the demand for arthroscopic sur-
gery and the barriers posed by current continuum robot technol-
ogies, there is currently no mature solution for arthroscopic
continuum robots that have a small diameter, high flexibility,
and advanced navigation capabilities. It is crucial to address
the design issues of small-diameter structures by considering
their structure and materials. Similarly, high-precision control
problems of small-diameter continuum robots can be resolved
through intelligent sensing. Furthermore, intelligent navigation
of robots and ensuring human–robot interaction safety can be
achieved by developing optimization kinematic and dynamic
models, as well as compliant control methods based on the
assumption of constant curvature.
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