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Abstract—The simultaneous wireless information and power
transfer (SWIPT) technology assisted by the reconfigurable
intelligent surface (RIS) can bring flexibility and stability to the
end nodes of the internet of things (IoT) during the deployment.
In this paper, we propose a RIS-aided SWIPT system based on a
hardware transfer model from the electromagnetic perspective.
Particularly, an energy efficiency (EE) maximization problem
subject to the quality of service (QoS) demands, power resource
budget and circuit restrains is introduced. Furthermore, the
active beamforming vectors of the BS and the circuit parameters
at the RIS are optimized jointly. The problem can be decomposed
into two sub-problems and solved iteratively until convergence.
In particular, semi-definite relaxation (SDR), successive convex
approximation (SCA), Dinkelbach’s algorithm are applied to
the solutions of the sub-problems. Numerical results reveal the
influences of the various QoS requirements on EE performance.
Moreover, the actual generated beams of the BS and the RIS
are shown to demonstrate the effectiveness of the proposed
optimization strategy.

Index Terms—Electromagnetism, RIS, SWIPT, energy effi-
ciency.

I. INTRODUCTION

For bearing more terminal devices, the power consumption
will climb significantly in the sixth generation (6G) wire-
less communication [1]. As for the key application scenario
of 6G, the internet of things (IoT), this situation is more
prominent owing to its large-scale distribution and countless
nodes [2], [3]. Many approaches are proposed to reduce the
energy dissipation of nodes as much as possible, e.g., by
introducing the range-based location system to remove high-
power-consumption positioning devices and algorithms [4].
Moreover, in order to further facilitate practical deployment
of the IoT and realize the goal of green communication, si-
multaneous wireless information and power transfer (SWIPT)
technology can be introduced to meet nodes’ requirements
of information exchange and power supply at the same time
[5]. In the general sense, SWIPT is arranged at the far-filed
condition for achieving greater system flexibility. Its critical
hardware device is the rectenna, which consists of the receiv-
ing antenna and the rectifying circuit. They are responsible
for catching electromagnetic (EM) power and outputting DC
power, respectively [6].

However, to guarantee the quality of service (QoS), SWIPT
has strict requirements on the transmission links. Particularly,
the transfer may be interrupted easily, when line-of-sight (LoS)
links are obstructed. Thanks to the reconfigurable intelligent
surface (RIS), the links can be reconstructed and the stability
of the system is enhanced [7], [8]. The idea of RIS can be
traced back to the reconfigurable two-dimension metasurface
[9]. As having the ability to control the channel environment
with its reflecting attribute, it is known as the promising
technology in 6G [2]. Generally, A RIS has control circuits,
a reflecting backplane and an element array [7]. After sensing
the environmental information, the RIS can operate the control
circuits to adjust the statuses of the elements for adjusting
the transfer links according to the demands of the scenario
deployments.

As a kind of electromagnetic equipment, the reflection
characteristics of the RIS rely on multiple factors, e.g., types
of reflection elements, control approaches, and array config-
urations. Hence the modeling of it should be full-scale and
down-to-earth. Considering the simplicity of the modeling, the
independent diffusive scatterer (IDS) RIS model is the best
choice. However, this model may be too simple to expose the
crucial features of the RIS [10]. Unlike it, the physics model
[11] based on the radar theory and impedance model [12]
extracted from the equivalent-circuit analysis are proposed to
show the hardware characteristics of the RIS. Besides, the
transfer model based on electromagnetism is also proposed to
bring a new perspective to system analysis [13]. On account
of that different models descript the RIS from diverse views,
the optimizable variables of them may also be distinct. In
particular, some are performance indicators (i.e., reflection
coefficients [14]), while some are hardware parameters (i.e.,
circuit impedances [13]).

In our work, after weighing solvability and accuracy of the
modeling, we utilize the EM end-to-end transfer model [13]
to construct the RIS-aided SWIPT system. The optimizable
variables of the RIS are practical impedance parameters of the
control circuits. Thanks to it, the hardware characteristics of
the RIS are taken into consideration. Concretely, the problem
can be decomposed into two sub-problems with the alternative



strategy. Both of them are transformed by the semi-definite
relaxation (SDR) method and then the optimization framework
based on the successive convex approximation (SCA) and
Dinkelbach’s algorithm is introduced to tackle them.

II. SYSTEM MODEL

We consider a MISO downlink RIS-aided SWIPT system
with separated information and energy receivers. From the
actual deployment, the energy receivers (ERs) should be
closer to the base station (BS) than the information receivers
(IRs) owing to that ERs are more sensitive to the received
power. Moreover, since IRs are easier to be blocked at longer
transmission distances, the BS-IR links are assumed to be
nonexistent in our work. The element numbers of the BS and
the RIS are NV; and N;. All transmission ends in this paper
are set on the same 2-dimension plane.

For the transfer model, we assume that all antennas of BS,
IRs, ERs and RIS are dipole antennas, which coincides with
the setting in [13]. With this assumption, we can introduce
the EM transfer model proposed in [13] to construct the total
link, which is assisted by the RIS, between BS and receivers
as following

he=d+c(Z;+E) 'K (1)

where Z;; and E represent the self-impedance matrix of
the RIS and the impedance matrix of the control board. In
addition, other parameters can be calculated as
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Z, and 7; are the source impedance matrix and the load
impedance. Z,, in the above equations denote the mutual-
impedance matrices between different ends or the self-
impedance matrices of them. Moreover, the entries of the
matrices can be calculated according to Lemma 2 in [13].

Except for the deterministic EM links, other multipath links
based on the randomly occurring scatterers are also considered
in our work. Particularly, the scatterer links are shown as
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The above equation has the same form in [15] and it
describes the sum of the random links. Ng., and Npaen
represent the numbers of the scatterer clusters and the
paths in each cluster. Npa¢h total denotes the sum of the
paths. 8,4, PL(7p4) and a; are the complex gain, path
loss and transmitting array response vector. In particular,
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the distance between BS and clusters. d is the distance between

BS and receivers. 9;, 4> and qbfh o are the angles of departure.

The total links including the EM links and scatterer links
can be presented as

h=h, +h,. (6)

We consider both the energy beamforming and the infor-
mation beamforming. Then the received signal model of the
myp, receiver can be shown as
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where N;r and Ngpi are the numbers of IRs and ERs. The
beamforming vectors of the energy and the information are

w; and vj. Moreover, the signals satisfy E {|s|2} =1 and
additive white Gaussian noise (AWGN) n ~ CA/ (O, 02).

Based on the above system, we set an EE maximization
problem as follows.
2
)

h;wo,

> log, <1 +

NIR|f
2

(P0O) : max
(wivi B SN w5+ SRR [vills + Pe + NP
(8a)
- 2
hiw; (D)
s.t. logy | 1+ 5 > R, ,Vi, (8b)
Z%;Rz hiwm + o2
Nrr ) NEr )
D oAwills + D Ivills < Puas, (8¢)
i=1 k=1
~ Nir Ngr ~
k <Z wiwil Z v;wf) hf > M(E,gD)),Vk,
i=1 k=1
(8d)
Re (E(l,l)) = RO > OaVZ; (8e)
m (E(,1)) € R,VI. (8f)

where (8a) is the fractional form of the EE. In detail, the
numerator of it is the sum rate Zf\[:]f R; (w;,E) and we
assume that the IRs can eliminate the interface of the ERs. The
denominator denotes the total energy consumption P (w;, vi),
in which P, and P; are the power consumption of the front-
end devices and the control circuits. (8b) is the minimum rate
requirement of the IRs. (8c) is the total transmitting power
budget. As for the energy harvesting demand of the ERs, E,(CD)

is the minimum direct-current (DC) output power demand and
(—QUtexp(xv)) 4

the corresponding M(E(D )=v-— B ew Qo e
minimum radio-frequency (RF) power need based on the non-
linear rectifying model [8]. (8e) and (8f) are the control circuit
constraints. Specifically, we set that the reactances can be
adjusted further while the resistances are fixed. These settings
can be achieved by the control circuits based on varactors, as
their reactances can be configurated by the input DC voltages
while keeping the resistances nearly unchanged.




III. JOINT BEAMFORMING AND HARDWARE PARAMETER
OPTIMIZATION

A. Problem Transformation

In this work, we assume the mutual-coupling effects be-
tween the RIS elements can be ignored and thus the inverse
of Z;;+E in (1) can be simplified. Moreover, the total transfer
model can be transformed as

h=d+cZK +h,. 9)

The above equation has a cascade form, which is

easier for solving. In particular, ¥ can be written as
% = diag (z,;,;(1,1)1+5(1,1)7"' ’Z“,(N,;,Ni)quE(Ni,Ni))' Con-
sistent with (8e) and (8f), we make the real part of = fixed
and the imaginary part is continuously adjustable. Further, we
can introduce a; + jb; to replace the Z;;(I,1) + =(I,1), where
a; and b; can be denoted

a; = Re (Z“(l,l))-l-Ro, (10)
by =Im (Zi; (1, 1) + E(1,1)) . (11)
1+exp(jP1)

With them, each entities of X can be replaced as o
where ®; = 26, and tan 6, = —3*. Typically, Re (Z;;(1,1)) >
0, thus ®; € (0,27). Relying on these, we can reformulate
equation (9) as

h=d+ cOK. (12)

where the introduced notations are d = d + h,. + % and

O = diag(ex%(g;b’), cee exp(5x;) ).

2aNi
Hereto, problem (P0) can be transformed into an equivalent
form.

(P1): EE(w;, vk, ©)
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It can be found that although the no-mutual-coupling as-
sumption is introduced, the above problem still is a non-convex
problem with coupled variables and fractional optimization
objective. For tackling it, the problem can be iteratively
solved by SDR, Dinkelbach’s algorithm and SCA. The total
optimization framework can be found in Algorithm 1.

B. SDR approach
We apply SDR to the beamforming vectors as W,; =

w;wil, Vi = v, v In addition, The constraints of the
transformations are W; = 0, rank(W;) = 1, Vi = 0 and
rank(Vy) = 1. Similarly, for the circuit parameter ®, we
utilize K, = diag(c)K and g = [ex%({ff)’), ey eXPQ(ijNi)]
to replace the transfer model as '
h=d +gK,. (14)

With g = [g, 1] and K, = [K,;d], equation (14) can have
more concise form. And SDR also can be used to form g

Algorithm 1 Total alternative optimization framework

Initialize: ¢, G(©

1: Set j =1, D, EE® = 0;

2: while D < e do

3: Repeat

4 Use Dinkelbach’s algorithm in Algorithm 2 and SCA
in Algorithm 3 to resolve subproblem (P2.1);

5: Until Termination condition is met;

6: Return solved {w},v;};

7: Repeat

8: Adopt SCA in similar framework of Algorithm 3 to
solve subproblem (P2.3);

9: Until Termination condition is met;

10: Return solved g*;

11: Calculate EEY) with optimized variables and reset the

parameters of subproblems;
122 Set D=EEY —EEU-D;
13: Update j = 5+ 1;
14: end while
Output: the optimal {w}, v}, g*}

as G = gfg subject to rank(G) = 1 and G = 0. When
removing the rank constraints, we can present the problem as
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The constraint (15e) can be considered a type of hardware
loss of the RIS. It is different from the common assumption
that the magnitudes of reflection coefficients equal one in the
IDS model, which is an ideal case of total reflection without
loss.

C. Optimization framework

For tackling problem (P2) further, we adopt the alterna-
tive optimization strategy. First, the beamforming vectors are
optimized with fixed G. Nevertheless, the fractional objective
is still intractable. Dinkelbach’s algorithm presented in Algo-



Algorithm 2 Dinkelbach’s algorithm

Algorithm 3 SCA method

Initialize: <(9) = 0, ¢;

1: Sett=0;

2: Repeat

3: Resolve the problem (P2.2) through SCA approach in
Algorithm 3 for achieving W (t), Vz(t);

4: Let

o+ — Z R, (W:(t)) _Wp (Wj(t),VZ(t));

NIrR p. *(t)

5: Update 1) — i’(‘;f:)gz‘;(t)));

6 t=t+1; o

7. Until Q*(*) < ¢

8: Recover w; and vj by the eigenvalue decomposition,
when their ranks equal one. Otherwise, Gaussian random-
ization is utilized [16];

Output: the optimal w’ and vj.

rithm 2 is applied to resolve it and the transformed problem
can be written as
Nir
max R, (W;) —<P(W,;,V
ol 3 R (Wi) = 6P (Wi, Vi)

s.t. (15b)-(15d), (15).

(P2.1) : (16)

Relevant proofs can be found in [17]. It needs to be men-
tioned that problem (P2.1) is just an iteration of Dinkelbach’s
algorithm and we omit the iteration symbols. To further solve
the above problem, we introduce several variables as

G = R; (W), (17)
Nir

e =Tr | GKy; »_ W, K, |, (18)

evi =24 — 1. (19)

Based on (17)-(19), problem (P2.1) can be replaced by
(P2.2).

Nrr
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(15b)-(15d), (151).

Applying first-order approximation to the left hands of (20b)
and (20c), we can get

eri > e+ " (2 — Ti),

eYi Z e’gi + egi (yz _ gz) ,

21
(22)

Initialize: i‘l(-o), ggo), €;

1: Setn=1;

2: Repeat

3: Solve (P2.2) to achieve optimized beamforming vectors;
4: Update ¢;™, 27" and 3™

5:n=n+1;

6: Until

f;ﬂ(n) _ f:(n—l)‘ < ¢ and g:f(n) _ g;ﬂ(n—l) <

Output: the optimal W;(") and Vl*(")

where Z; and y; are feasible points of the problem. When
substituting (20b) and (20c) of problem (P2.2) by thier right
hands, we can get the following equations.

Nir
e 4 e (i — 3;) > Tr | GKyy Yy WL KE |, (23)

e¥i 4 e¥i (yi — ) > 2% _ 1. (23b)

Then the problem turns into a solvable convex problem,
which can be tackled by the CVX program. Nevertheless, for
ensuring accuracy, the problem should be resolved iteratively
through the SCA approach in Algorithm 3. In each SCA
iteration, problem (P2.2) is solved and then transfers the
optimized parameters into the next solution until the termi-
nation condition is met. The variables in it can be updated as
following equations.

Tr (GKUWKf)

C: = lOgQ 1 + A A N ~ )
Tr (GKi S0 Wi K ) + 02
(24)
A A NIR A
Zr=In|Tr | GK,,; Z Wi K ||, (25)
m#i
g =In(25 —1). (26)

With given W} and V7, problem (P2) can also utilize the
same transformations and approximations for optimizing G.

Nir
(P2.3):  max ;wi

s.t. Tr (GKU,iWiK;{i) > eCitdi 4 g2 Vi (27a)

e’ + e (¢; — &)

Nrr
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(15b),(15d)-(151).

The SCA method still can operate in problem (P2.3). Then
for recovering the original vector g, the Gaussian random-
ization and eigenvalue decomposition approaches are allied
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Fig. 2: Convergence behaviors of the proposed scheme.

according to the different conditions and the details can be
found in [16]. Through the alternative optimization strategy,
the beamforming vectors and G can be solved iteratively until
the final ending condition is achieved as in Algorithm 1.

IV. NUMERICAL RESULTS

The BS, a linear array with 8 elements, and the RIS,
a 2 x 8 rectangular array, are located at (0,0) and (1,1),
respectively. Moreover, two IRs and two ERs appear in the
zone ([4,5],[-5,-24]) and the zone ([0.5,2],[-1,-2]). The anten-
nas have half-wavelength lengths and operate at 28GHz. the
element spacings of the BS and the RIS are half wavelength
and quarter wavelength. The cluster number and path number
of scatterer links follow Ny, ~ max{Poisson(1.8),1} and
Npan ~ U(0, 30) [15]. Additionally, Complex gain and angles
of departure follow (3, , ~ CN(0,1) and Laplacian distri-
bution. The remaining default settings are E(®) = 1.3uW,
R®) = 1bit/s/Hz, P. = 1W, P = 10 mW, o? =
1 x 10-)W and Py = 4W. The circuit parameters of
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Fig. 3: EE versus rate requirements of IR.
the nonlinear recovering model are Q = 9.804, v = —1.293
and x = 0.119.

The convergence behaviors of the total optimization frame-
work are shown in Fig. 2 and the effectiveness of the scheme
is presented. It can be found that about three iterations of the
proposed framework are able to make the EE performance
stable under the different experiment settings.

In Fig. 3, the trends of all various conditions are similar,
which is declining as the improving rate requirements of IRs.
The reason for this phenomenon is that the IRs with better
channel conditions may be allocated more resources when the
rate requirements are slack for achieving a greater sum rate.
However, as the rate needs of all IRs increase simultaneously,
the power resource should be distributed more to the worse-
channel-condition IRs, which makes it harder to consider the
total EE level. In addition, the proposed scheme has a better
performance compared to the no-RIS and non-working-RIS
cases, which indicates that the RIS can improve EE of the
system. However, it is remarkable that there are performance
losses between the ideal case and the practical condition, the
case of considering the mutual-coupling effects.

In Fig. 4, the performance differences among all conditions
keep in line with Fig. 3. Moreover, it can be found that the
EE performances enhance as the transmitting power levels
improve in all cases. In detail, the rates of EE improvement
slow down gradually, which is because the consequently
increased interference levels cause negative effects on EE.
Moreover, since enhanced power input doesn’t bring a large
gain to the sum rate, the EE performance, the tradeoff between
the rate and the energy consumption, is locked at the end of
growth.

In Fig. 5, we conduct the simulation through HFSS 2021
for analyzing the practical beams. Considering clarity, we set
only a pair of IR and ER, located at (10,-11) and (0.5,-2),
respectively. The angles of BS-ER and BS-RIS are —14° and
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Fig. 5: Generated beams of the BS and RIS through the
proposed optimization framework.

—45°. From Fig. 5, it can be seen that the generated two sub-
beams of the BS point at —16° and —42° for serving the ER
and acting as an incident beam of the RIS. The differences
between actual angles and the directions of sub-beams are
inconspicuous, which demonstrates the effectiveness of the
proposed scheme. Furthermore, the passive beam points at
38°, which also is close to the actual angle of RIS-IR, 39°.
The above results illustrate that the BS mainly satisfies the
requirement of the ER and the RIS plays an indispensable
role in serving the IR under this experiment setting.

V. CONCLUSION

In this paper, we adopted a transfer model of mixed de-
terminate EM entities and random scatterers to present the
influences of the hardware attributes on the system perfor-
mances. Particularly, the optimizable variables were no longer
the reflection coefficients but the impedances of the control
circuits. Due to this setting, the practical variables can be
adopted into the hardware design directly. The introduced EE
maximization problem was transformed into a more solvable
form. Further, it can be decomposed into two sub-problems
and then the SDR transformation, Dinkelbach’s algorithm and

SCA method were utilized to resolve them, respectively. The
results of the numerical experiments demonstrate the proposed
optimization framework is effective. In addition, the actual
beam forms of the BS and the RIS meet the expectations. As
for future work, we will concentrate on more compatible RIS
models and related application scenarios.
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