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Abstract—Social Virtual Reality (SVR) systems are growing
in both popularity and breadth. New systems are attempting to
support a wider range of increasingly large social situations. A key
characteristic of SVR systems is user capacity. Many systems are
designed for small group discussion or team games, and support up
to 20-30 users. Some support larger counts, but via special features
coupled to a specific social situation. As SVR broaches medium to
large gatherings (10s-1000s of people), capacity becomes a major
challenge. Naı̈ve implementations where each user communicates
directly with every other will quickly overwhelm the resources of
the system. The constraints on scalability have been known since
the first SVR systems were created. However, while there are
many systems out there, their scalability mechanisms are often
application specific, and rarely openly discussed. In this paper
we explore scalability in the open-source SVR Ubiq. We consider
two partitioning schemes to increase relay-server capacity. We
examine the current failure modes of the relay-server system,
and demonstrate how these schemes improve capacity by a factor
of 2-3x. We look at the interactions between the schemes and
simulated user behaviour, to see what lessons can be gleaned for
research into scalability for SVR.

I. INTRODUCTION

An increasingly popular use of virtual reality is social virtual
reality (SVR). SVRs have diverse implementations, but a
common subset of features. These include representations of
users as avatars and real-time communication. There are various
successful commercial SVR applications, such as AltSpace [38]
and RecRoom [48], as well as numerous research systems that
implement custom features for scientific investigation, e.g. [32].

However, it is rare to see capacity openly discussed. Some
systems, such as Horizon Venues [15], are built around large-
scale social situations. Others, such as AltSpace, attempt sup-
port for medium-scale situations through special features [39].
Most systems without special features (e.g. RecRoom [48],
Hubs [41]) have capacities of 20-30 users. These capacities
are not explicitly enforced at the platform level, and seem
not to arise from an intentional target, but rather appear
as a consequence of other technical decisions. The number
of collaborating users significantly affects the nature of an
interaction [3], [24] and quality of experience [32], [13], [45].
The types of experience taking place between small groups
[40] and large concert crowds [62] are very different. There
is good reason then to consider user capacity in SVR as a
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primary technical requirement, which changes with the purpose
of the application.

The biggest challenge in scaling user capacity is the number
of messages that must be exchanged to keep increasing numbers
of peers synchronised. Messages can be made more efficient,
and different topologies can be used to minimise duplication.
Ultimately though, if N peers can all ‘see’ each other, then
an update from one needs to reach, some way or another, N-1
peers, and vice versa.

The bottlenecks of capacity in SVR have been known since
the earliest days, and various schemes have been devised to
help [53], [55]. For example, spatial partitioning schemes [30]
organise the space or the users into small groups to reduce the
total number of messages. Exploring and integrating spatial
schemes is a challenge however for two reasons. First, the
space of social interactions is not continuous [3]. The social
cues exchanged, and the space over which this is done,
change depending on the context and environment. This makes
the goals of a partitioning scheme itself application specific.
Second, the implementation of a scheme is necessarily quite
low level, limiting re-usability and lessons learned between
systems. As such, there are no yet accepted general purpose
solutions to scalability. Further, systems that have functioning
scalability schemes are typically commercial and proprietary,
and so how these schemes are implemented and how they
perform is not common knowledge.

In this paper we explore scalability in the open-source SVR
system Ubiq [17]. Ubiq is designed for research and teaching.
It is a logically peer-to-peer system based on application-layer
multicasting, but with a simple server for rendezvous and relay
over the Internet. Currently, each Ubiq peer in a session sees
all other peers, regardless of the environment size, creating
a bottleneck in the server fan-out. We explore increasing the
capacity of a Ubiq session, and in doing so its potential as a
platform for exploring scalability schemes in general. We profile
the system to identify its primary bottleneck. We implement
two spatial partitioning schemes from the existing literature,
and evaluate them through stress testing with large numbers of
bots. We examine how these schemes increase user capacity,
but also the interactions between the schemes and different bot
behaviours. Our aim is to take the first steps into exploring
how Ubiq could be used to evaluate scalability schemes, and
support a broader set of use cases that exceed the capacity of
most existing applications.



II. PREVIOUS WORKS

A compelling use of immersive VR is to enable collaboration.
The same subsystems designed to facilitate immersion, e.g.
body tracking and spatialised audio, make VR amenable for
sharing social cues by connecting these systems over a network.
Some of the earliest VR systems had social demonstrations
(e.g. Reality Built for Two from VPL Research [4]). There
were many demonstrations in early academic systems [56],
[37], [12], [11], [31], and the resurgence of consumer VR
has led to development of many new commercial applications.
Schulz’s blog about SVR [52] lists over 150 applications or
platforms. Over 250 systems are listed in the XR Collaboration
directory [61].

The networking strategies behind SVR systems vary. Early
networked VR systems, such as DIVE [8], MASSIVE [21] and
Blue-C [42] already supported common SVR features. These
include avatars, action-based interaction, message passing and
spatially-mediated interaction. Different architectures have been
proposed. A common strategy is the manipulation of a shared
scene graph. This strategy is common because a scene-graph is
a common building block of VR software. An important design
decision is how the graph is shared. Scene-synchronisation
often uses the concept of authority to assign ownership over
branches. In client-server systems the server often owns the
graph absolutely and message passing is asymmetric. In peer-to-
peer architectures, nodes are synchronised with approximations
of primitives such as mutexes [14] or message-pumps [51].
Grimstead et al’s review (c.a. 2005) [22] breaks down how
many systems of the time fit into the above categories of access
control, architecture and synchronisation. The review showed a
definite preference for client-server architectures. The authority
model and architecture are not completely dependent however.
Logical peer-to-peer systems may still use a STAR (peer-to-
peer with hub-based distribution) or a client-server connection
architecture. Further, the interaction between authority model
and architecture determine the messaging protocol, and so the
number of messages required to fully synchronise a system.

User capacity is limited by the rate at which a system can
exchange messages. In a naive peer-to-peer implementation,
message rates scale O(N2) with the number of peers (N)
as peers update each other. Synchronisation methods impact
scalability through the amount of data exchanged [60]. Input-
mirroring or other forms of duplicate simulation (e.g. [57], [23],
[18]) can reduce bandwidth requirements. However while these
approaches make messages more efficient, the interactions scale
the same way. Ultimately it is necessary to reduce the number
of interactions, which can be done by partitioning users.

The most popular partitioning approaches are spatial parti-
tionings, where users are grouped by their location. The idea
is that only necessary interactions, e.g. updates about the parts
of the world the user can see, are communicated [7]. In one
implementation the world is partitioned into cells of fixed size
and position. Only users within the same cell interact. Area of
Interest (AOI) methods interact with multiple cells at a time.
There are a many approaches to AOIs. One is to have a fixed

radius [36]. Steed and Angus [54] took advantage of the nature
of dense environments to compute visible peers exactly. In
contrast, Backhaus and Krause [2] ignore the structure of the
environment and used only user location to build a graph of
nearest neighbours.

As the number of these partitions increases, it is necessary
to introduce load balancing to prevent a single server or peer
from being overloaded with the overhead of managing the
partitions. This affects the topology of the network, and is
also dependent on its capabilities. For example, AOIs have
been implemented directly at the network layer using multicast
groups [36], [59], however this is not possible on the public
internet. Second Life [34] allocates resources by 256m2 cells
called regions, but this can leave some regions overloaded if
their computational requirements are more intense. Chertov
and Fahmy [10] resized and reallocated cells dynamically to
balance users between resources. Lake et al [30] and Allard
et al [1] proposed splitting up the simulation at the task level.
Resources can be allocated by an arbitration server or through
methods such as Distributed Hash Tables [26].

At higher levels, hierarchical methods are used to keep the
world persistent across multiple groups [19]. Iimura et al [26]
proposed federations of servers, where changes can be made by
local authoritative nodes but propagated upwards so all players
see a consistent world. Aggregation of this type is often seen in
audio. Audio is highly challenging as each user would ideally
receive a unique mix of streams for accurate spatialisation,
presenting an O(N2) problem again, but with severe latency
requirements. Methods vary between mixing all streams into
one at a server, to creating N unique streams at a server, to
forwarding all streams in a peer-to-peer fashion. By arranging
mixers into a tree, arbitrarily large numbers of peers could
exchange audio at a cost of spatialisation error, and increasing
latency with distance through the tree [5], [6], [47], [43].

The messages exchanged by an SVR depend on the cues it
is designed to transmit, and the necessary cues depend on the
type of social interaction. The space of social interactions is
not uniform or continuous however. For example, interactions
can be distinguished between focused and unfocused [20], and
within focused by how the loci is shared. Common-focused
interactions have a non-reciprocal focus of attention, such
as a lecture, while jointly-focused interactions, such as a
conversation, are more mutual [28]. Sociologists have identified
a number of dimensions on which to categorise interaction.
Importantly, what types of interaction are available depend
on the interaction between these measures [3]. For example,
one measure is group-size. In a large crowd, not all users
will interact reciprocally with the same level of attention, as
users would not be able to share attention between such a
large number of people. The type of interaction and group
configuration affects what cues are transferred [29], [24]. A
joint-focused conversation would entail a rich set of social
cues between all participants. In public unfocused-interaction
such as a queue, individuals must be aware of each others’
locations to avoid colliding, but would not need to speak.
(If they did speak, that would become a different type of



interaction.) Interactions can be locally scoped as well; small
groups could form within an audience, for example. Further,
while direct reciprocity between all audience members may
not occur, audience members do influence each other indirectly
[24], [16], [25].

For SVR, this means that the modality and quality of cues
are highly application - or interaction - specific. Loss of
spatialisation or increased latency due to mixing, for example,
may be inconsequential to some situations but detrimental to
others. While there is a spatial component to this, it is not
sufficiently straightforward to design scalability schemes on
its own. This ambiguity extends to all cues, even those which
may seem straightforward. For example, in very large crowds
seen from a distance, a custom skin for each avatar may be
important, or not, depending on whether large sets of those
avatars were wearing, e.g. uniforms. The taxonomy of social
interactions goes some way towards predicting this, but has not,
as far as we know, yet been sufficiently quantified to design
objectively optimal scalability systems. As a result, different
cues often use different approaches. For example, it may be
expected that the VOIP system would have a different interest
set than the avatar system. Additionally, different systems will
be tuned for specific applications. They may also not be truly
scalable but use illusions to achieve a particular effect. For
example, virtual venues may simulate the majority of attendees
locally, knowing the user would have no way to attempt an
interaction with them.

Commercial systems vary in how they use these techniques
to scale. AltSpace and RecRoom for example have individual
room count limits of ∼40, but FrontRow allows AltSpace to
broadcast activity to multiple rooms to support events with
100’s of viewers [39]. Photon recommends 16-64 players,
but relies on the developer to enforce fair use rather than
setting a limit [46]. Roblox recently added experimental support
for 700 users per room [50]. Voice chat in Roblox is still
experimental however, and only supported in rooms with up to
30 users [49]. Virbela has supported ∼1000 person conferences.
Users experience two types of audio: spatialised, but only
from immediate neighbours, and a flat stream broadcast from
the presenters [58]. Improbable connects servers that each
handle a region of the world (spatial partition), theoretically
scaling infinitely with compute resources [27]. The problem
of scaling is the same as that in many large online games.
However, VR is particularly challenging due to its requirements
of low-level interaction and high responsiveness, required
to maintain believability and presence. Therefore not all
techniques employed by games are applicable. For example,
EVE Online can scale in time to avoid latency spikes [9], a
technique not easily applicable to immersive systems.

As the number of users increases, the number of interaction
messages in an SVR increases geometrically, exhausting the
resources of the systems on which the SVR is built. In
the first case, users must be grouped to reduce the number
of interactions, and in the second case load-balancing and
aggregation used to distribute resources between these groups.
The implementation of these techniques is currently very

application specific, and a lot of the knowledge tied up in
proprietary systems. In this paper we explore the subject of
scalability in Ubiq. We choose this platform because we intend
to use it for future SVR research at scale, but also because it
is distinct in that the connection architecture can be separated
from the message passing, which is logically peer-to-peer. Our
aim is to improve Ubiq’s capacity so it can be used to answer
more questions about social scale in SVR. Also though, to
understand its potential for testing scalability techniques, by
evaluating not just the techniques themselves, but what we can
learn about them and how they interact with the system used
to evaluate them.

III. UBIQ

We evaluate two partitioning schemes by extending the Ubiq
platform [17]. Messaging in Ubiq is logically peer-to-peer,
with the authority scheme decided per object. For example,
Avatars send authoritative updates, while physical objects
could use force-integration. Messages are exchanged using
application-layer multicasting: messages are addressed to an
object, and received by all objects with the same identity. Fan-
out is performed by the messaging layer. For the rest of this
paper we use the term multicasting to mean application-layer
multicasting.

To operate over the public internet Ubiq uses a central server
for rendezvous and matchmaking. Users use pre-shared secrets
to join rooms. A room is effectively a list of peers that should
exchange messages. The server forwards messages between all
peers in a room. This implements the server-based application-
layer multicast. For voice, direct peer-to-peer connections are
established using the server to exchange signalling messages
for bootstrapping. Other messages (which require fan-out)
go through the server. Message exchange is illustrated in
Figure 1. Ubiq is designed to be heavily peer-centric. Ubiq
can function without a server if peers can establish direct
connections between themselves. However the rooms system
assumes a central server. The server can support multiple
rooms. Application behaviour is determined entirely by what
is running on the peers. Peers can run the same Unity scene,
but join different rooms, creating multiple instances or shards
of an application. In Ubiq we consider a shard to be a room
with users using a particular application. A server can support
multiple shards for an application, and multiple applications.
The server performs no simulation. It doesn’t have the concept
of a message loop, but reacts asynchronously to incoming
messages, dispatching copies to all members of the source
peers’ room.

IV. SPATIAL PARTITIONING SCHEMES

A. Procedural Spatial Partition

The first scheme we investigate is an asymmetrical fixed
spatial area-of-interest. The world is divided across its ground
plane into 20m diameter hexagonal cells (Figure 2). As players
move through the world they become members of the one cell
they occupy, but can observe N surrounding cells. Observers see
all peers that are members of the observed cells. This is typical



Fig. 1. Diagram of logical data flow in a typical Ubiq application. Multicast
avatar data fans-out through a central server, while dedicated connections are
established by the voice chat subsystem for each dyad.

behaviour in grid-based systems, such as NPSNET [35], for
example. The partition itself is procedurally-generated based on
the given fixed cell size. The scheme relies on player position
only. Being procedural, it is accessible to all users simply
through specifying a cell size and possibly an origin transform.
The asymmetry works with the multicasting to match expected
interactions: peers that overlap in observation will be aware of
each other and establish VOIP channels, while those with one-
way visibility can be seen, but will not expend resources on
audio. Players move smoothly through the world, with others
appearing or disappearing at the periphery.

To support this scheme, the server must have the concepts of
a member and observer. As a room is effectively a list of peers,
changing membership or observership will change the interest
set. The interest set is all the members in the immediate room,
and all the members in observed rooms. The set is maintained
by the client. The server sends messages to add or remove
peers from this set, as the observed rooms, or the peers within
them, change. Rooms have very little memory overhead, and
no CPU overhead unless they have members. They are created
on demand when a member or observer requests them, and
destroyed when the member and observer counts drop to zero.

Changes in membership or observership should be batched
per client. This is because in a naive sequential implementation,
a peer leaving a room and immediately observing it would see
the other peers in that room disappear and then immediately
reappear as each operation is actioned.

Each peer controls which room it is a member of, and
which others it observes, based on its position. It does this by
mapping locations to unique identifiers. The player position is
considered to be the transform that defines the VR viewpoint.
The server identifies rooms by RFC4122 V5 UUIDs [33]. V5
UUIDs are deterministic, allowing a local identifier to define
a UUID within a namespace. Each shard or instance of the
world has its own UUID which acts as the namespace. As
the player moves, their occupying cell is determined, and its
coordinates form the local identifier. Together these define a
unique procedural room ID.

The partitioning of space is defined per-environment (that
is, per-scene in Unity). The definition is a set of constants
that define the procedural function and its parameters (for
example, the size of a cell, and radius of the AOI). For our

hexagonal partition we use an axial coordinate system [44],
with the AOI radius specified in cells. Peers observe a ring of
one cell in addition to their own. This methodology does not
preclude manual partitioning. Many other partitioning schemes
could be used, so long as they map a location to a GUID
deterministically.

Fig. 2. Peers in a procedural (infinite) hex partition, imposed on a virtual
city. The counts for each Peer are the number of Peers in their interest set.
These include local and observed Peers in their cell and neighbouring cells,
demonstrating the behaviour of the AOI partition.

B. K-Nearest Neighbour

We also consider a k-nearest neighbour (knn) partition. This
defines the interest set based on relative player positions. The
scheme is implemented on the server. All peers within each
shard or instance have their own interest set, from which they
receive messages. Interest sets may be asymmetrical. The server
maintains the interest set for each peer. In our experiments,
the server updates the sets at 5Hz and k is set to 20. Peers are
notified of changes only when peers go in and out of scope.

This scheme requires that each player report its position
in order to calculate the relative distances, compared to the
spatial partition where each peer derived its own cells. The
server must maintain two sets for each connected peer: the
peers it observes, and those that observe it. The observed-by
list determines where messages from that Peer are forwarded,
which is not necessarily the same as the observed set. The 5Hz
update rate limits how often peers can be added or removed,
additionally, removing a peer is gated by a 500ms timeout.
This prevents peers being added or removed at high frequency
if they move around the limit of the Kth nearest distance.

Interest sets are calculated within a shard. In our prototype,
the knn computations are calculated using brute force. This
was to keep our implementation simple as at the peer counts
considered we did not expect knn computation time to affect
the results. If a server started to support 100’s of peers or more
in a shard, an acceleration structure would likely be required.
This would be invisible to the client however.

V. EVALUATION

We evaluate the partitionings by examining how they affect
server capacity. The evaluation is performed for a single
server. Performance is measured by latency, with the framerate



monitored to ensure clients do not become overloaded and
skew the results. Latency is the time taken for two peers to
exchange a message via the server. Framerate is the update
rate of a peer’s main loop. We look for changes in latency to
detect when the server begins to become overloaded.

A. Bots

To get large user counts for the evaluation we created bots.
A bot peer is a process that contains the same components as a
user-facing application, but with their APIs driven procedurally,
rather than via a user interface. The bots interact with the world
in the same way as real users, and generate the same traffic.
They move autonomously through the environment with use
of a nav-mesh. Bots use the same avatars as real users, and
can play and receive pre-recorded audio through synthetic
audio devices. Bots and real users can join the same room and
exchange RTC data. A single process can host multiple bots,
but each bot is a separate peer, with its own connection to the
server and state.

As we suspect user behaviour will significantly affect
scalability schemes, we implement two types of Bot locomotive
behaviour: Randomwalk and Boid. Randomwalk bots pick a
location at random from their navigable area using Unity’s
NavMesh functionality, move to it at 3m/s, and repeat indefi-
nitely. A Randomwalk bot visits an average of 12±2 rooms
every 60 seconds. Boid bots implement flocking behaviour [63]
based on the positions of the other Peers they can see. The
experiments used a 200m2 area with no obstacles to avoid
confounding environmental effects.

In addition to exchanging Avatar pose data, Bots can send
messages of arbitrary size to each other each frame to emulate
additional application specific traffic. We make both bot
implementations available, along with the scalability scheme
implementations.

B. Apparatus

We ran our experiment on a set of AWS (Amazon Web
Services) t2.medium VMs. These VMs had 2 CPUs and 4GB
memory. All VMs were in the same region. Bots were run
on headless Unity processes. Each Unity process can host an
arbitrary number of bots. Within a process, Bots are entirely
independent - sharing a process only serves to reduce memory
overhead. We found each VM could host five processes, each
hosting two Bots, before encountering frame-rate drops. We
had one server VM and ten bot VMs, making a total of 100
bots available per trial.

C. Protocol

After starting a new instance of the server, the Bot processes
were commanded to add a new bot every 1.5 seconds in a
round robin manner until 100 bots had been instantiated in total.
The Bots were then destroyed all at once. The system was then
left to return to a stable condition to ensure all logs had been
written before the processes were destroyed. The data collected
consisted of server throughput measurements, process-wide
fps measurements, and the positions and ping times measured

from each bot. The experiments were run automatically across
a parallel communication system that was not affected by the
Bot Peer traffic.

D. Capacity
We first try to identify the failure mode of the system. We

create a room and add Randomwalk bots until the latency
begins to increase.

Fig. 3. Profile of the baseline capacity test. Each peer sent updates at 60 Hz
with 500 byte padding.

Figure 3 shows the profile of this test in our baseline
condition. This shows how the server fails. The messages
per second and data out (left-axis) are measured at the server.
The number of bots (same left-axis) is the total number of bots
in the system at that time. The number of peers (same left-axis)
is the number of bots that have joined the single room or shard.
The latency scatter plot (right-axis, in milliseconds) shows all
the latency measurements between all bots. In Figure 3 we
see data out and messages per second increase approximately
linearly with the number of bots at the start. The latency is
stable, at less than 100ms. At 55 seconds the latency begins to
fluctuate, and by 70 seconds consistently reaches unacceptable
levels above 400ms. At the same time (70-80 seconds), the
number of peers plateaus and deviates from the total number
of bots in the system. This deviation occurs at the same time
the message processing rate stops increasing. We can infer
from this that at a certain load, the message processing rate
limit is reached and messages begin to queue. So long as the
traffic remains constant, the backlog will grow, until the server
fails completely. However, performance degrades to unusable
levels (latencies in the seconds) long before this happens.

To find out more about this limit, we change traffic patterns
by varying the client update rate (10, 60, 50, 1000 Hz), and
padding messages with arbitrary data (0, 500, 1500 Bytes).
Table I shows metrics about server performance at the point the
latency reaches 500ms. Peers shows the capacity of the server
at this time, for the different combinations of Update Rate and
Padding (message size). There is an inverse relationship with
Update Rate, and a slightly less obvious relationship with MPS.
Row five corresponds to the baseline shown in Figure V-D.

There is no single acceptable latency in an SVR system as
tolerable latency depends on the modality. All profiles begin



with latencies < 100 ms and all were tested to failure. Therefore
500ms is an arbitrary figure that reliably indicates that the server
is beginning to fail. Table I therefore shows the maximum
capacity of the server under different use cases (update rates,
message size). Bots are the number of live processes, and
Peers are the number of successfully connected bots. When
Peers lags Bots, it means the server is becoming unresponsive.
Update Rate is an independent variable. Gain is the bytes out
per input message. It varies with the padding and approximates
the ‘total workload’ of the server. In & Out combined show
the overall bandwidth for the server. The dependent variable of
interest is the number of Peers, as this shows the capacity right
before failure. The bottom row shows the Pearson Correlation
Coefficient of the each column with Peers.

Update Rate is the strongest predictor (of capacity) of all.
Gain and Padding are weak predictors suggesting that it is the
number of messages, and not their size, which is the limiting
factor. MPS is the total number of messages processed per
second. As shown by Figure 3, this limit determines the capacity
of the server. However, we can see that limit it is not constant
between trials. The variation suggests something dependent on
the peer count, possibly the fan-out, affects how efficiently the
server runs.

Bots Peers Update
Rate

Padding MPS In
(MB/s)

Out
(MB/s)

Gain

48 48 10 0 1059 0.07 2.98 2952
48 48 10 500 1677 0.38 18.18 11370
48 48 10 1500 1416 0.82 39.42 29194
39 39 60 0 3752 0.18 6.92 1934
36 36 60 500 3255 0.89 32.99 10629
39 29 60 1500 4445 3.07 119.53 28200
20 19 500 0 9138 0.45 8.99 1031
24 20 500 500 9110 2.52 60.45 6958
16 11 500 1500 10131 7.61 129.34 13388
19 19 1000 0 9425 0.45 8.99 1000
20 17 1000 500 9369 2.58 54.04 6048
18 8 1000 1500 1760 1.12 25.87 15413
r 0.85 0.22 0.71 0.52 0.37 0.17

TABLE I
SERVER PERFORMANCE METRICS AT THE POINT PEER TO PEER LATENCIES
EXCEEDED AN AVERAGE OF 500ms. PEERS IS THE SERVER CAPACITY AT
THIS TIME (HIGHER IS BETTER). ROW r IS THE PEARSON CORRELATION

COEFFICIENT OF EACH METRIC WITH Peers.

1) Hex Grid Partition: The first scheme evaluated was the
Hex grid partition. Figure 4 shows a profile of the simulation
with Randomwalk Bots. We can see the messages per second
and peer-to-peer latencies remain low until over 100 bots were
created. This demonstrates the scheme does allow the server
to scale. However, only in certain conditions. This plot also
shows how the room count increases with the number of bots.
The server connects to 100 bots but the spatial distribution
means peer-to-peer traffic remains low.

Figure 5 shows the same simulation but using Boids Bots.
As these bots flock to the same location the server capacity is
reached far earlier, being only minimally higher than in our
baseline tests. Figure 9 shows an example of the distribution
after one minute for two Hex trials. We see that almost all Boids
are gathered within one cell, whereas a number of Randomwalk
bots are beyond the limits of the plot. The differences are

Fig. 4. Profile of the Hex Randomwalk trial. The latency remains low while
the room count increases as the Bots spread out.

Fig. 5. Profile of the Hex Boids trial. This looks almost identical to the Baseline
as the Boids flock to the center of the environment.

Fig. 6. Profile of the Knn Randomwalk trial. This demonstrates a much higher
capacity than the Hex partition despite the increased computational server load.

Fig. 7. Profile of the Knn Boids trial. This again is markedly different to the
Hex trials, as the capacity is less effected by bot behaviour.



Fig. 8. Comparing objective measures of the Boids flocks when in the Baseline,
Hex or Knn conditions. Values are normalised: polarisation to angle, extension
to 200 m and collisions to the flock size.

Fig. 9. The position of the Bots after 60 seconds, for both the Boids (large
markers) and Randomwalk (small markers) Hex Trials. The Boids bots cluster
around the center cell.

informative, as they provide evidence the limit is in the fan-out
stage, and the server process itself can handle more than 100
connections so long as they are in sufficiently small groups.

We see bot behaviour affect server capacity, but another
question is whether this dependency is two-way. Figure 8
shows three measures of flock behaviour: extension is the
average deviation from the center of the flock, polarisation
is how closely aligned the orientation of the boids are, and
collisions are the proportion of Boids in a collision state at a
given time [63]. For the Baseline condition, the plot shows the
mean and 99% confidence intervals across 7 identical trials.
The Hex grid and Knn show one trial each. We can see the
Hex grid does not affect behaviour for the most part. This
is not surprising as the server shows similar performance in
both cases, due to the flocking behaviour keeping all Bots
predominantly within a handful of cells (rooms).

2) K-Nearest Neighbour: The second scheme evaluated was
the Knn partition. Figure 6 shows the profile of the Randomwalk
trial and Figure 7 for the Boids. We can see a notable increase
in capacity as the latencies only begin to change towards the
end of the trials. This is about 70-80 bots or double the Baseline.
We can also see that the threshold is lower, and MPS higher, for
the Randomwalk compared to Boids. This is likely because the

flocking behaviour results in more consistent interest sets over
time. The differences however are small, especially compared
with the MPS of the Baseline condition.

Considering behaviour, we can see the Knn flock exceeds
the expected range of the measures more often than the Hex
flock. Importantly though, while the extension measure is a
little higher than the mean (and hence the collisions measure
is lower), both remain within the confidence interval.

VI. DISCUSSION

Our ultimate motivation is to improve the capacity of Ubiq
in order to perform experiments with large groups in SVR.
Based on our preliminary tests we hypothesised that the system
bottleneck was the server fan-out. In this respect both schemes
were successful as they allowed the server to handle more
peers than during the baseline tests. They also confirmed that
it is the fan-out workload (as opposed to say, connection count
overhead) that is the limiting factor.

A. Performance

Our baseline evaluation showed a single server could support
approximately 40 peers. Using the Hex grid with a radius of
10m, this increased to 100 Randomwalk peers (our maximum
Bot count) with no sign of degrading. The Knn scheme
increased capacity to 70-80 peers before latency began to
increase. The dominant factor in the message processing limit
appears to be message overhead (that is, the number of copies),
rather than size. This is suggested by the weakness of size as
a performance predictor. By creating interest sets, the fan-out
factor is reduced increasing the overall message rate of the
server, and thus user capacity.

The k of 20 is not arbitrary, but is roughly the limit on
peer-to-peer voice channels we’ve observed empirically on a
number of platforms, including Mozilla Hubs, RecRoom and
Ubiq (Roblox has a similar hard limit of 30). This figure likely
comes from the CPU overhead of WebRTC, the library/standard
that powers the voice chat of many SVR applications.

B. Behaviour

However, both schemes were affected by Peer behaviour.
The Knn scheme was far less susceptible. This is because the
interest sets have a constant size regardless of the total Peer
count. To see the effect of the scheme on Peer behaviour, we
also instrument the Bots, measuring characteristics of the flock
over time.

These results showed minimal deviations from the expected
Baseline behaviour. This was not surprising for the Hex
conditions due to the extension being roughly equivalent to one
cell. It was surprising for the Knn condition however. With a
k of 20, at the end of each trial each Bot would see only 1/5th
of the flock, yet behaved almost identically to when it could
see all of them. As interest sets are asymmetrical what we are
observing are bots influencing each other indirectly. Figure 10
shows the centroids of 100 randomly selected subgroups of
the Boids Knn trial at 60 seconds, along with the extension
plotted as a circle around them. What we see from this is that



Fig. 10. The extension measure of the randomly selected subgroups in the
Boids Knn Trials, compared to the 99% CIs from the Boids Baseline.

each subgroup has similar characteristics as each other, and
the larger flock, irrespective of the group composition. The
largest deviations are seen in the polarisation measure.

It is interesting to see indirect effects in the Knn scheme, and
verify neither scheme undermines bot behaviour. The lessons
from the measures however are limited in that it is not easy
to consider them objectively in the same context as real user
behaviour. We are still left to question whether the three metrics
are not particularly sensitive, or the schemes are particularly
robust to this behaviour. If we were to change the cell size, k,
or the maximum speed of the Bots, we may see different flock
behaviour emerge. In future work however we feel it would
be more worthwhile to consider a larger range of virtual user
behaviour, such as crowd simulations or data-driven behaviour
from real user captures.

C. Integration

Both schemes use only player position, independent of the
environment. The fixed partition scheme performs its work
on the clients. The knn scheme requires more computational
effort from the server. We performed our investigation in Ubiq,
which is highly client-centric. We had to modify both the
client and server. To support observing cells we had to modify
the messaging schema and the server behaviour to support
membership and observation. To support the Knn scheme,
we subclassed the type that handled within-room fan-out and
modified this to maintain the observed and observed-by sets. We
used a general purpose dictionary feature of Ubiq that involved
sending deltas to update the user position, so no schema
changes were required. On the client side we created new
Unity Components to drive the Rooms API. The schemes had
different levels of invasive changes. We feel Ubiq performed
moderately well as a platform for exploring scalability schemes.
The Knn support could be applied without upstream changes,
however cell observation could not and required forking.

To manage the Bots we use Ubiq as well, with an entirely
parallel Peer network (Figure 11). Each Unity process can host
one or more Ubiq Peers. In the Bot processes, one of these
Peers had a Component to manage the bots within the process.
The other Peers were Bots themselves. The two types of Peer
connected to different servers over different connections, but
have a form of communication through direct references in
a shared memory space. We found this to work very well,

Fig. 11. Connection architecture of the experiment, showing two separate
Ubiq Peer networks communicating via references within common processes.

and the ability of Ubiq to function as the control structure
and subject of the experiment at the same time is an unusual
capability.

D. Generalisability and Limitations

A challenge of social VR is that systems implementation
cannot be decoupled from the use case. Technical decisions
derive from the requirements to share certain information with
a certain QoS, and these depend on what cues are exchanged
in what social contexts [3]. Therefore there is no objectively
optimal scalability scheme(s) for all systems. The schemes
considered here are specific to the research and teaching use
cases of Ubiq, with associated constraints. For example, we
cannot take advantage of environmental occluders as done in
Steed and Angus [54]. Our results are meant to be considered
alongside similar experiments on scalability schemes for SVRs.

Our results should generalise to any system that uses server
fan-out, but not to those using peer-to-peer unicasting. Our
experiments are message-content agnostic. In a real system,
cues such as audio or avatar transforms will likely use
aggregation schemes. Our figures do not directly indicate the
user capacity in this case, but are applicable to the message
capacity of the system outside the aggregation.

The biggest limitation in our experiments is the behaviour
of the bots. By using two types of locomotion we have shown
how schemes can be dependent on user behaviour. Neither
type of bot reflects real user behaviour however but we are
not aware of a general purpose simulator either. We expect
that such a simulation would be very difficult to create, due to
the dependence of user behaviour on environment and context.
Accordingly, we expect as work in this area becomes more
advanced, it will become more narrow in its focus and more
application-specific. This suggests a need for flexible and
accessible simulation platforms such as we have used here.

VII. CONCLUSION

In this paper we investigate scalability schemes in the
open-source SVR Ubiq. Social VR covers a broad range of
systems that share a common subset of functionality. In naive
many-to-many arrangements, resources scale geometrically
with user count, quickly exhausting the limits of real sys-
tems. Accordingly, scalability schemes are used to improve



capacity. However these are rarely discussed publicly, and their
application specific nature makes it difficult to generalise the
results we do have.

Our ultimate aim is to support collective-scale social experi-
ences, including large crowds. The first step is to move from
small to medium gatherings. This involves creating interest
sets that are manageable by Ubiq’s client and relay server,
which can eventually be organised into a hierarchy for scaling
at higher levels.

In this paper we explored two schemes: a fixed spatial parti-
tion and knn partition. Each scheme is procedural, supporting
infinitely vast worlds. Both schemes are conceptually simple
and have only one or two tuneable parameters. Both schemes
successfully improve server capacity - with caveats. The knn
scheme doubles capacity from 40 to 80 peers. The hexagonal
grid offers an improvement to over 100, but only when the
peers are spatially well distributed. While both schemes are
effective, they differ in how they interact with other aspects
of the SVR, and user behaviour. The knn scheme requires the
server to actively maintain interest sets. Maintaining the hex
grid groups is distributed between the peers. The server is
more passive in this scheme to the extent it could be replaced
with network-level multicasting. The partition configuration
depends on the expected social situation however, and requires
a partition to be set for each scene, whereas the server based
knn is transparent to the user and may better generalise to
different situations.

Ubiq allowed both schemes to be implemented with minimal
difficulty, while also functioning as the command and control
system for the experiment. Surprisingly, it was the more server-
heavy Knn scheme that was easiest to implement. This is
because constraining the workload to the server meant the
peer-server communication could be simpler, compared to
peer-maintained area-of-interests.

All the extensions to Ubiq described in this paper will
be made open source as part of Ubiq in a separate branch.
As well as the code availability we host example Ubiq relay
servers for testing (see the Ubiq documentation at https://
github.com/UCL-VR/ubiq). Further, as all the code is available
researchers can extend the system and implement a broader
variety of mechanisms. While Ubiq already supports multiple
independent servers, it would be interesting to explore inter-
server mechanisms. We believe that the developments to Ubiq
presented herein offer a useful tool for the community to
explore SVRs in more depth.
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