
 1 

 

 

 

Variations in face perception 

across the visual field 
 

A thesis presented for the degree of 

Doctor of Philosophy 

by 

Anisa Yasmina Morsi 

BSc (Hons) Cognitive Neuroscience and Psychology 

 

 

Supervised by: 

Dr John Greenwood 

Dr Tessa Dekker 

 

BBSRC London Interdisciplinary Biosciences PhD Programme 

University College London 

June 2023 



 2 

Declaration of Authorship 

I, Anisa Yasmina Morsi, confirm that the work presented in this thesis is my own. 

Where information has been derived from other sources, I confirm that this has been 

indicated in the thesis. 

  



 3 

Abstract 

Face recognition is widely considered to be “special”, carried out in dedicated brain 

regions with distinct mechanisms compared to the recognition of other objects. Typically, 

low-level vision varies across the visual field in characteristic patterns, with our ability to 

see fine detail better along the horizontal vs. vertical meridian and in the lower vs. upper 

visual field. Given that faces appear to be processed uniquely, does face recognition vary 

across peripheral visual field locations in the same way? Using behavioural 

psychophysics, I uncover a clear advantage for face perception along the horizontal vs. 

vertical meridian, and a smaller-but-consistent advantage in the lower vs. upper field. 

Therefore, location influences face perception as it does in low-level vision. I then 

measured the retinotopic properties of three face-selective brain regions (the occipital face 

area, pFus and mFus), to determine whether visual field sampling within these regions 

could explain the variations in face perception. In all three areas there was a greater 

number of population receptive fields (pRFs) and better visual field coverage along the 

horizontal vs. vertical meridian and in the lower vs. upper field. These patterns resemble 

those observed in early visual cortex. Lastly, the process of localising and delineating 

face-selective areas of the brain was examined. Using novel functional localiser stimuli, I 

show that the delineation of face-selective brain areas, and the retinotopic properties 

subsequently measured from them, varies according to whether localiser stimuli were 

foveal or peripheral. Altogether, these findings demonstrate that the visual field 

anisotropies of low-level vision also affect high-level face recognition, with similar 

variations in retinotopic properties. This supports a hierarchical model of vision whereby 

spatial selectivity in higher-level areas is built upon the selectivity of lower regions, even 

within specialised face processing. 
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Impact Statement 

We are experts at face recognition. A plethora of research indicates that this is 

because relative to general object recognition, faces are treated as “special” within the 

visual system, processed using unique mechanisms and in distinct parts of the brain. The 

central aim of this thesis was to investigate how the specialised processing of faces is 

linked to more basic visual abilities, by examining variations in face perception using 

behavioural and neuroimaging measures and comparing these patterns to those of low-

level vision. 

A major challenge in determining how specialised processes operate within the 

visual system comes from the considerably different methodology used to examine low-

level vision and high-level face processing. To address this issue, a novel face acuity test 

was designed (Chapter 2), which measured the spatial resolution of face perception 

across the visual field, similar to methods used to assess low-level visual resolution. Using 

this approach revealed that our performance at judging face gender varies across the 

visual field in a similar way to low-level visual abilities. This has implications for everyday 

life by indicating that our ability to accurately perceive faces varies according to where 

they appear – for example, we are worse at recognising faces if they appear in our upper 

rather than lower visual field. These findings also highlight a previously uncovered link 

between spatial selectivity in low- and high-level vision, suggesting that variations in 

spatial vision may be inherited throughout the visual system. In general, the acuity test in 

Chapter 2 provides a useful framework for comparing variations in low- and high-level 

processing, as a tool to gain further clarity about how specialisation is ingrained within our 

visual system. 

 Chapter 3 measured the neural correlates of the variations in face perception. 

These findings show that the shared spatial selectivity observed between low-level vision 

and face perception arises due to common patterns of retinotopy in early visual cortex and 

face-selective brain regions. While face-selective cortices have previously been 

considered to have relatively distinct retinotopy, these results indicate that certain 

retinotopic principles operate throughout the visual system, even in high-level, specialised 

regions.  
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Chapter 4 showed that the spatial properties of the stimuli used to functionally 

localise category-selective brain regions can impact not only their delineation, but the 

properties subsequently measured from them. The retinotopic properties of face-selective 

brain regions were found to vary according to whether localiser stimuli contained 

foveal/central or peripheral objects. This indicates that the accuracy of retinotopic 

measurements may be affected by the initial localisation methods, revealing the 

importance of considering how functionally defined brain regions are identified, and 

whether the localisation approach might bias subsequent analyses. This has particular 

implications for face perception research, as face-selective brain regions are typically 

localised using only foveal stimuli. Altogether, the findings in this thesis provide further 

insight into the links between low-level vision and face perception, with even high-level, 

specialised face processing systems inheriting the spatial selectivity of earlier vision.  
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Chapter 1  
General Introduction 

Face perception is crucial in our everyday lives – we use it to recognise our family, 

friends, and colleagues, as well to extract important information such as gender and 

emotional expressions, which help us navigate social situations. Most of us have a 

seemingly unlimited memory for faces and are able to recognise hundreds if not 

thousands of faces by a young age (Freire & Lee, 2001). Face recognition is no easy task 

for the visual system, however, and is instead a complex, multi-stage process, involving 

various static (identity, gender) and dynamic (emotion, facial speech) aspects (Bruce & 

Young, 1986). Faces typically share the same basic configuration (two eyes, a nose and 

a mouth) and differ only in their individual features, meaning that we need to make fine 

perceptual discriminations to recognise individuals. Yet, most of us process faces 

effortlessly and within a fraction of a second. How is this impressive recognition ability 

built into the visual system? 

Presumably due to the complexity and social importance of face recognition, the 

human visual system appears to have developed specialised mechanisms for processing 

faces. Despite a plethora of research on face perception, there is still much debate as to 

the extent of this specialisation, and how exactly it operates. The question of specialisation 

is central to this thesis. How “special” really is face perception? And how might the visual 

system subserve distinct processes? Firstly, I will discuss the evidence that faces are 

processed uniquely within the visual system, with specific cognitive strategies and in 

dedicated brain regions. Then, I will delve into the neural properties of parts of the brain 

which are selectively involved in face perception, which suggest that processing within 

these regions has distinct characteristics. Finally, I will outline how these distinct neural 

properties may be linked to variations in face perception across the visual field, which 

have been found to differ considerably compared to other aspects of vision.  
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1.1 Faces engage specialised processing mechanisms 

1.1.1 Configural processing 

The visual system appears to have developed specialised processing strategies 

for faces. Arguably the most distinctive aspect of face recognition is that we appear to 

process faces holistically1 (Tanaka & Farah, 1993), where faces are not only perceived in 

terms of their individual features but as a unified percept. This process involves encoding 

face features as well as configural information within the face (Maurer et al., 2002). 

Configural information may be divided into first-order relations, which refers to the 

structural configuration of the eyes, nose and mouth, and second-order relations, which 

refers to the spatial relations between features, such as the distance between the eyes 

and nose (Piepers & Robbins, 2012). This type of configural processing provides richer 

information about the face, and as such, faces may be perceived as more than the sum 

of their parts (Galton, 1879). Three main paradigms have been used to demonstrate the 

importance of configural face processing: inversion, composite and part-whole effects. 

1.1.1.1 Inversion effects 

Evidence for the configural processing of faces comes from the face inversion 

effect, first coined by Yin (1969). The detrimental effect of inverting a face (showing it 

upside down) is remarkably demonstrated using “Thatcherised” faces, where the features 

of a face have been inverted (Thompson, 1980). Figure 1.1 illustrates that when faces are 

inverted, it is difficult to tell which one has been Thatcherised. However, if the observer 

rotates the images so that the faces are upright it becomes immediately apparent, as its 

inverted features give it a grotesque appearance. Our inability to detect that features are 

in the wrong orientation when a face is inverted has been attributed to the disruption of 

configural mechanisms, where information about the spatial configuration of features 

within a face is lost (Bartlett & Searcy, 1993; Lewis, 2001). 

Yin’s (1969) original study examined how performance on face recognition tasks 

may be disrupted by inversion. Participants were presented with a set of images of faces 

 
1 It should be noted that some researchers disagree with the term “holistic” to describe the specific 

nature of face processing, for example because holistic mechanisms are also present in other areas of 
perception, and because it may not fully capture the relational aspects of configural processing. These are 
indeed valid points. In this thesis, however, holistic processing may be used as an umbrella term which 
includes configural processing. 
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and other objects which are also usually seen in one orientation, such as houses. They 

were then presented with image pairs and asked to indicate which of the images had 

appeared in the original set. While participants were slower to recognise all objects when 

they were shown upside-down, they were disproportionately slower for inverted faces. 

This suggests that the inversion effect was mainly driven by processes specific to faces. 

There were inconsistences in the stimuli used for this experiment, such as photographs 

used in one category and cartoon drawings in another, which could have made certain 

categories of object easier to recognise regardless of their orientation. However, these 

findings were later replicated using photographs for both face and house categories, and 

using different photographs during testing than the ones shown in the original set, to 

prevent participants performing the task by remembering the specific images themselves 

(Valentine & Bruce, 1986a).  

Larger inversion effects for faces compared to other objects have since been 

demonstrated across various tasks, making it perhaps the most robust finding in the face 

perception literature (for review, see Rossion & Gauthier, 2002). For example, 

performance on a face recognition memory test was disproportionately impaired by 

inversion, compared to the recognition of upside-down dogs (Robbins & McKone, 2007). 

Figure 1.1. The Thatcher illusion (Thompson, 1980). When faces are inverted, it is difficult to tell which 
face has had its features inverted. When faces are rotated so that they are upright, the manipulated 
face becomes immediately obvious, as its inverted features makes it appear grotesque.  
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Another study found worse performance for inverted faces when participants were 

required to match faces based on identity (Meinhardt-Injac et al., 2010). Similarly, 

detecting differences in face gender and emotion becomes harder when faces are upside-

down, showing that inversion impairs the perception of both the changeable and 

unchangeable aspects of faces (Pallett & Meng, 2015; Prkachin, 2003). Face inversion 

effects have been consistently reported for many aspects of face perception and memory.  

How exactly is inversion thought to disrupt holistic processing? As mentioned 

previously, researchers have proposed that when faces are upside-down, our ability to 

process the configural information within a face is 

reduced, leading to poorer recognition (Bartlett & 

Searcy, 1993). This was investigated in more 

depth in a study where participants judged 

whether a test face was the same or different than 

a briefly presented target face (Le Grand et al., 

2001). Performance for upright faces was found to 

be significantly worse when faces had been 

manipulated configurally, by changing the spacing 

between features, than when faces were altered 

featurally, where the eyes or mouths were 

replaced (Figure 1.2). When faces were inverted, 

however, configural changes did not 

disproportionately impair performance. This 

finding suggests that inversion impairs face 

recognition by disrupting our ability to encode the 

spatial relationships between features.  

Tanaka and Sengco (1997) also manipulated the position of the eyes within faces 

to demonstrate a similar effect. Participants showed poorer recognition of individual face 

features if the features were tested in a different configuration (e.g. the eyes were further 

apart) to when participants had initially viewed them. Not only was the recognition of the 

eyes affected, but participants were worse at making judgements about other face 

features (noses and mouths) which were not directly manipulated, showing that the 

manipulation of one face feature changed the configuration of the entire face. This effect 

Figure 1.2. Examples of face stimuli used 
by Le Grand et al. (2001), which were either 
manipulated (a) configurally, by altering the 
spacing between face features, or (b) 
featurally, by replacing the eyes and mouth. 
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disappeared when faces were inverted, with participants insensitive to configural changes. 

Similar configural and inversion effects were not found for houses, suggesting that they 

are specific to face perception. Altogether this suggests that although the low-level 

characteristics (e.g. spatial frequency; Willenbockel et al., 2010) of a face remain the same 

regardless of its orientation, inversion may cause our visual system to revert to a part-

based strategy, where the spatial relationships between face features are not processed.  

Face inversion effects have indeed led some researchers to argue that upright and 

inverted faces elicit qualitatively different processing strategies, where inverted faces are 

processed more like non-face objects (Rossion, 2008). However, configural processing 

has been observed for inverted faces, with horizontal displacements between face 

features detected better within inverted faces than vertical displacements (Goffaux & 

Rossion, 2007). Other findings showed that observers relied on similar, local regions 

within upright and inverted faces during various face discrimination tasks (Sekuler et al., 

2004). This suggests that similar processing strategies may be engaged regardless of 

face orientation, but more efficiently for upright faces. Inversion effects could therefore 

reflect a quantitative rather than a qualitative change in face recognition.  Either way, the 

fact that face inversion effects are found consistently throughout the literature suggests 

that faces are typically processed holistically, with inversion disrupting our ability to extract 

important configural information (McKone et al., 2007).  

1.1.1.2 Composite effects 

Other behavioural tasks have 

provided further evidence for holistic 

face processing. The composite effect 

demonstrates that recognising the 

individual identities of two different face 

halves is more difficult when the halves 

are aligned, compared to when they are 

misaligned (Figure 1.3; Young et al., 

1987). This effect emerges because 

when the face halves are aligned, our 

visual system combines them to create 

a whole (illusory) face, impairing the 

Figure 1.3. Composite faces taken from McKone et 
al. (2013). When two different face halves are 
aligned (left), it is harder to recognise either the top 
(Barack Obama) or bottom (Will Smith) identity, as 
the illusion of a new identity is created. When face 
halves are misaligned (right), this effect disappears. 
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recognition of each face half. The composite effect has been shown to disappear when 

faces were inverted, consistent with the idea that inversion disrupts configural processing 

(Le Grand et al., 2001; Maurer et al., 2002; Tanaka & Sengco, 1997). Similar composite 

effects have been reported for facial gender and emotion, with poorer recognition when 

face halves were aligned (Calder & Jansen, 2005; Calder et al., 2000; Liu et al., 2020). 

Like inversion effects, composite effects suggest that upright face recognition is superior 

due to the more efficient engagement of configural mechanisms, which are impaired by 

inversion.  

1.1.1.3 Part-whole effects 

Lastly, the part-whole effect also points toward configural face processing. Tanaka 

and Farah (1993) showed that the features of upright faces were better recognised if they 

were originally presented as part of a whole face as opposed to in isolation. This suggests 

that encoding a face feature and its spatial relationships to other features could benefit 

subsequent recognition. This effect was markedly reduced for scrambled faces and 

inverted faces, as well as non-face objects such as houses. In fact, isolated face parts 

produced better recognition scores for scrambled faces, consistent with the idea that when 

faces are not in their normal configuration, we switch from a holistic to a feature-based 

processing strategy. The whole-face advantage has been found not only for whole faces 

vs. isolated features but for faces in their original configuration vs. a new configuration, 

where the spatial relationships between features have been altered (Tanaka & Sengco, 

1997). Some have used this to argue that the part-whole effect is due to an “encoding 

specificity” principle (Tulving & Thomson, 1973) whereby better recognition is reported for 

the whole face simply because that is how the part was originally encoded (Gauthier et 

al., 2009). However, this would predict a part-whole effect for inverted faces and houses 

too, which is not the case (Tanaka & Farah, 1993). These findings add to the view that 

our visual system does not just process the individual features of faces but integrates 

them holistically, a process which is largely specific to faces.  

So far, this section has described different measures of configural processing (the 

inversion, composite and part-whole effects). These measures employ different 

approaches but all point towards configural processing strategies being specifically 

engaged for face perception (Boutet et al., 2021). What else might make the processing 
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of faces “special”? A multidimensional “face-space” has been put forward as another way 

that faces are uniquely encoded. 

1.1.2 “Face-space” suggests another unique encoding strategy 

Researchers have proposed the concept of a multidimensional “face-space”, where 

faces are encoded along multiple dimensions according to their features (Valentine, 1991; 

Valentine et al., 2016). These dimensions could include the shape of the face, the colour 

of the eyes, the distance between the eyes and the nose, age, ethnicity, and so on. Each 

individual identity occupies its own location within the psychological space – as no two 

faces are exactly the same – with similar faces represented nearer to each other. As the 

dimensions are assumed to follow a normal distribution, the faces closer to the centre of 

the space are more typical in appearance, while more distinctive faces are located further 

away. This could explain why distinctive faces are easier to recognise (Valentine & Bruce, 

1986b, 1986c) – there are fewer faces located close by to them within face-space, so the 

recognition of their identity is less prone to error. Typical faces, on the other hand, may 

be easier to misidentify as there are more identities represented within close proximity.  

Support for face-space has come from the study of adaptation effects. Adaptation 

effects follow the constant presentation of a certain stimulus, where perception is biased 

in the opposite way for a short period of time afterwards. An example of this is the tilt 

aftereffect, where if observers are adapted to lines oriented towards one direction, they 

will perceive subsequently presented lines as tilted more towards the opposite direction 

(Gibson & Radner, 1937; He & MacLeod, 2001). Similar effects of adaptation have been 

measured for faces that were generated using a morphing continuum along several 

feature dimensions (Leopold et al., 2001). Each face had an “anti-face”, created along the 

same identity trajectory but in the opposite direction. Participants were found to be better 

at recognising the identity of a face when they had first been adapted to its anti-face, rather 

than a face which did not vary along the dimensions in an opposing manner. In other 

words, the beneficial effects of adaptation were specific to faces that were encoded along 

the same-but-opposing trajectory within the multidimensional space. This is consistent 

with the view that individual identities are represented at different locations within a 

psychological space (Valentine et al., 2016).  
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The idea of face-space has been used to explain why inversion effects occur. 

Originally, it was suggested that presenting faces upside-down may lead to encoding 

errors, with inverted faces not represented as precisely or efficiently within face-space 

(Valentine, 1991). In Valentine’s (1991) study, inversion effects were not as strong for 

distinctive faces, suggesting that the encoding errors introduced by inversion have less of 

an effect if there are fewer identities nearby that could interfere with recognition. 

Alternatively, while adaptation effects have been demonstrated for both upright and 

inverted faces, Leopold et al. (2001) found that the effects did not transfer across 

orientation. This suggests that there could be different spaces for upright and inverted 

faces, with inversion effects arising due to the inverted face-space being less well-

developed (as we usually perceive faces in their upright orientation). Either way, these 

findings support the idea of faces being processed within a dedicated psychological 

space(s).  

So far, then, we have seen that faces appear to engage specific cognitive 

processing mechanisms, most widely demonstrated by the inversion effect (Yin, 1969). 

There may also be a dedicated “face-space” within the visual system, which highlights 

another way that faces might be processed uniquely (Valentine et al., 2016). Next, I will 

discuss how specialised face perception might be subserved by distinct brain regions.  

1.2 Faces are processed in dedicated brain regions 

Our visual system is organised hierarchically. Information first enters through 

ganglion cells in the retina and travels through the lateral geniculate nucleus (LGN), before 

reaching the visual cortex. The visual cortex is comprised of several layers, which are 

tuned to different stimulus properties. Primary and secondary visual cortex (V1 and V2) 

encode the most basic or “low-level” elements of scenes, such as edges and orientation 

information (Hubel & Wiesel, 1962; Tootell et al., 1998). As information becomes more 

complex it is processed in successive stages of the visual system, with “high-level” 

processing such as object and face recognition carried out in comparatively later stages 

within the visual hierarchy (Riesenhuber & Poggio, 1999). Processing therefore becomes 

more specialised, and directed towards certain categories of object, higher in the hierarchy 

(Kanwisher & Dilks, 2013).  
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Functional magnetic resonance imaging (fMRI) has revealed a network of brain 

regions specialised for processing faces, which have been linked to different face 

processing streams (Grill-Spector et al., 2017; Haxby et al., 2000). The ventral or “core” 

stream consists of regions in ventral temporal cortex: the occipital face area (OFA) on the 

occipitotemporal gyrus, and two anatomically and functionally separate regions of the 

fusiform face area (FFA) referred to as pFus and mFus, on the posterior and medial 

fusiform gyrus, respectively (Figure 1.4). The ventral stream is thought to encode the fixed 

structural properties of faces, subserving tasks such as identity recognition. The 

“distributed” (or “extended”) face processing network consists of regions in the dorsal 

stream, such as the superior temporal sulcus (STS). The dorsal stream is associated with 

the processing of dynamically changing parts of faces, such as eye gaze and emotional 

expression. The distributed neural model of face perception also includes regions of the 

brain implicated in more general visual and cognitive abilities, such as parietal regions 

that are involved in spatial processing, or the amygdala which is important for processing 

emotion (Haxby et al., 2000). Multiple brain regions therefore work together to not only 

identify fixed aspects of faces (e.g. 

identity), but to extract meaning from faces 

– using various cues such as expression 

and eye gaze – which is crucial for social 

interaction. While face perception 

undoubtedly involves various brain regions 

and cognitive abilities, this thesis will 

primarily focus on the ventral or “core” face 

processing stream.  

The FFA was the first face-selective 

part of the brain to be identified, with now-

classic fMRI studies showing that it 

selectively responds to faces over other 

objects, measured through an increased 

blood oxygen dependent (BOLD) signal 

(Kanwisher et al., 1997; McCarthy et al., 

1997). The FFA also responds more 

Figure 1.4. Representation of brain regions in early 
visual cortex (V1-V3) and the core face processing 
network (OFA, pFus and mFus), displayed on the 
ventral surface of the brain. Together, pFus and 
mFus form the fusiform face area (FFA). Visual 
regions are organised hierarchically, from posterior 
to anterior locations, with regions higher in the 
hierarchy processing more complex information.  
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strongly to upright compared to inverted faces, suggesting that it is most active when 

processing faces in their normal, upright configuration and providing a neural basis for the 

face inversion effect (Kanwisher et al., 1998). Some researchers have argued that 

inverted faces predominantly activate object-selective cortices (e.g. those that process 

houses), adding to the view that they are processed in a more object-like manner (Haxby 

et al., 1999). However, inverted faces do still activate the FFA, just to a smaller extent 

than upright faces, which suggests that the FFA is inherently face-selective regardless of 

orientation (Goffaux et al., 2016; Kanwisher et al., 1998). Interestingly, if faces were both 

inverted and converted to two-tone Mooney (1957) images – which make faces within the 

images much harder to perceive – BOLD signal in the FFA was markedly reduced 

compared to when faces were inverted only (Kanwisher et al., 1998). This suggests that 

the less “face-like” stimuli become, the less the FFA responds (Tong et al., 2000).  

The FFA has been shown to be particularly sensitive to holistic face percepts, 

demonstrated using the composite face illusion and an adaptation repetition paradigm 

where participants were instructed to attend to the top face half (Schiltz et al., 2006). When 

face halves were aligned, the FFA was activated more strongly if the bottom face half was 

different during the second presentation, compared to when face halves were of the same 

identity in both presentations. Importantly, there were no differences in FFA activation 

when face halves were misaligned or the composite faces were inverted. This provides 

neuroimaging evidence that the FFA is involved in the holistic processing of faces.  

Research has investigated this further, finding that there was stronger functional 

connectivity between the FFA and areas of parietal cortex involved in spatial processing 

when participants detected configural changes within a face, as opposed to featural 

changes (Zachariou et al., 2017). This suggests that the FFA is indeed involved in 

processing the spatial relations between face features, due to its increased 

communication with brain regions specialised for spatial processing. However, other 

studies have found a similar FFA response for configural and feature-based 

manipulations, suggesting that the FFA may be equally interested in face features and 

their configuration (Liu et al., 2010; Yovel & Kanwisher, 2004). Either way, the FFA 

appears to facilitate holistic processing. 
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On the other hand, fMRI suggests that the OFA is specifically concerned with 

encoding face features. While there were increased BOLD responses in the OFA when 

face parts appeared, the activation was similar regardless of whether parts appeared in a 

normal or scrambled configuration (Liu et al., 2010). Transcranial magnetic stimulation 

(TMS) over the right OFA has also been shown to disrupt performance on a feature-based 

face task, while performance on a configural task remained intact (Pitcher et al., 2007). 

With its preference towards face features in any configuration, the OFA may represent an 

early stage in the ventral face processing pathway, with the integration of face features 

occurring later in the hierarchy, within the FFA (Pitcher et al., 2011). 

While the FFA was originally identified as one region, as mentioned previously it 

can also be split into two anatomically and functionally distinct regions. First, an area on 

the posterior fusiform gyrus referred to as pFus, and another located more anteriorly on 

the mid fusiform sulcus, labelled as mFus (Grill-Spector et al., 2017; Pinsk et al., 2009; 

Weiner & Grill-Spector, 2010). These studies have suggested that the more anterior a 

face-selective region is, the more selective for faces it is, with mFus showing higher 

selectivity for faces compared to pFus, which in turn is more selective for faces than OFA 

(although see Chen et al., 2022). Even more anteriorly, a face-selective region in the 

anterior temporal lobe has been found. This region has been linked to the final stages of 

face recognition and may serve as the interface between face perception and face 

memory (Collins & Olson, 2014). While earlier face-selective regions may focus on 

processing specific perceptual features, later regions may encode a more abstract face 

representation. 

Other brain regions have been associated with the processing of more dynamic 

and changeable aspects of faces, which as mentioned previously, may be carried out in 

separate streams (Bruce & Young, 1986; Haxby et al., 2000; although see Fisher et al., 

2016a). For example, research suggests that facial emotion is encoded in the superior 

temporal sulcus (STS). When participants were instructed to match face stimuli by 

emotional expression there was greater BOLD signal in the right STS, compared to when 

performing an identity-matching task (Narumoto et al., 2001). The role of the STS in 

processing facial emotion is directly evidenced using transcranial magnetic stimulation 

(TMS), which is a technique that uses magnetic fields to temporarily disrupt activity within 

certain parts of the brain. While TMS applied to a ventral part of the brain caused deficits 
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in recognising face identity, TMS applied to a more dorsal region reduced the ability to 

judge facial expression (Pitcher, 2014). The STS also shows preference for eye gaze 

(Engell & Haxby, 2007), demonstrating its role in various changeable aspects of faces.  

Altogether these findings suggest that there are specific parts of the brain which 

are selectively activated for faces (Kanwisher et al., 1997). A network of brain regions is 

dedicated to processing the static and dynamic aspects of faces, with certain modules 

implicated in face-specific configural mechanisms (Grill-Spector et al., 2017). While 

various other brain regions may also be required in order to extract complex meaning from 

faces (Haxby et al., 2000), the above findings generally support the idea of domain 

specificity within the brain, with face perception carried out in separable processing 

streams to other objects (Kanwisher, 2000). Next, evidence for and against a modular 

theory of face processing will be examined in more detail.  

1.3 Is face perception a domain specific process? 

Evidence that faces are processed using unique cognitive mechanisms and within 

dedicated brain regions have fuelled the argument that domain specificity exists within the 

visual system (Fodor, 1983; Kanwisher, 2000; McKone et al., 2007). In this view, certain 

cognitive strategies and brain areas have developed to be specific for faces and are either 

innate (developed over human evolution) or develop very early on in life. We may indeed 

have innate mechanisms geared towards face perception, with newborn babies 

preferentially orienting towards faces and stimuli with face-like configurations (Johnson et 

al., 1991; Turati et al., 2002; Valenza et al., 1996). While this preference in newborns 

includes non-face objects that are top-heavy in their features (Simion et al., 2002), 

indicating that experience may be needed to shape functional specialisation, this suggests 

that our visual system is predisposed to support specialised face processing. Innate or 

not, is face perception special because its underlying mechanisms are domain specific, 

involving separable processes to other types of vision? Some of the most compelling 

evidence for this view comes from cases of prosopagnosia.  

1.3.1 Face recognition can be selectively impaired 

Prosopagnosic individuals offer further insight into the “special” nature of face 

processing. Prosopagnosia, also known as “face blindness”, describes a selective deficit 
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for face perception while other visual abilities remain intact (Bodamer, 1947). The 

condition can be developmental, where it is present from birth in the absence of any clear 

brain abnormality (Behrmann & Avidan, 2005). It can also be acquired due to a brain 

injury, usually involving right occipitotemporal lesions which often include the fusiform 

gyrus (Barton et al., 2002; Sergent et al., 1992). Prosopagnosia usually refers to a deficit 

in recognising face identity (Fisher et al., 2017), although some individuals are also 

impaired at perceiving gender or emotional expression (Humphreys et al., 2007; Rezlescu 

et al., 2012). In severe cases, prosopagnosia means that people cannot identify family 

members, or recognise that two identical photographs contain the same individual 

(Sergent & Signoret, 1992).  

While individuals with prosopagnosia typically perform poorly on face recognition 

tasks, they often show intact object recognition (Behrmann & Avidan, 2005). For example, 

LH developed prosopagnosia following a brain injury which included bilateral 

occipitotemporal damage (Farah et al., 1995). Although LH could not recognise faces, he 

could accurately discriminate similar-looking objects of the same category, such as forks 

or eyeglasses. Similar findings exist for individuals with developmental prosopagnosia, 

who performed poorly on face memory tests but could successfully recognise non-face 

objects such as cars or houses (Duchaine & Nakayama, 2006). These findings show that 

face processing deficits can exist separately from general object agnosia and are not 

caused by a problem with within-category discrimination.  

Individuals can also experience selective deficits in object recognition while face 

perception remains intact, highlighting a double dissociation between the two processes. 

After a brain injury, CK was no longer able to efficiently recognise non-face objects, such 

as a guitar or tennis racquet (Behrmann & Moscovitch, 2001; Moscovitch et al., 1997). 

However, his face recognition ability remained intact; he could recognise new faces as 

well as individuals he knew prior to his injury, and performed well on face matching tasks. 

CK showed larger-than-average face inversion effects, supporting the view that inverted 

faces engage object rather than face processing mechanisms (Haxby et al., 1999). 

Interestingly, when shown faces that were made up of objects, he could detect the face 

but could not identify the objects it was comprised of, indicating that his deficit is indeed 

specific to non-face objects. CK’s case provides strong evidence for separable object and 
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face processing mechanisms, with selective damage to object processing modules 

leaving face perception intact.  

1.3.1.1 Impaired face recognition is linked to configural processing deficits 

Problems with face recognition have been associated with an inability to process 

configural face information. Individuals with developmental or acquired prosopagnosia 

often lack the expected face inversion effect of better recognition for upright compared to 

inverted faces, along with reduced composite and part-whole effects (Behrmann & Avidan, 

2005; Busigny et al., 2010; de Gelder & Rouw, 2000; Ramon et al., 2010; Shah et al., 

2015). After damage to their right occipital lobe and fusiform gyrus, patient GG could no 

longer recognise the identities of faces and did not display face inversion effects (Busigny 

et al., 2010). However, GG could accurately detect the distances between features of 

other objects of similar complexity. This suggests that face processing deficits in 

prosopagnosia may be linked to a specific inability to process faces (but not other objects) 

configurally.  

In some cases, those with prosopagnosia can even show opposite face inversion 

effects, with better accuracy or faster reaction times for inverted compared to upright faces 

(Behrmann & Avidan, 2005; Farah et al., 1995). One such study examined JM, an 

individual with developmental prosopagnosia who showed a general overreliance on local 

features when processing objects, including faces (Schmalzl et al., 2009). JM was 

significantly worse at recognising upright compared to inverted faces, demonstrating a 

reversed face inversion effect. This suggests that while he could recognise inverted faces 

by processing individual face features, upright face recognition was impaired as his visual 

system attempted to engage configural processes which do not work properly. While 

configural processing usually enables upright faces to be perceived efficiently, these 

mechanisms may be damaged in prosopagnosia. 

Electroencephalogram (EEG) research has suggested that prosopagnosia can 

also involve deficits in processing face features. The N170 is an electrophysiological 

marker of face encoding which can be reliably measured from occipitotemporal electrodes 

140-200 ms after the presentation of a face (Eimer, 2000; Rossion et al., 2000). In 

individuals with developmental prosopagnosia, N170 amplitudes reduced less than in 

control subjects when the contrast of the eyes within face stimuli was reversed (Fisher et 
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al., 2016b). Prosopagnosia has therefore been linked to a reduced ability to process face 

features, particularly the eyes, which have been shown to be especially important for face 

perception (Brown & Perrett, 1993; Schyns et al., 2002; Yamaguchi et al., 2013). However, 

participants with prosopagnosia showed a reduced N170 attenuation compared to 

controls when they were instructed to fixate the mouth rather than the eyes, suggesting 

that they were generally less sensitive to holistic configuration (Fisher et al., 2016b). 

Altogether it seems that prosopagnosia can involve impairments in perceiving face 

features and integrating them holistically, with deficits in configural processing commonly 

found. 

Altogether, these studies tell a convincing story of domain specificity within the 

visual system, with prosopagnosia demonstrating the selective impairment of face 

perception (Sergent & Signoret, 1992; Towler et al., 2017). However, others have argued 

that the apparently “special” nature of face recognition may instead arise from expertise. 

These theories oppose the idea of domain specificity within the brain, instead putting 

forward a domain general view of face perception.  

1.3.2 A domain general account of face recognition 

On the other side of the coin, researchers have proposed that the processes 

involved in face recognition are domain general, developing for any objects of expertise 

that require within-category discrimination (Gauthier, 1998; Gauthier & Tarr, 1997). Some 

studies have found inversion effects for objects of expertise, such as dogs in dog experts 

that have many years’ experience (Diamond & Carey, 1986). However, others have failed 

to replicate this finding in dog experts, pointing out that Diamond and Carey’s (1986) 

findings may have been due to previous familiarity with the specific photos of the dogs, 

which would have been in the upright configuration (Robbins & McKone, 2007). Instead, 

Robbins and McKone (2007) show that although expertise for certain objects may produce 

small inversion effects, they remain disproportionately large for faces. 

Other evidence for a domain general view has involved training participants to 

become experts at recognising “Greebles”, which are novel objects considered to require 

similar within-category discrimination to faces (Gauthier, 1998; Gauthier & Tarr, 1997). 

Participants in these studies showed sensitivity to configural changes within upright but 

not inverted Greebles, suggesting that objects of expertise could trigger similar processing 
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strategies to faces. However, inversion effects were found for reaction time but not 

accuracy, along with variable part-whole effects, with parts sometimes being better 

recognised in isolation (Gauthier, 1998). Similarly, Greebles have been shown to lack a 

similar composite effects to faces (Robbins & McKone, 2007).  Although another study did 

find composite effects for Greebles, they only occurred if the initial learning phase included 

aligned Greebles, and if the test quickly followed the learning phase (Richler 2009). In 

comparison, composite effects for faces were present regardless of these factors. This 

suggests that although configural mechanisms may be elicited by objects of expertise in 

some situations, they remain disproportionately involved in face processing. This is 

consistent with the idea of a continuum within holistic processing – while holistic 

mechanisms may be employed in some cases to aid object recognition, depending on 

various factors such as the specific features of the objects or difficulty of the task, face 

perception exists at the far end of the spectrum, with holistic processing almost always 

elicited if possible (Tanaka & Farah, 2003).  

Individuals with prosopagnosia can also become experts at recognising Greebles 

despite being impaired on face recognition tasks (Rezlescu et al., 2014). One study 

examined Edward, who performed poorly on a multitude of face recognition tasks 

including famous face recognition and unfamiliar face memory (Duchaine et al., 2004). 

His performance was also similar for upright and inverted faces, showing a lack of face 

inversion effect. Edward was able to accurately recognise and name Greebles learnt 

during recent training just as well as (or in some cases, better than) control subjects. His 

ability to discriminate Greebles adds to the view that face processing mechanisms are 

largely separable from those employed for other objects, even those that require similar 

within-category judgements.  

Perhaps more compelling evidence for a domain general account comes from 

neuroimaging. fMRI has revealed that car and bird experts show increased BOLD 

responses in the FFA in response to their objects of expertise (Gauthier et al., 2000). This 

increase in FFA activation was correlated with behavioural measures of expertise. 

However, other researchers in favour of a domain specific hypothesis have argued that 

FFA responses were at least twice as high for faces than for the birds or cars (Kanwisher, 

2000). They also point out that the activation in Gauthier et al.’s (2000) study extended 

into other category-selective parts of cortex that are not involved in face perception, 
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suggesting that the increased BOLD responses were not specific to the FFA but may 

reflect more general attentional or object-selective processes. Overall there is more 

evidence for the FFA’s specific involvement in face processing rather than general within-

category discriminations (Grill-Spector et al., 2004; Kanwisher et al., 1997; Kanwisher et 

al., 1998).  

What can we conclude from this exploration into domain specificity? The role of 

experience undoubtedly plays a role in face perception, and indeed may be required for 

domain specificity to develop – monkeys that were deprived of seeing faces from birth 

were shown to lack face-selective parts of the brain (Arcaro et al., 2017). Yet, these 

distinct brain regions develop shortly after birth given typical visual experience 

(Livingstone et al., 2017), with studies showing that they are more consistently involved 

in face processing than other objects of similar complexity or expertise (Grill-Spector et 

al., 2004; Kanwisher, 2000). Furthermore, the selective deficit for face perception 

observed in prosopagnosia indicates separable mechanisms for face and object 

recognition (Sergent & Signoret, 1992; Towler et al., 2017). On the whole, the evidence 

seems more in favour of a domain specific theory of face perception (at least within the 

“core” face recognition system as opposed to other brain regions that may be recruited 

during face perception, which are involved in more general cognitive functions; Haxby et 

al., 2000). How might this category specific processing be built into the brain? First, we 

must take a step back to consider some general properties of the visual system, and the 

differences between low- and high-level vision. 

1.4 Low- and high-level visual processing 

1.4.1 General properties of the visual system 

Visual neurons essentially take “snapshots” of the world in front of us, detecting 

information that falls within their receptive field, the region of visual space that each neuron 

responds to. As mentioned previously, our visual system is organised hierarchically. 

Primary and secondary visual cortex (V1 and V2) encode the most basic or “low-level” 

elements of scenes, such as edges and orientation information (Hubel & Wiesel, 1962; 

Tootell et al., 1998). V1 neurons fire if they detect an edge within their receptive fields, at 

different magnitudes depending on various factors such as the length or orientation of the 

edge(s). As information becomes more complex it is processed in successive stages of 
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the visual system, with “high-level” processing such as object and face recognition carried 

out in comparatively later stages within the visual hierarchy (Riesenhuber & Poggio, 

1999). Each stage of the visual system has its own set of response properties, shaped by 

the stimulus preferences of receptive fields. While receptive fields in early visual cortex 

fire differently depending on the orientation of simple edges, receptive fields in other parts 

of the brain exhibit selectivity for other aspects of visual scenes, such as colour in V4 

(Schein & Desimone, 1990) or direction of motion in MT (the middle temporal visual area; 

Albright, 1984; Dubner & Zeki, 1971).  

A major property of the visual cortex is that it is organised retinotopically, with 

neurons next to each other in cortex responding to locations next to each other in visual 

space (Wandell et al., 2007). Due to this retinotopic organisation, research has uncovered 

certain principles that appear to be universal within the visual system. One of these is the 

cortical magnification of the fovea, which refers to the increase in cortical area dedicated 

to processing the central visual field (Cowey & Rolls, 1974; Daniel & Whitteridge, 1961). 

In V1, for example, cortical magnification is highest at the fovea and decreases with 

eccentricity (distance from fixation; Duncan & Boynton, 2003). This likely stems from 

differences at the level of the retina, where the fovea is processed by a greater proportion 

of retinal ganglion cells than the periphery, explaining its enhanced resolution (Anstis, 

1998; Rosenholtz, 2016). The oversampling of the fovea is an inherent property of the 

visual system that has been observed throughout the brain, in low- and high-level areas 

(Amano et al., 2009; Harvey & Dumoulin, 2011; Kay et al., 2015; Silson et al., 2016).    

To overcome the comparatively fewer neural resources dedicated to sampling 

peripheral vision, receptive fields are typically larger in the periphery (Freeman & 

Simoncelli, 2011). In V1, receptive fields are smallest at the fovea and increase linearly in 

size with eccentricity (Dumoulin & Wandell, 2008). As such, there is typically an inverse 

relationship between receptive field size and cortical magnification factor (Harvey & 

Dumoulin, 2011). The linear increases in receptive field size have been specifically linked 

with the decreasing acuity gradient from the fovea to the periphery in V1 (Duncan & 

Boynton, 2003). In other words, resolution decreases as receptive fields become larger in 

the periphery. This is another integral property of the visual system, with similar increases 

in receptive field size with eccentricity observed throughout the brain (Dumoulin & 

Wandell, 2008; Winawer et al., 2010).  
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At the same time, overall receptive field size differs between low- and high-level 

visual cortex (Kay et al., 2015; Winawer et al., 2010). Receptive fields are smallest in 

lower brain regions, enabling early visual cortex to sample the visual field with high spatial 

resolution, and increase in size in successive levels of the hierarchy, which is thought to 

allow the pooling of information to support progressively more complex, higher-level 

processing (Freeman & Simoncelli, 2011; Riesenhuber & Poggio, 1999). Research has 

suggested a shift from the encoding of information with high spatial sensitivity in lower 

areas, supported by smaller receptive fields, to the encoding of category information with 

large receptive fields in higher areas (Groen et al., 2022). The next sections will discuss 

the distinction between spatial and category sensitivity in more detail. 

1.4.2 Category versus spatial selectivity in higher-level regions 

Early visual cortex encodes visual information with high spatial precision (Kamitani 

& Tong, 2005). On the other hand, object-selective parts of cortex have been thought to 

encode category representations regardless of location (Barlow, 2009; Logothetis & 

Sheinberg, 1996). Object invariance is considered an inherent property of object 

perception, allowing us to recognise objects despite changes in viewpoint or lighting 

conditions, which alters their appearance on the retina (DiCarlo & Cox, 2007). This 

invariance was previously thought to occur at the level of individual neurons (Logothetis 

& Sheinberg, 1996; Tanaka, 1996). For example, research has studied the properties of 

neurons in monkey inferotemporal (IT) cortex, an area which contains face-selective cells 

similar to face-selective brain regions in humans (Tsao et al., 2006). Single cell recordings 

have revealed that compared to early visual cortex, IT neurons have much larger receptive 

fields (Gross et al., 1972), similar to the large receptive fields found in human face-

selective brain regions (Kay et al., 2015). The responses of monkey IT neurons were 

found to be invariant to position, firing as long as stimuli appeared within their receptive 

fields (Ito et al., 1995). IT neurons can be tuned to specific face viewpoints and identities, 

suggesting that these neurons are sensitive to the properties of faces, rather than their 

position within the visual field (Nam et al., 2021).  

However, face-selective IT neurons have also been shown to respond more to 

preferred retinal locations (DiCarlo & Maunsell, 2003). In this study, rhesus monkeys were 

shown simple shapes either at fixation or at 1.5° in the left or right visual field. Some IT 

neurons were found not only to be selective for specific shapes but would only respond if 
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those shapes fell at a certain location. Full receptive field mapping was not performed, so 

it is possible that some neurons had very small receptive fields which only covered one of 

the three locations. However, many neurons responded to all three locations but at 

different strengths, demonstrating that their receptive fields covered all three locations and 

that they did have preferred stimulus locations. This aligns with other research showing 

that although many IT neurons have large receptive fields, they still have only one region 

of high sensitivity within their receptive fields (Op De Beeck & Vogels, 2000).  

Human fMRI studies provide further evidence that object-selective brain regions 

can also contain position information, and that location and category can be encoded 

independently (Kravitz et al., 2010). In both the OFA and FFA, BOLD responses were 

found to be significantly higher in response to faces appearing in the lower vs. the upper 

visual field (Schwarzlose et al., 2008). Other research has revealed that the quadrant of 

the visual field that faces appeared in could be decoded from FFA activity with above 

chance accuracy (37%, with chance being 25%; Carlson et al., 2011). Although this is not 

a particularly high accuracy level, it nonetheless shows that the FFA encodes location 

information which can be later extracted. Interestingly, in Schwarzlose et al.’s (2008) study 

there was more location information in the OFA than the FFA, suggesting that some face 

processing areas may be more concerned with location while others are more category-

focused. Consistent with this, opposing biases of spatial and category selectivity have 

been found in more posterior (OFA) and anterior (FFA) face-selective regions, 

respectively (Silson et al., 2022). Variations in position and category encoding have also 

been found between the ventral and dorsal face processing streams, with the dorsal 

stream linked to greater spatial precision in order to process the dynamically changing 

aspects of faces, such as expression (Freiwald et al., 2016; Pitcher, 2014). Altogether, 

these studies suggest that like early visual cortex, face processing brain regions respond 

differently depending on location. 

1.4.3 Sensitivity to low-level information is different for faces 

Besides location, does the low-level featural2 content of faces affect their 

perception? Research suggests that it can – with contrast levels affecting face recognition, 

 
2 While the term “featural” is often used to refer to face features (e.g. the eyes, nose, mouth) in the 

face perception literature, it is also used in a more general sense to describe the featural content of faces, 
for example in terms of low-level image characteristics such as spatial frequency, orientation, and contrast. 
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for example (Fisher et al., 2016b; Schyns et al., 2002; Yue et al., 2011) – but in unique 

ways. In earlier brain regions, selectivity for low-level features tends to occur due to 

retinotopic organisation. For example, receptive fields in early visual cortex respond 

preferentially to radial as opposed to tangential orientations, known as the radial bias 

(Rovamo et al., 1982; Sasaki et al., 2006). As mentioned previously, however, horizontal 

orientations are important for various aspects of face perception, including identity 

recognition and holistic processing (Dakin & Watt, 2009; Goffaux & Dakin, 2010; Goffaux 

& Greenwood, 2016). Horizontal spatial frequencies have also been found to elicit the 

strongest BOLD responses in the FFA (Goffaux et al., 2016). This suggests that selectivity 

for featural content also follows category as opposed to spatially based principles within 

face perception.  

As with orientation, spatial frequency preference in early visual cortex ties in with 

retinotopic organisation. V1 receptive fields are tuned towards higher spatial frequencies 

near the fovea and progressively lower ones in the periphery (Henriksson et al., 2008). In 

contrast, the holistic processing of faces has been shown to rely on lower spatial 

frequencies (Awasthi et al., 2011; Collishaw & Hole, 2000; Goffaux et al., 2005). Inversion 

effects were equally strong when faces were filtered to only contain lower frequency 

information, but reduced (indicating decreased configural processing) when only higher 

spatial frequencies were left intact (Goffaux & Rossion, 2006). This suggests an overall 

benefit of low spatial frequencies for face perception – the holistic aspect, at least – which 

is not tied to retinotopic location. These variations in sensitivity to low-level information – 

which are differentially associated with retinotopy and category – highlight further 

discrepancies between low- and high-level vision.  

1.5 Visual field anisotropies reveal insights into processing 

So far, we have seen that face perception involves specialised cognitive processes 

that are subserved by distinct brain regions. The retinotopy of these face-selective regions 

appears to differ considerably from earlier brain areas, highlighting differences between 

low- and high-level visual processing. Further evidence for this distinction comes from 

research investigating how visual abilities vary according to location. As we will see, 

 
In this thesis, it will mainly be used in the more general sense to refer to the featural content of faces (which 
of course encompasses the face features themselves, but does not necessarily refer to them specifically). 
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measuring how perceptual abilities differ across the visual field in this way can provide 

insights about the underlying functionality of the visual system. The rest of this chapter 

will focus on the visual field variations that have been found for low-level vision and face 

recognition, and how they may be linked to the way that neurons sample the visual field.  

1.5.1 Low-level vision varies systematically  

Our ability to perceive simple, low-level stimuli – such as lines or letters – varies 

across the visual field. These abilities are often assessed by measuring the smallest size 

or the minimum spatial resolution required to make judgements about simple stimuli. The 

most obvious example of how vision varies across the visual field is that acuity – our ability 

to resolve fine detail – is highest in the fovea (1-2° of visual angle at the centre of vision) 

and declines with eccentricity (distance from fixation; Rosenholtz, 2016). 

The perception of low-level stimuli 

also varies according to angular location   

around fixation, with eccentricity kept 

constant. Acuity is typically better along the 

horizontal meridian compared to the 

vertical, reflecting a horizontal-vertical 

anisotropy, and in the lower compared to 

the upper visual field, highlighting an 

upper-lower difference (Figure 1.5; 

Carrasco et al., 2001; Greenwood et al., 

2017; Westheimer, 2003). For example, at 

10° in the periphery participants could 

more accurately judge the orientation of 

gratings that appeared along the horizontal 

than the vertical meridian, and in the lower 

versus upper field (Barbot et al., 2021; Carrasco et al., 2023). These horizontal-vertical 

and upper-lower anisotropies consistently emerge for many elements of vision, including 

spatial frequency, contrast sensitivity and crowding (Abrams et al., 2012; Barbot et al., 

2020; Benson et al., 2002; Himmelberg et al., 2020; Rubin et al., 1996), indicating that 

low-level visual perception is systematically influenced by location.  

Figure 1.5. Horizontal (pink) and vertical (purple) 
meridians within the visual field. The size of the 
letters and contrast of the gratings represent visual 
field anisotropies in low-level vision, with smaller 
letters and lower contrast indicating better acuity. 
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Variations in low-level vision may be explained by how neurons in early visual 

cortex sample the visual field. Retinotopic maps exist within each region of early visual 

cortex – adjacent neurons encode adjacent regions of the visual field, resulting in a clear 

topological representation of visual space (Wandell et al., 2007). In other words, there are 

clearly observable gradients of polar angle and eccentricity preferences within V1-V3 

(Figure 1.6). This well-defined retinotopic organisation has allowed researchers to identify 

regions of the visual field that are processed by a greater proportion of visual cortex. As 

covered earlier, cortical magnification factor in V1 is highest at the fovea and decreases 

with eccentricity (Duncan & Boynton, 2003). This likely stems from differences at the level 

of the retina, where the fovea is processed by a greater proportion of neurons than the 

periphery, explaining its enhanced resolution (Anstis, 1998; Rosenholtz, 2016). V1 also 

has smaller receptive fields at the fovea, which increase in size with eccentricity (Dumoulin 

& Wandell, 2008). As such, an inverse relationship between receptive field size and 

cortical magnification factor is considered an inherent property of the visual system 

(Harvey & Dumoulin, 2011). Smaller receptive fields at the fovea have been linked with 

increased acuity in V1 (Duncan & Boynton, 2003). Therefore, differences in acuity 

between the fovea and periphery can be explained by neuronal density and receptive field 

size in early visual cortex. 

These properties can also explain variations in low-level vision according to polar 

angle (Abrams et al., 2012; Barbot et al., 2021; Carrasco et al., 2023; Carrasco et al., 

2001; Himmelberg et al., 2020). Anatomical studies report higher densities of retinal 

ganglion cells along the horizontal compared to the vertical meridian (Curcio & Allen, 

1990; Perry & Cowey, 1985). Consistent with this, research has found a greater cortical 

Figure 1.6. Polar angle and eccentricity maps showing retinotopic organisation within early visual cortex 
(V1-V3). UVF = upper visual field, LVF = lower visual field, d = dorsal, v = ventral. Figure reproduced 
from Groen et al. (2022).  
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magnification factor along the horizontal vs. the vertical meridian and in the lower vs. 

upper field in V1-V3 (Silva et al., 2018), which correlates with better acuity and orientation 

discrimination (Duncan & Boynton, 2003). Adults also have a greater surface area in V1 

along the horizontal vs. vertical meridian and in the lower vs. upper field, although children 

have a similar representation of the upper and lower locations, which could explain why 

the upper-lower difference does not emerge until adolescence (Himmelberg et al., 2023).  

Population receptive field (pRF) mapping is a technique that takes advantage of 

the retinotopic organisation of the visual system, using fMRI to identify populations of 

neurons which respond to specific parts of the visual field, as well as properties such as 

pRF location (the centre of the pRF itself) and size (Dumoulin & Wandell, 2008). 

Consistent with variations in cortical magnification and surface area, research has shown 

that there are a greater number of pRFs located along the horizontal vs. the vertical 

meridian in V1 (Amano et al., 2009). Visual field coverage represents how well parts of 

the visual field are sampled, based on the number and size of pRFs in each region. Due 

to the increased neuronal density along the horizontal meridian, Amano et al. (2009) also 

report better visual coverage along the horizontal meridian. These findings suggest that 

variations in low-level vision could be linked to the number of neurons in early visual cortex 

which sample each part of the visual field. 

Smaller pRFs have also been identified along the horizontal vs. vertical meridian 

in V1-V3 (Silva et al., 2018), which again correlates with acuity (Duncan & Boynton, 2003). 

In V1, this horizontal-vertical difference in pRF size increased with eccentricity, meaning 

that retinotopic properties could explain why behavioural anisotropies become more 

pronounced further into the periphery (Greenwood et al., 2017). Similarly, pRFs in early 

visual cortex that sample the lower field have been found to be smaller than those 

sampling the upper field, which could explain the lower field advantage for low-level stimuli 

(Silson et al., 2018; Silva et al., 2018). Interestingly, in Silva et al.’s (2018) study the upper-

lower difference was significant in V1 but not in V2 and V3, despite a trend in the same 

direction. This is consistent with behavioural reports that the upper-lower difference is 

smaller in magnitude and harder to measure than the horizontal-vertical difference (Barbot 

et al., 2021; Kurzawski et al., 2021). These findings also link variations in low-level vision 

to differential sampling of the visual field, with smaller receptive fields beneficial for 

perception. 
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1.5.2 Face perception may vary uniquely or idiosyncratically 

Like low-level vision, face recognition declines in peripheral vision compared to the 

fovea (McKone, 2004). However, we can still accurately recognise faces that appear in 

the periphery. McKone et al. (2004) demonstrated that facial identity could be accurately 

recognised at various locations in peripheral vision, with above chance performance even 

for faces that appeared 21° from fixation. Importantly, inversion effects were found at all 

eccentricities, indicating that configural face processing mechanisms (Maurer et al., 2002) 

were engaged across the visual field. Other studies also report the accurate recognition 

of faces and face inversion effects in peripheral vision (Kalpadakis-Smith et al., 2018; 

Roux-Sibilon et al., 2023).  

Unlike low-level vision, however, face perception appears to differ across the visual 

field in distinct ways. Studies have suggested that faces are better perceived in the left 

visual field (Ellis & Shepherd, 1975; Harrison & Strother, 2021; McKone, 2004). At 10° in 

the periphery, discriminating the identity of synthetic faces was found to be better in the 

left visual field compared to the right, upper, and lower field (Schmidtmann et al., 2015). 

This is consistent with research suggesting that the right hemisphere is more specialised 

for face processing (Grill-Spector et al., 2017; Kanwisher et al., 1997; Rangarajan et al., 

2014), and with lesions in the right occipitotemporal cortex being sufficient to cause 

prosopagnosia (Barton et al., 2002; Sergent et al., 1992). However, it highlights a 

departure from low-level vision, with no horizontal-vertical or upper-lower differences 

found for face perception.   

There have also been suggestions of an upper field advantage for face perception, 

with the gender of faces found to be recognised faster in the upper vs. lower visual field 

(Quek & Finkbeiner, 2014, 2016). This could be linked to findings that face features are 

better discriminated when they appear at their typical visual field locations (assuming 

central fixation), with the eyes – which are particularly important for gender recognition 

(Brown & Perrett, 1993; Schyns et al., 2002; Yamaguchi et al., 2013) – better recognised 

in the upper field (de Haas et al., 2016). While there is evidence of a general upper field 

bias in temporal processing (Honda & Findlay, 1992), if faces are resolved more 

accurately in the upper visual field, this would indicate an opposite upper-lower difference 

to low-level vision. 



 36 

Other studies report that face perception varies across location with no systematic 

pattern at all. For example, biases in the apparent gender and age of morphed faces were 

found to vary idiosyncratically across the visual field; where one participant could perceive 

faces as more female in the left field and more male in the right, another participant could 

show the opposite pattern (Afraz et al., 2010). As faces appeared only 3° from fixation, it 

is possible that they were not shown far enough into the periphery to observe systematic 

anisotropies, which typically become more pronounced with eccentricity (Greenwood et 

al., 2017). However, similar idiosyncratic variation was found for perceiving the identity of 

morphed faces presented at 7° eccentricity (Visconti di Oleggio Castello et al., 2018). In 

both these studies, the perceptual biases were stable across time within individuals. This 

highlights a potentially dramatic departure from low-level vision, with no systematic 

variation for face perception.  

What could be the neural underpinnings of these unique variations? While face-

selective parts of the brain may not have retinotopic maps that are as fully formed as those 

in early visual cortex, they show characteristics of retinotopic organisation, with biases 

towards certain regions of the visual field (Groen et al., 2022; Silson et al., 2016; Silson et 

al., 2022)3. While there is cortical magnification of the fovea throughout the visual cortex 

(Dekker et al., 2019), pRFs in V1 are still distributed relatively evenly across the visual 

field (Amano et al., 2009; Arcaro et al., 2009; Wandell & Winawer, 2015). In contrast, 

pRFs have been found to cluster near the fovea across multiple face-selective brain 

regions (Gomez et al., 2018; Kay et al., 2015; Poltoratski et al., 2021), with around 80% 

of pRFs located less than 5° from fixation (Finzi et al., 2021). This exaggerated cortical 

magnification of the fovea increases even further as face-selective areas become more 

anterior in the ventral face processing stream, from OFA, to pFus, to mFus (Kay et al., 

2015). The foveal bias also appears to increase during development, with pRFs in pFus 

located more centrally in adults compared to children (Gomez et al., 2018). As face 

recognition abilities increase over childhood and become adult-like by adolescence (Bruce 

et al., 2000; Carey et al., 1980), improvements in face perception – which are typically 

measured in the fovea – could be linked to a stronger representation of the central visual 

 
3 While the term “retinotopy” is used in a general sense throughout this thesis, a distinction should 

be highlighted between the strict retinotopic maps which are observable in V1-V3, and visual field biases 
within higher-level category-selective cortex, which may occur in the absence of a fully formed retinotopic 
map (Groen et al., 2022).  
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field in parts of the brain that process faces. pRFs in the FFA have also been shown to be 

located more foveally in the right than the left hemisphere, consistent with research 

suggesting that faces are perceived better in the left visual field (Butler & Harvey, 2005; 

Ellis & Shepherd, 1975; Harrison & Strother, 2021; McKone, 2004). Altogether these 

findings suggest that face-selective parts of the brain predominantly represent the fovea 

at the expense of the periphery, highlighting a dissociation from early visual cortex. 

Recently, however, pRFs positioned more peripherally have been reported in some 

face-selective areas. Like Kay et al. (2015), Finzi et al. (2021) found the same pattern of 

increasing cortical magnification at the fovea in the ventral face processing stream; the 

foveal bias increased from OFA, to pFus, to mFus, with the majority of pRFs located in 

the central 5° of the visual field. However, pRFs in two lateral face-selective areas, the 

posterior (pSTS) and mid superior temporal sulcus (mSTS) were more spread out across 

the visual field; 60% of pRFs in pSTS and 80% in mSTS covered the visual field at 20° 

eccentricity, compared to only around 30% in mFus (Finzi et al., 2021). In this study the 

researchers also carried out diffusion-weighted MRI, which reveals white matter tracts that 

connect visual areas with each other. While the majority of white matter tracts in the 

ventral face-selective areas came from the central 10° of early visual cortex, tracts in 

lateral face processing regions originated from more peripheral eccentricities, suggesting 

that the position of pRFs in face-selective areas may depend on the input that they receive 

from earlier visual regions. Even so, this still suggests that representations of the visual 

field within the ventral or “core” face processing network (Grill-Spector et al., 2017) are 

heavily biased towards the fovea.  

As discussed earlier, receptive fields increase in size higher in the visual hierarchy 

(Dumoulin & Wandell, 2008; Freeman & Simoncelli, 2011). Consequently, another major 

way that face-selective brain regions differ from early visual cortex is their much larger 

receptive fields. While pRFs in ventral face-selective areas (OFA, pFus and mFus) are 

also smallest at the fovea, they are generally much larger than in V1-V3, and increase in 

size more rapidly with eccentricity (Finzi et al., 2021; Gomez et al., 2018; Kay et al., 2015; 

Poltoratski et al., 2021). For example, at 3° eccentricity, the median size of pRFs in V1 

was just below 0.5°, but approximately 5° in mFus (Kay et al., 2015). In this study, pRF 

size also increased from posterior to anterior regions in ventral temporal cortex, with 

smaller pRFs in OFA (posterior) and the largest in mFus (anterior). pRFs in face-selective 
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regions – but not in V1 – also became larger when attention was directed towards faces, 

suggesting that larger receptive fields are beneficial for face recognition. However, as 

pRFs increased in size even for a task which simply required participants to detect when 

a dot appeared on the faces, instead of being inherently face-based, this finding could be 

a general property of object-selective cortices instead of being specific to face recognition.   

Other studies have also linked larger receptive fields to better face recognition. One 

in particular found smaller pRFs in ventral face-selective regions – but not in V1 – for 

inverted compared to upright faces (Poltoratski et al., 2021). In response to inverted faces, 

pRFs not only decreased in size but also shifted downwards, away from the fovea. Overall 

visual field coverage in the face-selective areas was therefore reduced for inverted faces. 

Interestingly, this shift in coverage was correlated with an increased behavioural face 

inversion effect in the lower left visual field. In this paper, the authors propose that larger 

receptive fields aid the configural processing of faces by enabling the spatial integration 

of face features over a larger area. This could explain why the recognition of inverted 

faces is worse, as smaller receptive fields are less able to integrate information. It is not 

fully clear why a larger inversion effect was found in the bottom left hemifield, though, as 

this specific anisotropy has not been consistently reported for inversion effects.  

Smaller pRFs have also been found within the face-selective brain regions – but 

not V1-V3 – of individuals with developmental prosopagnosia (Witthoft et al., 2016). As 

these individuals also showed a strong foveal bias, the small size of pRFs within their 

face-selective areas meant that visual field coverage was even more restricted to the 

fovea than it was in controls, suggesting that large receptive fields may be needed to 

provide enough coverage for face recognition. Overall, research highlights a puzzling 

dissociation between low- and high-level vision, where smaller receptive fields are 

associated with better acuity in early visual cortex (Duncan & Boynton, 2003; Silson et al., 

2018; Silva et al., 2018; Silva et al., 2021) yet larger receptive fields appear to be beneficial 

for face processing (Kay et al., 2015; Poltoratski et al., 2021; Witthoft et al., 2016).  

Overall, there appear to be substantial differences in how early visual cortex and 

face processing brain areas sample the visual field (Figure 1.7). Both show cortical 

magnification of the fovea and receptive fields that increase in size with eccentricity 

(Dumoulin & Wandell, 2008; Kay et al., 2015). Early visual cortex samples the visual field 
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relatively uniformly (Amano et al., 2009; Arcaro et al., 2009), with smaller receptive fields 

linked to better acuity (Duncan & Boynton, 2003; Silva et al., 2021). On the other hand, 

face-selective regions show an exaggerated foveal bias, with studies suggesting that 

larger receptive fields are beneficial for face perception and that receptive field properties 

are tied to  (Finzi et al., 2021; Gomez et al., 2018; Poltoratski et al., 2021; Witthoft et al., 

2016). Could this dissociation in receptive field properties stem from spatial versus 

category selectivity within the brain? 

1.5.3 Retinotopic sensitivity is linked to function in category-selective cortices 

Like earlier visual regions, category-selective brain areas show characteristics of 

retinotopic organisation, such as a contralateral visual field bias in object, scene, and face-

selective cortices (Silson et al., 2016; Silson et al., 2022). The retinotopic biases of 

category-selective brain regions appear to vary according to their functional objectives. 

For example, scene or place perception requires us to process information across the 

visual field. Consistent with this, studies have shown that peripheral vision plays an 

important role in scene analysis (Wang & Cottrell, 2017), to the extent that patients with 

Figure 1.7. Differences in receptive field size and position between primary visual cortex (V1) and the 
fusiform face area (FFA). Receptive fields in V1 tile the visual field, with small receptive fields linked to 
high acuity at the fovea. In contrast, research suggests that receptive fields in the FFA are large and 
cluster at the fovea, with poor coverage of the periphery. Note that this does not illustrate polar angle 
anisotropies, nor receptive field number. Size is represented in an abstract sense and is not meant to 
convey exact physiological estimates. 
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central visual field loss can successfully categorise scenes (Thibaut et al., 2014). fMRI 

has been used to identify the parahippocampal place area (PPA), an area which responds 

selectivity to scenes (Epstein & Kanwisher, 1998). As the PPA responds similarly to rooms 

with furniture and empty rooms, this suggests that it encodes the general spatial layout of 

the environment as opposed to the objects within it. In line with this, research indicates 

that pRFs in the PPA are biased towards peripheral eccentricities (Silson et al., 2015), 

with two areas in the parahippocampal cortex found to have pRFs which were largely 

restricted to the fovea and eccentricities ranging from 7.5-15° (Arcaro et al., 2009). These 

findings suggest that receptive field properties in place-selective brain areas allow the 

peripheral visual field to be efficiently sampled, which supports scene processing.  

On the other hand, when faces appear in our visual field, we usually fixate them 

directly to recognise them (de Haas et al., 2019). As such, we are worse at recognising 

faces in peripheral compared to central vision (McKone, 2004). In particular, fixating the 

eyes – or the upper part of the face just below the eyes – has been found to be diagnostic 

of identity (Orban de Xivry et al., 2008) and gender (de Lissa et al., 2014). Face features 

themselves are more accurately discriminated when they appear in their expected 

locations within the visual field, assuming central fixation; eyes in the upper field, mouths 

in the lower (de Haas et al., 2016). Adults also tend to fixate the central part of faces more 

than children do, which coincides with adults’ generally better face recognition abilities 

(Gomez et al., 2018). Individuals with central visual field loss often perform poorly at face 

recognition, as they are unable to look directly at faces (although they experience 

difficulties with other visual tasks too; Glen et al., 2012). As fixating faces is clearly 

beneficial for their recognition, it makes sense for face processing neurons to preferentially 

sample the fovea. 

Direct fixation is not a behaviour specific to faces, however. Most visual abilities 

are performed much better if we look directly at the stimuli involved (de Haas et al., 2019; 

Rayner, 1977). Yet, cortical magnification at the fovea seems disproportionately enlarged 

for face recognition, to the extent that face-selective areas appear to have limited 

coverage of the periphery. How, then, can we still accurately recognise faces that appear 

in peripheral vision (Kalpadakis-Smith et al., 2018; McKone, 2004; Roux-Sibilon et al., 

2023)? A puzzling distinction arises; while retinotopic mapping suggests that there is 
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limited coverage of the periphery in regions of the brain which process faces, behavioural 

research shows that face recognition can be performed well in peripheral vision. 

To summarise these sections, evidence suggests that low-level vision varies 

predictably across the visual field, with horizontal-vertical and upper-lower anisotropies 

(Abrams et al., 2012; Barbot et al., 2021; Benson et al., 2021; Carrasco et al., 2023; 

Carrasco et al., 2001; Greenwood et al., 2017; Himmelberg et al., 2020). On the other 

hand, face recognition does not appear to vary in the same way. While some findings 

suggest that face perception is better in the left (Schmidtmann et al., 2015) or upper visual 

field (Quek & Finkbeiner, 2016), others report entirely idiosyncratic variations (Afraz et al., 

2010; Visconti di Oleggio Castello et al., 2018). This disconnect between low- and high-

level anisotropies could stem from variations in how early visual cortex and face-selective 

brain regions sample the visual field (Kay et al., 2015), and a difference between spatial 

and category based processing (Groen et al., 2022). Although these distinct behavioural 

and neuronal variations are consistent with the “special” nature of face perception, it is 

unclear how they emerge within the visual system.  

1.6 Thesis outline 

The general aim of the thesis was to investigate the distinct nature of face 

perception, and how this fits into the wider visual system. Converging evidence indeed 

suggests that faces are processed in a specialised way. Faces engage distinct cognitive 

mechanisms (McKone et al., 2007) and activate specific regions of the brain (Grill-Spector 

et al., 2017; Kanwisher et al., 1997; Kanwisher et al., 1998), with cases of prosopagnosia 

demonstrating that face recognition can be selectively impaired while the recognition of 

other objects remains intact (Behrmann & Avidan, 2005; Busigny et al., 2010; Sergent & 

Signoret, 1992). Face perception also seems to vary across the visual field in distinct ways 

compared to low-level vision (Afraz et al., 2010; Quek & Finkbeiner, 2016; Schmidtmann 

et al., 2015; Visconti di Oleggio Castello et al., 2018), with face-selective parts of the brain 

sampling the visual field differently to earlier visual regions (Figure 1.6; Kay et al., 2015; 

Poltoratski et al., 2021). These sampling differences may be linked to spatial versus 

category-based encoding within the brain (Groen et al., 2022).  

How can we accurately assess how “special” face processing really is? A major 

challenge in doing so revolves around the different methodology used to investigate low-
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level vision and higher-level face perception. While low-level visual abilities are often 

examined using spatial properties such as acuity (e.g. Barbot et al., 2021; Carrasco et al., 

2001), face perception studies typically involve subtle judgements of appearance, using 

faces of the same size (e.g. Afraz et al., 2010). This makes it difficult to compare face 

recognition abilities to other types of vision. It was therefore essential to align the 

methodology used to measure variations in low- and high-level visual processing. By 

examining how face perception varies across the visual field when it has been measured 

in a similar way to low-level vision, this would help us better understand the links between 

low- and high-level vision.  

The first specific aim of the thesis was therefore to assess the apparent uniqueness 

of face recognition by measuring the spatial resolution of face perception across the visual 

field. Chapter 2 describes a novel face acuity test, which measured acuity for judging face 

gender (upright and inverted) at various locations in peripheral vision. Because this is a 

similar approach to acuity measures used for low-level vision, this allows low- and high-

level anisotropies to be more easily compared. If there is systematic variation to be found 

for face perception, there should be similar anisotropies to low-level vision, such as a 

horizontal-vertical and upper-lower difference (Carrasco et al., 2001). There could also be 

systematic yet unique variation for faces, such as better acuity in the left (Schmidtmann 

et al., 2015) or upper visual field (Quek & Finkbeiner, 2016). Alternatively, acuity variations 

for faces could vary in an idiosyncratic manner, with no common variation across 

individuals (Afraz et al., 2010; Visconti di Oleggio Castello et al., 2018). Investigating the 

spatial resolution of face perception should not only provide further insight into the distinct 

nature of face processing, but also how these specialised mechanisms relate to other 

facets of vision, as a further tool to examine the “specialness”. 

The second specific aim was two-fold: first, to determine whether the spatial 

properties of face-selective brain regions could explain the variations in face perception 

measured in Chapter 2, and second, whether these spatial properties align with – or 

diverge from – those in early visual cortex. In Chapter 3, the retinotopic properties of face-

selective brain areas (OFA, pFus and mFus) and of early visual cortex (V1-V3) were 

investigated using population receptive field (pRF) mapping (Dumoulin & Wandell, 2008) 

within central and peripheral vision. Here, I examine whether the retinotopic properties of 

face-selective areas differ according to visual field location, to determine whether the 
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behavioural anisotropies found for faces (Chapter 2) could arise from variations in visual 

field sampling. I also analyse whether these properties vary according to face inversion 

more generally, to assess the links between featural selectivity and sampling within face-

selective regions. Importantly, patterns of retinotopy are compared between early visual 

cortex and face-selective areas, to determine whether there is shared spatial selectivity 

between parts of the brain involved in low-level vision and face perception. These direct 

comparisons of sampling variations provide further insight into the links between low- and 

high-level vision.  

The third specific aim was to determine whether the retinotopy measured within 

face-selective brain regions would be influenced by the methods used to originally identify 

the regions. Face-selective areas are typically identified using functional localisers that 

present face stimuli foveally, which could result in inaccurate measurements during 

subsequent analyses of these regions, such as an overestimated foveal bias. To 

investigate this, Chapter 4 describes a novel method of functionally localising face-

selective parts of the brain, which involves foveal and peripheral face stimuli shown using 

a large field of view. First, I explore whether the cortical location and size of the face-

selective areas differs according to whether they were delineated using foveal or 

peripheral stimuli. Then, retinotopic analyses were performed using the different 

delineations, which revealed that certain pRF measures varied according to the specific 

stimuli used. This indicates that the spatial properties of the stimuli used during localisation 

can affect subsequent analyses within functionally defined brain regions, and reveals 

further insight into whether the retinotopy in face-selective areas really is distinct. 

Altogether these experiments investigate the spatial properties of face perception, and 

how these spatial properties relate to those of low-level vision, to address the overarching 

question of whether faces really are “special”. 
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Chapter 2   
Measuring acuity for facial gender  

across the visual field 

2.1 Introduction 

As discussed in the previous chapter, vision varies across the visual field. For the 

recognition of simple low-level stimuli ranging from lines to letters, these variations are 

often assessed using measures of spatial resolution or acuity (e.g. the smallest size 

needed for accurate recognition). Our perception of simple stimuli is systematically 

influenced by both eccentricity (becoming worse as distance from the fovea increases; 

Rosenholtz, 2016) and angular location around fixation (e.g. worse performance in the 

upper vs. lower visual field; Abrams et al., 2012). In contrast, the perception of high-level 

stimuli such as faces has been found to vary across the visual field in a unique or even 

entirely idiosyncratic fashion (Afraz et al., 2010; Quek & Finkbeiner, 2016; Schmidtmann 

et al., 2015). These distinct variations are consistent with the view that faces are “special” 

in the visual system, in that they are processed by unique mechanisms which are 

disproportionately disrupted by inversion (Robbins & McKone, 2007; Rossion, 2008). 

However, this dissociation between low- and high-level perceptual variations means that 

the extent to which specialised face processing systems rely on earlier visual processing 

is unclear – variations in face recognition may arise solely in high-level brain areas, 

independently of the variations in low-level areas. This possibility is difficult to examine 

because so far, the methodology used to measure variations in low-level vision and face 

perception has been considerably different. Consequently, I sought to measure the spatial 

resolution of face perception and its variation around the visual field.   

As above, low-level properties such as visual acuity not only decline with 

eccentricity (Rosenholtz, 2016) but also vary by location, even with eccentricity held 

constant. Acuity is typically better along the horizontal meridian compared to the vertical 

(Figure 2.1A; Barbot et al., 2021; Carrasco et al., 2001; Greenwood et al., 2017; 

Westheimer, 2005). Along the vertical meridian, acuity is better in the lower compared to 

the upper visual field (Carrasco et al., 2001; Greenwood et al., 2017). These two 
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anisotropies – horizontal-vertical and upper-lower – consistently emerge for many 

elements of vision, including bisection acuity, contrast sensitivity and crowding (Abrams 

et al., 2012; Barbot et al., 2021; Benson et al., 2021; Himmelberg et al., 2020; Rubin et 

al., 1996), demonstrating that low-level visual perception is fundamentally influenced by 

location.  

These anisotropies have been linked with the retinotopic organisation of the visual 

system. Multiple retinotopic maps exist throughout the visual hierarchy, with adjacent 

locations in the visual field encoded by anatomically adjacent neurons (Arcaro et al., 2009; 

Wandell et al., 2007; Wandell & Winawer, 2011). Anatomical studies report higher 

densities of retinal ganglion cells along the horizontal vs. the vertical meridian (Curcio & 

Allen, 1990; Perry & Cowey, 1985). Similarly, in early visual cortex (V1-V3), smaller 

population receptive field (pRF) sizes have been found along the horizontal vs. the vertical 

meridian and the lower vs. the upper field, highlighting variations in sampling across the 

visual field (Silson et al., 2018; Silva et al., 2018). Higher cell densities and smaller pRF 

sizes have been linked with better acuity (Duncan & Boynton, 2003), which could explain 

variations in low-level information processed by early visual cortex. 

Like low-level vision, face recognition declines in peripheral vision compared to the 

fovea (McKone, 2004). However, variations in face recognition according to angular 

location may differ substantially. For example, the identity of synthetic-contour faces was 

more accurately discriminated in the left visual field, with no significant horizontal-vertical 

or upper-lower differences (Schmidtmann et al., 2015). This is consistent with a left 

hemifield bias within face perception (Ellis & Shepherd, 1975; Harrison & Strother, 2021; 

McKone, 2004). Other studies have found that the gender of faces was recognised more 

quickly in the upper vs. lower field (Quek & Finkbeiner, 2014, 2016), suggesting an 

opposite upper-lower difference to low-level vision. Biases in the apparent gender and 

age of morphed faces have also been found to vary idiosyncratically across the visual 

field; where one participant perceived morphed faces as more female in the left field and 

more male in the right, another participant showed the opposite pattern (Afraz et al., 2010). 

Similar idiosyncrasies were found for biases in the perceived identity of morphed faces 

(Visconti di Oleggio Castello et al., 2018). These distinct patterns suggest a dissociation 

in the mechanisms driving the visual field variations in low-level vision and face 

perception. 
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This dissociation may not be surprising given evidence that faces undergo distinct 

forms of cognitive processing (Robbins & McKone, 2007). For instance, relative to other 

objects, face recognition is disproportionately impaired for upside-down vs upright faces 

(Yin, 1969). This inversion effect is driven by increased sensitivity to the spatial 

relationships between features (configural processing) within upright faces (Le Grand et 

al., 2001; Maurer et al., 2002; Piepers & Robbins, 2012; Rossion, 2008). Functional 

magnetic resonance imaging (fMRI) has identified a network of ventral occipitotemporal 

brain regions dedicated to face processing, such as the fusiform face area (FFA) which 

shows greater activation for upright vs inverted faces (Yovel & Kanwisher, 2004, 2005). 

Like early visual cortex, higher-level face-selective regions also show retinotopy, with 

smaller receptive field sizes in the fovea vs. the periphery (Kay et al., 2015; Poltoratski et 

al., 2021). It is unclear how the retinotopy in face-selective areas is linked to earlier 

regions, however. In low-level vision, neural selectivity derives from earlier stages in the 

visual hierarchy, with orientation selectivity in V1 simple cells arising from specific 

combinations of circular-symmetric LGN cells, for example (Hubel & Wiesel, 1962). The 

dissociations between low-level vision and face perception suggest that neuronal 

selectivity in face-selective regions may not have the same dependence on inputs from 

earlier visual cortex.  

A major challenge in comparing the above variations in low- and high-level vision 

derives from differences in methodological approach. While measurements of low-level 

vision tend to focus on spatial properties such as acuity or grating resolution, face 

recognition experiments often measure the percent-correct recognition of facial 

characteristics such as gender at a fixed face size (Afraz et al., 2010; Quek & Finkbeiner, 

2016; Schmidtmann et al., 2015). To align the methodology used to assess variations in 

low-level vision and face perception, I developed an acuity test for faces, which measures 

the smallest size necessary to judge gender at a given visual field location. Upright and 

inverted faces were included to determine whether the paradigm engaged configural 

mechanisms, and to assess whether visual field variations would differ according to 

inversion. If face processing systems inherit the spatial properties of early visual cortex, 

anisotropies similar to those found for low-level vision should emerge for faces. 

Alternatively, there could be idiosyncratic variation (Afraz et al., 2010; Visconti di Oleggio 

Castello et al., 2018) or a systematic but unique pattern of anisotropy (Quek & Finkbeiner, 
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2016; Schmidtmann et al., 2015). The latter outcomes would suggest that face recognition 

involves distinct mechanisms that do not inherit the spatial properties of earlier brain 

regions, with spatial selectivity arising within face-selective cortices themselves. 

2.2 Experiment 1 

2.2.1 Method 

2.2.1.1 Participants 

14 participants (13 female, one male, Mage = 24.9 years) took part, including myself 

and one supervisor; the rest were naïve. All had normal or corrected-to-normal vision of 

at least 20/20, assessed using a Snellen chart viewed at central fixation. Nine were right-

eye dominant, determined using the Crider ring test (Crider, 1944). This sample size was 

derived from previous studies with similar designs (e.g. Abrams et al., 2012). All 

experiments were approved by the Research Ethics Committee for Experimental 

Psychology at University College London and all participants gave written informed 

consent before testing began. 

2.2.1.2 Apparatus 

The experiment was programmed in MATLAB (MathWorks, Inc) and conducted on 

an Apple iMac running PsychToolbox (Brainard, 1997; Kleiner et al., 2007; Pelli & Vision, 

1997). Stimuli were viewed binocularly on a Cambridge Research Systems Display++ 

monitor with 2560 x 1440 resolution and 120 Hz refresh rate. The monitor was gamma 

corrected and linearised through software to have a minimum luminance of 0.16 cd/m2 

and a maximum of 143 cd/m2. Participants were seated at a 50cm viewing distance, with 

head movements minimised using forehead and chin rests. The experiment took place in 

a dark room, and responses were recorded with a keypad. 

2.2.1.3 Stimuli 

Eight male and eight female faces were selected from a bank of faces created by 

researchers at the UCLouvain (as in Laguesse et al., 2012), on the basis that they had 

received ratings of more than eight out of ten for either maleness or femaleness in a 



 48 

separate study. Consequently, the task would involve a binary judgement4 to enable the 

fitting of psychometric functions, but would avoid effects tied to specific identities. All faces 

were grayscale, front-facing, and had a neutral expression (Figure 2.1B). Using Adobe 

Photoshop CS6, each face was edited into an egg-shaped aperture measuring 657 x 877 

pixels (at its widest and   highest point, respectively) so that the only differences between 

images were due to internal features and not outer face shape (e.g. jawline). The faces 

were set to have the same mean luminance as the monitor, with matched root-mean 

square (RMS) contrast values of 0.68. This ensured that overall luminance or contrast 

values could not be used as cues to gender. 

2.2.1.4 Procedure 

Participants were instructed to fixate on a white two-dimensional Gaussian element 

(standard deviation of 13.8 minutes of arc) in the centre of the screen. During each trial, 

a face was presented for 500 ms, with the image centre located at 10° eccentricity and at 

one of eight possible angles (Figure 2.1). The presentation length of the stimulus was 

 
4 Although gender itself is not binary, a binary judgement was required for psychometric function 

fitting, hence the choice to use faces at each end of the gender spectrum. 

Figure 2.1. A. The eight polar angles tested, starting with 0° in the right visual field and preceding 
counterclockwise in 45° increments. The horizontal and vertical meridians are represented by pink and 
purple dashed lines, respectively. B. Examples of female (left) and male (right) face stimuli. C. 
Experimental paradigm. A Gaussian fixation point first appeared, then a face was presented for 500 ms 
at one of the eight possible locations (shown here at 180°). Each face was followed by a mask which 
remained on screen until a keyboard response was made. Faces varied in size from trial to trial 
according to an adaptive QUEST procedure. 
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chosen to ensure that the task would not be too difficult to perform in peripheral vision. 

The face was immediately followed by a 1/f noise egg-shaped mask, which broadly 

matches the spatial frequency content of faces and natural scenes (Párraga et al., 2000). 

The size of the mask varied trial-by-trial to match the size of the face just shown, remaining 

on screen until participants made their response. A single interval two-alternative forced 

choice (2AFC) response method was used, with participants reporting the face as either 

male or female using a numeric keypad. Audio feedback was provided after each 

response. 

Before experimental trials began, participants completed a shorter set of 72 

practice trials to become accustomed to the task. For the practice trials, faces were 

presented at fixed sizes of 600, 400 and 200 pixels (face size refers to vertical height, with 

width scaled proportionately), with nine trials at each location. Participants were required 

to be at least 90% correct in order to continue. During the experimental trials an adaptive 

QUEST procedure (Watson & Pelli, 1983) varied face sizes presented at each location 

according to the participant’s responses, set to converge on the size at which 75% of 

responses were correct. Within each block of trials, QUEST estimates were computed 

separately for each location. Faces were presented at sizes within ±1/3 of the QUEST 

threshold estimate on each trial (minimum five and maximum 640 pixels). This “jitter” 

allowed data to be collected for a range of sizes, which improved the subsequent fitting of 

psychometric functions to the data (Tailor et al., 2021).  

Each experimental block contained 50 faces shown at each of the eight locations 

(with independent QUEST procedures) to give 400 trials in total. Each face was shown an 

equal number of times, in a randomised order, with the location it appeared at also 

randomised. Upright and inverted faces were presented in alternate blocks. The 

experiment consisted of one or two practice blocks, followed by eight experimental blocks 

(four repeats for both upright and inverted faces) to give 3200 trials in total. During 

analysis, psychometric functions were fit to the combined data from these four repeats 

(separately for each location and inversion condition).  

2.2.1.5 Analyses 

Responses were first sorted by face size (in pixels) and collated in 20-pixel bins 

(e.g. faces of eight, 15 and 18 pixels would fall in the same bin). The proportion of correct 
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responses was then calculated for each face-size bin. Cumulative Gaussian functions 

(Figure 2.2) were fit to these data using three free parameters for the mean, variance and 

lapse rate (Greenwood, 2023). For some participants with particularly noisy data, a 

maximum allowable lapse rate of either 0.05 or 0.1 was also applied in order to improve 

curve fitting. Gender acuity thresholds for each location were taken as the size at which 

75% accuracy was reached, then converted from pixels to degrees of visual angle.  

Statistical analyses were carried out using a 3-way mixed effects analysis of 

variance (ANOVA), with participant as a between-subjects random factor and inversion 

(upright, inverted) and location (0, 35, 90, 135, 180, 225, 270, 315°) as within-subjects 

fixed factors. A priori and post-hoc comparisons took the form of repeated-measures t-

tests, comparing thresholds between the horizontal (0 and 180°) vs. vertical (90 and 270°) 

meridians, the upper (90°) and lower (270°) field, and the left (180°) and right (0°) 

locations, for upright and inverted faces separately. 

2.2.2 Results 

Mean gender acuity thresholds across participants are plotted as both a bar chart 

and according to the polar angle of each of the eight locations in Figure 2.3. Smaller values 

Figure 2.2. Psychometric functions for a single participant, showing the proportion of correct gender 
judgements for different sized upright faces at each of the eight visual field locations (labelled at the top of 
each graph). Performance improves monotonically as a function of face size. Dashed grey lines plot 
thresholds for gender acuity (the size at which 75% accuracy was reached). 
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represent better gender acuity. Mean gender acuity thresholds were worse for inverted 

compared to upright faces overall, indicating that inversion disrupted the ability to judge 

gender at all locations. There was a sizeable difference in gender acuity according to 

location; for upright faces, there was a range of almost 2° of visual angle between the 

smallest threshold value in the lower field (270°) and the largest in the upper field (90°).  

Thresholds were smaller along the horizontal (0, 180°) as opposed to the vertical (90, 

270°) meridian. Thresholds at the diagonal locations varied inconsistently.  

The ANOVA revealed a main effect of location, F(7,91) = 3.41, p = .003, d = 0.21, 

confirming that the location of faces in the visual field influenced gender perception. 

Planned contrasts revealed that thresholds were significantly smaller along the horizontal 

(0° and 180° averaged) compared to the vertical (90° and 270° averaged) meridian for 

both upright, t(13) = -2.84, p = .014, and inverted faces, t(13) = -2.21, p = .046. Thresholds 

were also smaller in the lower compared to the upper field for upright faces, t(13) = 2.68, 

p = .019, although not for inverted faces, t(13) = -0.10, p = .923. There was no difference 

between thresholds at the left and right locations for upright, t(13) = -1.79, p = .096, or 

inverted faces, t(13) = -0.61, p = .551. In other words, both horizontal-vertical and upper-

Figure 2.3. Mean gender acuity thresholds (in degrees of visual angle) measured in Experiment 1, 
plotted in two ways. Firstly, as a bar graph (A) with each angular location indicated via colour (see 
legend). Dots represent individual thresholds for each participant. Secondly, as a polar angle plot (B), 
where 0° is at the right and angles proceed counterclockwise in 45° jumps. Upright faces are shown in 
purple and inverted in pink. Shaded regions denote ± 1 SEM. 
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lower anisotropies were observed for gender acuity, though performance did not differ 

between left and right hemifields. 

Figure 2.3 indicates that there was considerable between-participants variability in 

gender acuity thresholds, with the ANOVA showing a main effect of participant, F(7,91) = 

2.98, p = .029, d = 0.75. However, there was no interaction between location and 

participant, F(91,91) = 1.07, p = .383, d = 0.52, indicating that individuals varied in their 

overall threshold magnitude rather than exhibiting idiosyncratic variations across the eight 

locations. Of particular note are a subset of participants who showed thresholds that were 

considerably smaller (with values averaging ~0.5°) than the rest of the group.  

The presence of an inversion effect was supported by a main effect of inversion, 

F(1,13) = 6.61, p = .023, d = 0.34, showing that thresholds were significantly higher for 

inverted compared to upright faces. Therefore, configural information appears to have 

Figure 2.4. Face inversion effects for each participant in Experiment 1, calculated as the mean gender 
acuity thresholds (in degrees of visual angle) for inverted faces minus the mean thresholds for upright 
faces. Each participant is plotted separately (see colour legend). The red dashed line represents the 
mean face inversion effect across participants.   
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benefitted performance in the task. There was no interaction between inversion and 

location, F(7,91) = 0.91, p = .506, d = 0.07, indicating that inversion disrupted gender 

perception to a similar extent across the visual field. There was, however, a significant 

interaction between inversion and participant, F(13,91) = 10.55, p = <.001, d = 0.60.  

To investigate individual inversion effects further, mean face inversion effect (FIE) 

values were calculated across participants by subtracting upright from inverted thresholds 

(Figure 2.4). Upon closer analysis the inversion-participant interaction appeared to be 

driven by a couple of participants with very large FIEs, and indeed I found that removing 

their data from the analysis eliminated the interaction. 

2.3 Experiment 2 

Experiment 1 demonstrates that acuity for face perception varies in the same way 

as low-level vision, with both horizontal-vertical and upper-lower anisotropies. Experiment 

2 was designed to test the validity of these findings. Firstly, in Experiment 1, the thresholds 

of several participants suggested that they could correctly judge the gender of faces as 

small as 0.5° in size. Although it is not impossible that faces that small could be recognised 

at 10° eccentricity, the divergence from the group average suggested that they may have 

been directly fixating the faces. Second, although the upper-lower difference was 

significant for upright faces, the face stimuli were centred on the image centre. This meant 

that for upright faces the eyes appeared closer to fixation in the lower vs. the upper field, 

and vice versa for inverted faces. This could potentially have driven the upper-lower 

difference, given the importance of the eye region for gender perception (Brown & Perrett, 

1993; Schyns et al., 2002; Yamaguchi et al., 2013). In Experiment 2 I therefore added 

eye-tracking and controlled for eye position by centring the locations of face stimuli on the 

eyes.  

2.3.1 Method 

2.3.1.1 Participants  

14 participants (12 female, two male, Mage = 23.6 years) took part, including myself; 

the rest were naïve and newly recruited. As before, all had normal or corrected-to-normal 

vision. Seven were right-eye dominant. 
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2.3.1.2 Apparatus 

In addition to the setup in Experiment 1, an EyeLink 1000 (SR Research, 

Mississauga, ON, Canada) was used to monitor fixation during trials.  

2.3.1.3 Stimuli 

The same face stimuli from Experiment 1 were used. The position of each face in 

the egg aperture was shifted and/or rotated slightly if needed, so that the position of the 

eyes within the egg aperture was as similar as possible across faces. Stimulus locations 

were now centred on the eyes themselves, so that the centre of the eyes was always 10° 

from fixation regardless of face size, angular location or inversion (Figure 2.5).  

2.3.1.4 Procedure  

Following calibration of the EyeLink to track their left eye, participants were required 

to fixate the Gaussian element (with an allowable error of 1.5° radius) in order for each 

trial to start. Trials in which fixation diverged from this region were cancelled and repeated 

Figure 2.5. In Experiment 1 (left panels), faces were presented 10° from fixation according to the centre 
of the face image. In Experiment 2 (right panels), the centre of the eyes was always 10° from fixation 
regardless of face size, angular location or inversion.  
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at the end of the block. Participants first completed the practice block(s), as in Experiment 

1. Experimental blocks were split according to whether faces were upright or inverted and 

locations were cardinal (0, 90, 180, 270°) or diagonal (45, 135, 225, 315°) angles, resulting 

in four blocks: upright cardinal, upright diagonal, inverted cardinal and inverted diagonal. 

These split blocks were introduced so that the blocks would not be too long, as the eye 

tracking increased the duration of data collection. Data were collected over four hour-long 

sessions, with each of the four conditions repeated once per session. This gave a total of 

16 blocks and 4096 trials. 

2.3.2 Results 

Mean gender acuity thresholds are plotted in Figure 2.6. Again, smaller values 

represent better gender acuity. Compared to Experiment 1, thresholds in Experiment 2 

were higher overall and had reduced variability across participants (particularly in the 

inverted condition), suggesting that eye tracking successfully stopped participants from 

looking directly at faces. Indeed, the smallest-measured threshold in Experiment 2 was 

1.31°, compared with 0.27° in Experiment 1.  

The ANOVA revealed a main effect of location, F(7,91) = 5.55, p = < .001, d = 0.30, 

indicating that gender acuity was influenced by the location of faces. There was a clear 

horizontal-vertical difference, with planned comparisons revealing that thresholds were 

significantly smaller along the horizontal (0° and 180° averaged) compared to the vertical 

(90° and 270° averaged) meridian, for both upright, t(13) = -6.16, p < .001, and inverted 

faces, t(13) = -3.00, p = .010. However, although thresholds were smaller in the lower 

compared to the upper field, the difference was not significant for either upright, t(13) = 

1.19, p = .256, or inverted faces, t(13) = 0.38, p = .713. Similarly, thresholds did not differ 

between the left and right locations for either upright, t(13) = -0.10, p = .926, or inverted 

faces, t(13) = 0.39, p = .704.  

An overall inversion effect can be seen in the mean data (Figure 2.6A and B), with 

higher thresholds and therefore reduced ability to perceive gender (i.e. larger faces 

needed) for inverted compared to upright faces. This was confirmed by a significant main 

effect of inversion, F(1,13) = 17.93, p = .001, d = 0.58. There was no interaction between 

inversion and location, F(7,91) = 1.29, p = .265, d = 0.09, indicating that inversion effects 

did not differ significantly across the visual field. 
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Overall gender-recognition abilities again differed between individuals, which was 

confirmed by a main effect of participant, F(7,91) = 11.52, p < .001, d = 0.93. There was 

however no interaction between location and participant, F(91,91) = 0.94, p = .623, d = 

0.48, indicating that location-based variations in gender perception are not wholly specific 

to the individual. In other words, face perception differed across the visual field in a 

characteristic pattern, shared across participants. 

Figure 2.6. Mean gender acuity thresholds from Experiment 2, first shown as a bar graph (A) with each 
location indicated via colour (see legend). Dots represent individual thresholds for each participant. Mean 
thresholds are also visualised in a polar angle plot (B), with 0° at the right and angles increasing 
counterclockwise by 45° each time. Upright faces are shown in purple and inverted in pink. Shaded 
regions represent ± 1 SEM. (C) Bar charts comparing the horizontal-vertical difference and upper-lower 
difference in Experiments 1 and 2. Data are plotted for upright faces only. Horizontal refers to thresholds 
averaged across 0° and 180° locations, with vertical the average of 90° and 270°. Upper represents 90° 
and lower 270°. Dots represent individual thresholds for each participant. Significant differences are 
marked with an asterisk.  
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Unlike the previous experiment there was no interaction between inversion and 

participant, F(13,91) = 1.60, p = .100, d = 0.19, indicating that individuals did not vary 

substantially in their inversion effects (Figure 2.7). This suggests that the significant 

interaction in Experiment 1 may have been caused by a subset of participants looking at 

the faces – accordingly, these individuals had low thresholds for both upright and inverted 

faces (i.e. little to no inversion effect), likely driven by them fixating the faces in both 

conditions.  

To compare anisotropies more clearly, bar charts displaying the horizontal-vertical 

difference and upper-lower difference in both experiments are shown in Figure 2.6C. Only 

data for upright faces are included. The charts on the left-hand side show that the 

horizontal-vertical difference was consistent across both experiments, with significantly 

lower thresholds (better gender acuity) for faces at horizontal compared to vertical 

Figure 2.7. Face inversion effects for each participant in Experiment 1, calculated as the mean gender 
acuity thresholds (in degrees of visual angle) for inverted faces minus the mean thresholds for upright 
faces. Each participant is plotted separately (see colour legend). The red dashed line represents the 
mean face inversion effect across participants. 
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locations. However, the upper-lower difference was only significant in Experiment 1, 

where effects could have been driven by variations in eye position within face stimuli. 

Although a trend in the same direction persisted when these factors were controlled for in 

Experiment 2 – showing that the upper-lower difference cannot be attributed to these 

factors alone – the difference was no longer significant.   

To summarise, gender acuity was better along the horizontal vs. vertical meridian 

but did not differ significantly in the lower vs. upper field. However, even in Experiment 1 

the upper-lower difference was smaller than the horizontal-vertical difference, suggesting 

that it may simply be harder to measure. This possibility was examined in Experiment 3. 

2.4 Experiment 3 

Given the trend towards better gender acuity in the lower vs. upper field in 

Experiment 2, I next conducted further measurements at these locations to determine 

whether a significant difference would emerge with a greater number of trials. 

2.4.1 Method 

2.4.1.1 Participants 

14 participants (11 female, two male, one non-binary, Mage = 22.1 years) took part, 

including myself; the rest were naïve and newly recruited. Again, all had normal or 

corrected-to-normal vision. Seven were right-eye dominant. 

2.4.1.2 Stimuli 

Stimuli were as in Experiment 2, with faces shown at the upper (90°) and lower 

(270°) locations only. 

2.4.1.3 Procedure 

Blocks were split according to whether faces were upright or inverted, with 128 

trials in each block. Data were collected over two hour-long testing sessions, with each of 

the two conditions (upright/inverted) repeated eight times per session (with an extra block 

completed at the start of the first session, which acted as a practice block and was not 

included in data analysis). This gave a total of 16 experimental blocks and 2048 trials over 
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the experiment (doubling the number of trials per location compared to Experiment 2). 

Remaining parameters were as in Experiment 2.  

2.4.2 Results 

Mean gender acuity 

thresholds are plotted in 

Figure 2.8, with smaller 

values representing better 

gender acuity. The ANOVA 

revealed a main effect of 

location, F(1,13) = 22.97, p 

< .001, d = 0.91, indicating 

that gender acuity differed 

between the upper and 

lower fields. Gender acuity 

thresholds were significantly 

smaller in the lower field 

compared to the upper for 

upright faces, t(13) = 3.82, p 

= .002, and approached 

significance for inverted 

faces, t(13) = 2.07, p = .059. 

On an individual level, 12 of 14 participants showed better acuity in the lower vs. the upper 

field. These results highlight the presence of an upper-lower difference in face recognition, 

with better gender acuity in the lower half of the visual field. 

Like the previous two experiments, there was a main effect of orientation, F(1,13) 

= 8.38, p = .013, d = 0.39, indicating an overall inversion effect whereby gender acuity 

thresholds were larger for inverted compared to upright faces, t(27) = -2.92, p = .007. 

There was also a main effect of participant, F(1,13) = 31.12, p = .032, d = 1.00, again 

highlighting overall differences in gender acuity between individuals. There was no 

significant interaction between location and participant, F(1,13) = 0.58, p = .829, d = 0.37, 

suggesting that there was a common pattern of gender acuity across individuals. 

Interactions were similarly non-significant for location and orientation, F(1,13) = 0.91, p = 

Figure 2.8. Mean gender acuity thresholds for the upper (90°; 
pink) versus lower (270°; purple) visual field, for both upright and 
inverted faces. Dots represent individual thresholds for each 
participant. The asterisk represents a significant difference. 
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.358, d = 0.07, and orientation and participant, F(1,13) = 1.02, p = .484, d = 0.51, indicating 

that gender acuity patterns were similar for upright and inverted faces, and that inversion 

effects did not vary significantly between individuals.  

2.5 Discussion 

This chapter demonstrates that face perception varies across the visual field in a 

systematic pattern, analogous to that of low-level vision. Across three experiments, acuity 

for judging facial gender showed a horizontal-vertical anisotropy – accurate recognition 

was possible with smaller faces on the horizontal vs. the vertical meridian. Overall, a 

small-but-reliable upper-lower difference was also present, with better acuity in the lower 

vs. the upper field. This upper-lower difference persisted when controlling for factors such 

as participants’ eye movements and the eye position within face stimuli, though its 

measurement required an increase in the number of trials. The presence of both these 

anisotropies, and the smaller magnitude of the upper-lower than the horizontal-vertical 

difference, matches the patterns found in low-level vision (Barbot et al., 2021; Kurzawski 

et al., 2021). That is, instead of varying uniquely or idiosyncratically (Afraz et al., 2010; 

Quek & Finkbeiner, 2016; Schmidtmann et al., 2015), at least one aspect of face 

perception – judging gender – varies predictably across the visual field in the same fashion 

as lower-level abilities (e.g. Abrams et al., 2012; Benson et al., 2021; Carrasco et al., 

2001). This suggests that spatial properties are preserved through the visual hierarchy 

and inherited by face processing systems. 

Why were systematic variations in face perception found, rather than purely 

idiosyncratic variations? Other studies measured judgements of appearance (Afraz et al., 

2010; Visconti di Oleggio Castello et al., 2018), which can show pronounced perceptual 

idiosyncrasies in low-level vision (Moutsiana et al., 2016). Similarly, perceived object 

position has been shown to vary across participants due to individual differences in 

localised distortion across the visual field (Kosovicheva & Whitney, 2017). Using 

judgements of appearance to measure subtle perceptual biases in face perception may 

introduce similar individual-dependent distortions. Indeed, idiosyncrasies in identity 

judgements for specific face pairs did not correlate with other face pairs, suggesting that 

perceptual biases were tied to particular face stimuli (Visconti di Oleggio Castello et al., 

2018). This could be driven by variations in factors like heightened contrast in face 
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features like the eyebrows or lips, which would skew judgements towards ‘female’ 

(Russell, 2009). The use of faces morphed between one male and one female prototype 

(Afraz et al., 2010) could have similarly increased the susceptibility to stimulus-based and 

individual-based distortion effects. In contrast, I used categorical judgements with multiple 

unambiguously gendered faces, measuring variations in performance instead of 

judgments of appearance. This method would be less susceptible to smaller individual-

dependent variations, allowing me to uncover the larger systematic anisotropies 

observed. 

Why was gender acuity not found to differ between the left and right visual fields? 

Others have reported that the identity of synthetic-contour faces was recognised more 

accurately in the left visual field, compared to the right, upper and lower locations 

(Schmidtmann et al., 2015). These faces had been filtered to only contain a narrow band 

of intermediate spatial frequencies, which removes details that may usually be used during 

face perception, such as skin texture and contrast around the features (Wilson et al., 

2002). As such, the left hemifield advantage measured for these cartoon-like faces may 

not be representative of the full spectrum of face processing (Schmidtmann et al., 2015). 

For example, while the intermediate spatial frequencies may have enabled subtle changes 

in identity to be detected, low spatial frequencies have been shown to contribute 

considerably to holistic processing (Goffaux et al., 2005; Goffaux & Rossion, 2006). Other 

findings suggest that lateralisation effects are not always present for face perception and 

may indeed depend on the task involved (Bourne et al., 2009; Kovacs et al., 2017). The 

faster recognition of face gender previously found in the upper vs. lower field (Quek & 

Finkbeiner, 2014, 2016) could also be linked to methodological approach, reflecting a 

more general upper field bias for temporal processing that has been observed during 

lower-level tasks (Abegg et al., 2015; Honda & Findlay, 1992). The findings in this chapter 

show that when the spatial resolution of face perception is measured, similar visual field 

anisotropies to low-level vision emerge.  

In Experiments 2 and 3, the upper-lower difference was reduced when the position 

of the eyes within face stimuli was matched across locations, relative to Experiment 1 

where faces were centred on the nose. This effect of eye position highlights a role for 

specific face features in gender perception, and confirms a particular importance of the 

eyes (Brown & Perrett, 1993; Schyns et al., 2002; Yamaguchi et al., 2013). Across all 



 62 

experiments, acuity thresholds were nonetheless consistently lower for upright compared 

to inverted faces, which may reflect an added benefit of configural processing when faces 

were upright. Consistent with prior work (Kovacs et al., 2017; McKone, 2004), this 

inversion effect suggests that the configural processing of upright faces is maintained 

across both foveal and peripheral vision. This suggests that the gender acuity task was 

sufficient to engage these face-specific processes.  

Inversion effects of this nature are often argued to represent a qualitative change 

in face processing between upright and inverted faces (Rossion, 2008). While inversion 

effects are typically measured as percent-correct performance using faces of a constant 

size (Yin, 1969), here I highlight a spatial component to face recognition abilities. Namely, 

in the face acuity task, percent-correct performance for upright and inverted faces could 

be matched by increasing the size of inverted faces. The requirement that inverted faces 

be larger than upright faces could reflect the added benefit of configural processing – or 

in a quantitative view, more efficient engagement (Sekuler et al., 2004) – of configural 

processing, which may allow the gender of upright faces to be perceived at smaller sizes. 

In line with this, fMRI evidence shows that face inversion reduces visual field coverage 

driven by smaller population receptive field (pRF) sizes (Poltoratski et al., 2021). Impaired 

perception of inverted faces could therefore reflect sampling by fewer neurons, with this 

more localised processing reduced by increasing face size. 

While inversion effects are often attributed to differences in configural processing 

between upright and inverted faces (Bartlett & Searcy, 1993; Rossion, 2008), it is also 

possible that the improved acuity for upright faces resulted from non-face-specific 

processes, such as a general effect of greater experience with upright rather than inverted 

face features. To confirm whether the inversion effects observed can indeed be attributed 

to differences in configural processing, it would be desirable to modify the acuity task to 

include both intact faces and individual face features. If there are large inversion effects 

for intact faces but not face features, this would indicate that there is better gender acuity 

for upright vs. inverted faces due to the added benefit of configural information.  

Along similar lines, what might be driving the anisotropies observed for face 

recognition around the visual field? One possibility is that they are driven by variations in 

featural selectivity. Contrast sensitivity and orientation discrimination are better for 
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peripheral stimuli that are radially as opposed to tangentially oriented, known as the radial 

bias (Rovamo et al., 1982; Westheimer, 2003). This could explain why larger inversion 

effects have been found along the horizontal vs. vertical meridian (Roux-Sibilon et al., 

2023), as horizontal information is particularly diagnostic of various aspects of face 

perception, including identity recognition and holistic processing (Dakin & Watt, 2009; 

Goffaux & Greenwood, 2016). Given the hierarchical, feedforward nature of the visual 

system, face processing systems could inherit featural selectivity such as the radial bias 

through the passive pooling of low-level information (Loffler et al., 2003; Riesenhuber & 

Poggio, 1999). Alternatively, the process could be more active; given that horizontal 

spatial frequencies are especially important for face perception (Dakin & Watt, 2009; 

Goffaux & Greenwood, 2016) and elicit stronger responses in the FFA (Goffaux et al., 

2016), a boost in the selection of these orientations could facilitate face recognition. 

However, though these factors could contribute to the horizontal-vertical anisotropy, radial 

variations of this kind would be matched in the upper and lower visual fields, making them 

unlikely to explain the upper-lower anisotropy. 

Anisotropies for face recognition could also occur through variations in spatial 

selectivity around the visual field. In low-level vision, better acuity across location has 

been linked to smaller receptive field size and a larger cortical magnification factor 

(Benson et al., 2021; Duncan & Boynton, 2003; Silson et al., 2018; Silva et al., 2018). 

Similar to above, improved acuity for faces could arise simply because higher levels 

passively inherit the enhanced low-level input from these locations (Riesenhuber & 

Poggio, 1999). Unlike low-level vision, however, better face perception has been linked 

with larger pRF sizes and the resulting increase in visual field coverage within face-

selective regions (Poltoratski et al., 2021; Witthoft et al., 2016). The anisotropies I 

measured for face perception could therefore stem from the way that face-selective 

neurons actively sample the visual field, with variations in coverage across different 

locations. Given that the same pattern of anisotropies was found for upright and inverted 

faces, the findings in this chapter either suggest that these spatial properties vary in the 

same way for neurons sensitive to upright and inverted faces, or as above that these 

effects are driven by the quality of the information inherited from lower-level stages of 

processing. Either way, the similar spatial selectivity uncovered suggests that the 

retinotopy within face-selective regions is not entirely distinct from earlier brain areas.  
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The findings in this chapter suggest that face processing systems inherit the spatial 

selectivity of earlier visual regions, by showing that the ability to judge face gender varies 

systematically across the visual field in the same patterns as low-level visual abilities. 

However, face perception also involves other judgements, such as the recognition of 

identity or emotional expression. Determining whether similar patterns of spatial selectivity 

are also inherited for the recognition of face identity and expression would require further 

exploration, with some modifications to the face acuity task. For identity recognition this 

could involve a face matching task whereby on each trial, a face in the periphery is judged 

as the same or different as a face briefly shown at fixation – this would avoid idiosyncrasies 

tied to specific face stimuli, as multiple faces could be used within the identity recognition 

task. Finding similar horizontal-vertical and upper-lower anisotropies for identity 

recognition would suggest that for faces, these variations are not specific to gender 

recognition. Instead, patterns of spatial selectivity may be inherited by face processing 

systems more generally, and maintained within the different aspects of face perception.  

In conclusion, face gender perception varies around the visual field with both 

horizontal-vertical and upper-lower anisotropies, matching patterns consistently found for 

low-level vision (Abrams et al., 2012; Barbot et al., 2021; Benson et al., 2021; Carrasco 

et al., 2001) and contrary to suggestions that face perception varies in a unique or entirely 

idiosyncratic manner (Afraz et al., 2010; Quek & Finkbeiner, 2016; Schmidtmann et al., 

2015). These results are consistent with a hierarchical model of face processing whereby 

spatial selectivity for faces is built on the selectivity of earlier levels. The resulting 

variations in high-level vision could be driven by variations in featural and/or spatial 

selectivity, and inherited passively or actively. Although the mechanisms underlying these 

variations may differ from those of low-level vision, the finding that these face recognition 

anisotropies match those of low-level vision, both for upright and inverted faces, points to 

the possibility of a common basis. Ultimately, the experiments in this chapter demonstrate 

that spatial variations are found throughout the visual system, causing location to influence 

face perception.   
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Chapter 3  
Measuring the spatial properties of  

face-selective brain regions 

3.1 Introduction 

As discussed in the previous chapter, low-level vision varies across the visual 

field in characteristic patterns. At the same eccentricity, aspects of vision such as 

acuity and contrast sensitivity are reliably better along the horizontal vs. the vertical 

meridian (horizontal-vertical difference) and in the lower vs. upper visual field (upper-

lower difference; Abrams et al., 2012; Barbot et al., 2021; Carrasco et al., 2001; 

Himmelberg et al., 2020). Across three behavioural experiments in Chapter 2, I 

uncovered a similar pattern of systematic variation for face perception, with a clear 

advantage for judging face gender along the horizontal vs. vertical meridian and a 

smaller-yet-consistent advantage in the lower vs. upper field. What is the neural basis 

of these anisotropies found for faces? In this chapter, I use retinotopic mapping to 

investigate whether the spatial properties of face-selective brain regions can explain 

the systematic variation found for face perception.   

As covered in Chapter 1, anisotropies in low-level vision have been linked to 

the way that neurons in early visual cortex differentially sample the visual field. 

Population receptive field (pRF) mapping – a technique used to identify populations of 

neurons which respond to each region of visual space (Dumoulin & Wandell, 2008) – 

has revealed that there are a greater number of pRFs located along the horizontal vs. 

the vertical meridian in V1 (Amano et al., 2009; Arcaro et al., 2009). Variations in 

neuronal density also affect visual field coverage – an estimate of how well each part 

of the visual field is sampled, based on the amount of pRFs in each region and their 

size – which was accordingly found to be better along the horizontal vs. vertical 

meridian (Amano et al., 2009). These spatial variations in pRF properties are 

consistent with recent research showing that V1 has a greater surface area along the 

horizontal vs. vertical meridian and in the lower vs. upper field (Himmelberg et al., 
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2023). Similarly, a greater cortical magnification factor – the amount of cortex 

dedicated to processing each part of the visual field (Daniel & Whitteridge, 1961) – has 

been found along the horizontal vs. the vertical meridian and in the lower vs. upper 

field in V1-V3 (Silva et al., 2018), which correlates with better acuity (Duncan & 

Boynton, 2003). Together, these findings suggest that variations in low-level vision 

could be linked to the number of neurons in early visual cortex which sample each 

region of the visual field. 

Better acuity has also been linked to smaller receptive field size in V1 (Duncan 

& Boynton, 2003; Silva et al., 2021). Accordingly, smaller pRFs have been identified 

along the horizontal vs. vertical meridian in V1-V3 (Silva et al., 2018). In V1, the 

magnitude of the horizontal-vertical difference in pRF size increased with eccentricity, 

which could explain why behavioural anisotropies in low-level vision become more 

pronounced further into the periphery (Greenwood et al., 2017). Similarly, pRFs in early 

visual cortex that sample the lower field have been found to be smaller and less 

elliptical (therefore covering a smaller area) than those sampling the upper field, which 

could explain the lower field advantage for low-level stimuli (Silson et al., 2018; Silva 

et al., 2018). This again links variations in low-level vision to differential sampling of 

the visual field, with smaller receptive fields being beneficial for perception. 

Could the anisotropies that were found for face perception in Chapter 2 also 

arise due to sampling variations? Face-selective parts of the brain also show 

retinotopic sensitivity (Silson et al., 2016; Silson et al., 2022), but appear to sample the 

visual field differently from earlier regions. While the fovea is better represented than 

the periphery throughout the visual cortex (Harvey & Dumoulin, 2011), pRFs in V1 are 

still relatively spread out across the visual field, providing coverage in peripheral vision 

(Arcaro et al., 2009; Kay et al., 2015). In comparison, the bias towards a better 

representation of the central visual field is considerably magnified within face-selective 

brain regions, with the vast majority of receptive fields positioned near the fovea (Silson 

et al., 2022). Studies show that in mFus, which is part of the fusiform face area (FFA), 

around 80% of pRFs were located with their centres less than 5° from fixation, with few 

pRF centres beyond 10° (Finzi et al., 2021; Kay et al., 2015). A similar exaggeration 

has been observed for visual field coverage – while approximately 15% of pRFs were 
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found to be positioned in the fovea in V1, there were more than 80% in mFus 

(Poltoratski et al., 2021). While most of these studies only performed retinotopic 

mapping at a maximum eccentricity of around 5-7° (Gomez et al., 2018; Kay et al., 

2015; Poltoratski et al., 2021), they suggest that receptive fields within face-selective 

cortex are heavily centred on the fovea, with limited coverage of peripheral vision. 

The relationship between pRF size and perceptual abilities may differ 

considerably in face processing systems compared to low-level vision. pRFs are much 

larger in face-selective brain regions than they are in V1, and increase in size more 

rapidly with eccentricity (Finzi et al., 2021; Kay et al., 2015; Poltoratski et al., 2021). 

Larger receptive fields have been linked to better face recognition, with smaller pRFs 

for inverted compared to upright faces in the FFA (Poltoratski et al., 2021). When 

inverted faces were shown, pRFs were smaller in size and shifted downwards, away 

from the fovea. Overall visual field coverage in the face-selective areas was therefore 

reduced for inverted faces. The authors propose that larger receptive fields aid the 

configural processing of faces by enabling the spatial integration of face features over 

a larger area, and that this explains the poorer recognition of inverted compared to 

upright faces (Yin, 1969), with smaller receptive fields less able to integrate 

information. Poltoratski et al.’s (2021) findings suggest that links between neuronal 

properties and face perception may be dependent not only on spatial selectivity within 

face-selective brain regions, but selectivity based on the featural content of faces. 

Although pRFs in V1 can shift position based on attention (Klein et al., 2014), they 

generally show consistent spatial selectivity regardless of content (Kay et al., 2015) – 

on the other hand, face-selective areas may exhibit featural selectivity in addition to, 

or in place of, spatial selectivity.  

Further evidence for an unusual relationship between pRF size and face 

perception comes from prosopagnosia. Smaller pRFs have been found within the face-

selective brain regions – but not V1-V3 – of individuals with developmental 

prosopagnosia (Witthoft et al., 2016). As these individuals also showed a strong foveal 

bias, the small size of pRFs within their face-selective areas meant that visual field 

coverage was even more restricted to the centre of vision than it was in controls, with 

pRFs only covering the central few degrees. These findings are consistent with studies 
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reporting that those with prosopagnosia are less able to process configural face 

information, such as the spatial relationships between face features (Behrmann & 

Avidan, 2005; Busigny et al., 2010; Towler et al., 2017) Overall, research highlights a 

puzzling dissociation between low- and high-level vision, where smaller receptive fields 

are associated with better acuity in early visual cortex (Duncan & Boynton, 2003; Silson 

et al., 2018; Silva et al., 2018; Silva et al., 2021) yet larger receptive fields appear to 

be beneficial for face processing (Kay et al., 2015; Poltoratski et al., 2021; Witthoft et 

al., 2016).  

Altogether, while the above findings suggest that face-selective brain regions 

share some hallmarks of retinotopy with early visual cortex, such as increases in 

receptive field size with eccentricity, they also show distinct differences (Kay et al., 

2015). This raises the question of how the anisotropies found for face perception in 

Chapter 2 – which closely resembled those of low-level vision – are supported by visual 

field sampling in face-selective areas. Firstly, the cortical magnification of the fovea is 

dramatically enhanced within face-selective regions relative to V1, suggesting that they 

have an impoverished representation of the periphery (Finzi et al., 2021; Gomez et al., 

2018; Poltoratski et al., 2021). Yet, the results in Chapter 2 along with previous 

research show that we can successfully recognise faces in peripheral vision, with 

similar inversion effects – a hallmark of face processing – found in the periphery 

(Kalpadakis-Smith et al., 2018; Kovacs et al., 2017; McKone, 2004; Roux-Sibilon et 

al., 2023). How do these peripheral face recognition abilities arise, if face-selective 

regions sample the periphery so poorly? Secondly, face-selective areas sample the 

visual field with much larger receptive fields than earlier areas, and while smaller 

receptive fields benefit acuity in V1 (Duncan & Boynton, 2003; Silva et al., 2021), they 

have been associated with worse face recognition (Poltoratski et al., 2021; Witthoft et 

al., 2016). Does this mean that better face perception along the horizontal meridian 

and in the lower field would be linked to larger pRFs, contrary to patterns found in V1?  

To investigate these questions I carried out retinotopic mapping of early visual 

cortex (V1-V3) and three face-selective regions within ventral temporal cortex: the 

occipital face area (OFA) in the inferior occipital gyrus, and two regions in the posterior 

(pFus) and medial (mFus) fusiform gyrus which comprise the FFA. As mentioned 
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earlier, most other studies have mapped face-selective areas to a maximum of around 

5-7° eccentricity (Gomez et al., 2018; Kay et al., 2015; Poltoratski et al., 2021). 

Evidence suggests that the properties of pRFs which only receive partial stimulation – 

due to sampling an area of visual space closer to the edge of the display – are 

estimated less accurately (Alvarez et al., 2015). This would be a particular concern 

within face-selective parts of the brain, due to their large receptive fields (Kay et al., 

2015; Poltoratski et al., 2021). So that we could accurately map peripheral visual field 

locations, a large field of view (21.65° eccentricity) was used. The spatial properties of 

the three face-selective areas, and of V1-V3, were assessed through three measures: 

pRF size, pRF number (quantity), and visual field coverage. I was specifically 

interested in whether these measures varied according to visual field location and 

between upright and inverted faces. 

As smaller receptive fields have been linked to better low-level acuity, I 

expected that pRFs in V1-V3 would be smaller along the horizontal vs. vertical 

meridian and in the lower vs. upper field (Duncan & Boynton, 2003; Silva et al., 2018; 

Silva et al., 2021). There should also be a greater number of pRFs and better visual 

field coverage (Amano et al., 2009; Arcaro et al., 2009; Benson et al., 2021; 

Himmelberg et al., 2023; Silva et al., 2018) along the horizontal vs. vertical meridian 

and in the lower vs. upper field. pRF properties were not expected to differ for upright 

and inverted faces in V1-V3, as these areas do not carry out face-specific processing 

(Kay et al., 2015; Sayres et al., 2010).  

The spatial properties of face processing neurons appear to vary according to 

the perceptual characteristics of faces (e.g. upright vs inverted), with large receptive 

fields benefitting face perception (Poltoratski et al., 2021; Witthoft et al., 2016). If this 

is indeed the case, within the face-selective regions there should be smaller pRFs for 

inverted faces across the visual field, as similar inversion effects have been found in 

central and peripheral vision (Kovacs et al., 2017; McKone, 2004; Roux-Sibilon et al., 

2023). If there is a similar relationship for spatial as well as featural selectivity, face-

selective areas should have larger pRFs at locations where better acuity for faces was 

found (Chapter 2), along the horizontal vs. vertical meridian and lower vs. upper field. 

This would suggest that there is indeed a dissociation within the visual system, where 



 70 

smaller receptive fields provide better resolution in low-level vision but larger receptive 

fields are linked to better acuity for face recognition.  

Alternatively, if the dependence on smaller receptive fields for acuity is a 

common property throughout low- and high-level brain regions, then smaller receptive 

fields should provide better acuity in face-selective areas (as they do in V1; Duncan & 

Boynton, 2003). In this case, within face-selective cortex there should be smaller pRFs 

along the horizontal vs. vertical meridian, lower vs. upper field, and for upright vs. 

inverted faces.  

As better low-level acuity is associated with increased neuronal density and 

visual field coverage in early visual cortex (Amano et al., 2009; Arcaro et al., 2009), I 

expected that better acuity for face perception would be linked to these properties in a 

similar manner. In all three face-selective parts of cortex, there should be a greater 

number of pRFs and increased visual field coverage along the horizontal vs. vertical 

meridian, and in the lower vs. upper field. As similar behavioural anisotropies were 

found for upright and inverted faces in Chapter 2, I reasoned that these retinotopic 

properties would vary across the visual field in a similar way irrespective of face 

inversion. However, I expected that the face-selective regions would show an overall 

increase in pRF number and visual field coverage for upright vs. inverted faces, linking 

these measures to featural selectivity within face perception. Ultimately, my aim was 

to investigate whether the spatial properties of face processing neurons could explain 

the behavioural anisotropies I found for faces, and to examine how unique the 

retinotopy within face processing brain regions really is, compared to earlier visual 

areas.  

3.2 Method 

3.2.1  Participants 

Ten participants (six female, four male, Mage = 29.1 years) took part, all of whom 

had normal or corrected-to-normal vision. The experiment was approved by the 

Research Ethics Committee for Experimental Psychology at University College 

London and all participants gave written informed consent before testing began. 
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3.2.2  Apparatus 

Stimuli were displayed on a back-projection screen in the bore of the magnet 

using an EPSON EB-L1100U projector that had a maximum luminance of 502 cd/m2. 

The screen size was 27 cm x 27 cm with a resolution of 1920 x 1200 pixels, and stimuli 

were displayed at 1200 x 1200 pixels. The monitor had a refresh rate of 60 Hz. 

Participants viewed the screen through a mirror attached to the head coil at a viewing 

distance of 34 cm, giving a maximum field of view of 43.3° (21.65° eccentricity). 

Gamma correction was performed so that the grey background of the experimental 

screen matched the mean luminance of the projector (251 cd/m2). 

3.2.3 Stimuli 

Stimuli were programmed using MATLAB (MathWorks, Inc) and PsychToolbox 

(Brainard, 1997; Kleiner et al., 2007; Pelli & Vision, 1997). 15 male and 15 female 

identities were selected from the Radboud Face Database (Langner et al., 2010). 

Images were in colour and faces had a neutral expression. To maximise face-selective 

activation by minimising adaptation effects to faces of the same viewpoint (Fang et al., 

2007; Henson, 2016), faces of three viewpoints were used, according to the view of 

the model: front- (90°), left- (135°) and right-facing (45°). This resulted in a total of 90 

face images, which had their background removed and were resized to be 332 x 450 

pixels using Adobe Photoshop CS6.  

Bars – which have been shown to map eccentricities outside of the fovea more 

accurately than wedge and ring stimuli (Linhardt et al., 2021) – covered the full field of 

view in length (43.3°; Figure 3.1A). Some retinotopic mapping studies have used 

stimuli which are scaled for eccentricity according to V1 cortical magnification factor 

(e.g. Alvarez et al., 2015), however this would have been insufficient for face-selective 

regions, where cortical magnification is enhanced (as discussed in Chapter 1; Kay et 

al., 2015). As misjudging this could affect pRF properties, three different bar 

thicknesses were used, covering 5.30°, 6.97° and 10.06° in width. Face size was 

determined by the width of the bar so that faces would fit within the bars as opposed 

to being cut off. Bars of different thicknesses therefore contained faces of different 

sizes, so that smaller faces would target smaller pRFs (presumably nearer to the 
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fovea) and larger faces would target larger pRFs (in the periphery especially). For each 

bar width, orientation (horizontal and vertical) and face condition (upright or inverted), 

five bars containing male faces and ten bars containing female faces were generated 

(male bars appeared less frequently). This made for a total of 180 bars across the 

Figure 3.1. A. Examples of retinotopic mapping stimuli. A blue fixation cross appeared at the centre of 
the display while bars containing either male or female faces traversed the screen in one of four 
directions: 0° (rightwards), 90° (upwards), 180° (leftwards) and 270° (downwards). Arrows represent 
the direction of motion. Different bar thicknesses are shown in different panels. Bars appeared at one 
location per TR (one second), with various crops shown in quick succession to induce the illusion of 
motion. B. Bar conditions throughout the experiment. For illustration purposes the screen is shown as 
a circle, with each circle representing one sweep (15 TRs/locations) across the screen. The smallest 
width bars were shown first, then the medium, then the largest width. Blank periods (15 TRs) occurred 
after every two sweeps. Arrows represent the bars’ direction of movement. C. pRF model. The 
stimulus was converted to a binary aperture image and each pRF modelled as a 2D Gaussian before 
a static nonlinearity was applied using a compressive spatial summation parameter. The model output 
is the predicted BOLD response. D. Definition of pRF location and size in the compressive spatial 
summation model. Position is determined by x and y coordinates, while size is the standard deviation 
(s) divided by the square root of the spatial summation exponent n. Figures C and D are adapted from 
Kay et al., (2013). 
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experiment. To minimise crowding and repetition effects (Fang et al., 2007; Henson, 

2016), each bar contained faces of different viewpoints in a pseudo-randomised 

manner, such that faces of one viewpoint could not appear next to a face of the same 

viewpoint. To avoid adaptation effects tied to identity, each identity could not appear in 

the same bar twice (Natu et al., 2016). The position of the faces within the bars was 

offset along the width of the bar (the x axis for vertical bars and the y axis for horizontal 

bars) so that they could be moved closer together along the opposite axis, leaving less 

of the bar as blank space. The value of the offset varied according to the orientation 

and width of each bar (for example, a greater offset was required for thicker bars). So 

that faces could be moved along the bars during the experiment (explained in 3.2.4), 

bars were initially made longer than required and then cropped eight times along the 

longer axis, with each crop cutting out a bar of the desired length but starting at a 

different point at equal increments along the bar. This resulted in eight differently 

cropped versions of each bar. For the inverted face bars, faces were flipped along the 

vertical axis. The background of each bar matched the grey background of the 

experimental screen. 

3.2.4 Procedure 

Each run began with a blank screen for five seconds, containing only a fixation 

cross in the centre which subtended 0.95° of visual angle. Bars then traversed the 

screen in four directions: 0° (rightwards), 90° (upwards), 180° (leftwards) and 270° 

(downwards), appearing in one location per repetition time (TR), which lasted one 

second (Figure 3.1B). Each sweep across the screen contained 15 equal steps, 

meaning that the steps became smaller as the bar widths increased. The number of 

steps was kept the same as otherwise the pRF fitting may have been biased towards 

bar widths that had more TRs (by contributing more to the minimisation of the least-

squared error between the observed data and model prediction). The thinnest bars 

were presented first (four sweeps, one per direction of motion) before moving on to the 

next thickness. As there were three bar thicknesses, each run had a total of 12 sweeps. 

Every second sweep (i.e. after 0° and 90°, then after 180° and 270°) was followed by 

a blank period of 15 TRs. Each run therefore comprised 275 TRs, lasting four minutes 

and 35 seconds.  
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Because the bars contained spaces between the faces, the faces were moved 

along the length of the bar so that the time-averaged bar for each TR would have 

contained faces in as much of the bar as possible. Each bar was rapidly presented 

from the first to the eighth crop and then back to the first, meaning that 15 crops of 

each bar were shown within quick succession (15 being a multiple of the monitor 

refresh rate, to ensure that each crop was shown for the exact same amount of time). 

As such, the faces within the bars appeared to move smoothly side to side (horizontal 

bars) or up and down (vertical bars) at each location. Most bars contained female 

faces, while bars consisting of male faces occurred with 0.075 probability. To ensure 

that attention was directed towards the bars but also encourage fixation, participants 

were instructed to maintain fixation and respond when a bar containing male faces 

appeared, or when the fixation cross changed from blue to purple (0.002 probability, 

and lasting 0.2 seconds). Responses were recorded via a button box. Participants did 

not receive feedback, however key presses were monitored throughout the experiment 

to ensure that participants were performing the task properly. Upright and inverted runs 

were interleaved in order to avoid effects like fatigue disproportionately affecting one 

condition.  

3.2.5 Localisation of face-selective ROIs 

Participants also took part in a functional localiser experiment (which is fully 

described and assessed in Chapter 4) in the same scan session, to identify face-

selective regions of interest (ROIs) within the brain. This localiser was newly developed 

to ensure that voxels responding to locations in the peripheral visual field would be 

captured, as we suspected this might not be the case with existing localisers (e.g. 

Stigliani, 2015). Stimuli were displayed using the same maximum eccentricity (21.65°) 

as the retinotopic mapping stimuli, so images covered a 43.3° field of view. Images of 

faces, hands and instruments were shown in order to identify face-selective brain 

regions by contrasting the activation in response to faces against the other object 

categories (Kanwisher et al., 1997; Weiner & Grill-Spector, 2010). To maximise both 

foveal and peripheral stimulation, two configurations of stimuli were used: large, single 

faces centred on the fovea, and smaller faces which were tiled across the screen in a 

nine-by-nine grid (and the same for hands and instruments). Faces, hands and 
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instruments were shown in separate blocks lasting ten seconds each, interspersed by 

baseline (blank) periods. Within each block there were 20 stimuli displayed for 500 ms 

each. Single and tiled configurations were presented in the same run, in different 

blocks. Each run consisted of 51 blocks, lasting eight minutes and 35 seconds. 

Participants were instructed to maintain fixation and press a button when a phase-

scrambled image appeared. Each participant completed two runs.  

To analyse blood-oxygen-level-dependent (BOLD) fMRI responses to the 

different object categories a general linear model (GLM) was run using SPM12 

software (Ashburner & Friston, 2014). Each of the stimulus conditions was entered into 

a design matrix, with the predicted fMRI time series modelled according to the onset 

times of each stimulus. Motion regression was accounted for by using the output from 

the motion correction step carried out in the preprocessing stage, with one regressor 

added for each of the six directions of movement (roll, pitch and yaw around both x 

and y axis). The observed fMRI time series was convolved with the canonical 

haemodynamic response function (HRF) and compared with the predicted time series 

generated by SPM. Statistical contrasts were then carried out, thresholded at the t ³ 2 

level. This threshold was chosen to help maximise the number of pRFs remaining for 

further analyses after filtering by visual field location (described in 3.2.12). In nine 

participants I defined three face-selective areas (OFA, pFus and mFus) and two in the 

remaining participant (OFA and mFus) by contrasting faces against other objects 

(single faces, tiled faces > single hands, tiled hands, single instruments, tiled 

instruments). Statistical T maps were surface projected using Freesurfer (Fischl, 2012) 

and used as a visual guide during the delineation of face-selective ROIs. Large areas 

were initially drawn manually, before an automatic process defined the ROI by 

identifying the vertex with the peak T statistic in each region, along with any 

neighbouring vertices that were above the chosen T threshold (t ³ 2). This process is 

described in more detail in Chapter 4.  

3.2.6 MRI data acquisition 

Functional and anatomical scans were obtained using a Siemens Prisma 3T 

MRI scanner (Siemens, Erlangen, Germany). A 64-channel head coil was used, with 

cushions placed around participants’ heads in order to minimise movement. A T1-
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weighted anatomical magnetisation-prepared rapid acquisition with gradient echo 

(MPRAGE) image was acquired (TR = 2300 ms and TE = 2.98 ms, voxel size = 1 mm 

isotropic voxels). For the functional scans only the back of the head coil was used, 

leaving 42 channels. Functional T2-weighted multiband 2D echoplanar images were 

acquired (repetition time (TR) = 1000 ms, TE = 35.20 ms, voxel size = 2 mm isotropic 

voxels, 48 slices, flip angle = 60°, acceleration factor = 4). Each functional scan 

contained 270 volumes. A short 30 second localiser was carried out before the 

functional scans and again before the anatomical scan, after the front head coil was 

fitted. Fixation was monitored throughout the experiment using an Eyelink 1000, 

although we did not record fixation data. pRF runs were carried out before the 

functional localiser in all participants except author AYM, as although important for 

both paradigms, keeping precise fixation was particularly crucial for the pRF mapping.  

3.2.7 MRI data preprocessing 

For each participant, the T1 anatomical scan was automatically segmented and 

used to generate a 3D representation of the cortical surface using Freesurfer (Dale et 

al., 1999; Fischl, 2012; Fischl et al., 1999). Functional images were B0 distortion 

corrected and motion corrected using AFNI software (Cox, 1996). An alignment volume 

was created by finding the volume with the fewest voxel outliers across all runs, which 

all functional volumes were then aligned to. Using Freesurfer (Fischl, 2012) the 

alignment volume was co-registered to the structural image, and surface projection 

was performed.  

3.2.8 pRF fitting 

pRF analyses were carried out using the SamSrf 9.4 MATLAB toolbox 

(Schwarzkopf, 2022). Similar to the method described in Dumoulin and Wandell 

(2008), this was based around a forward modelling approach where the fMRI data and 

the position of the bars within the visual field were used to estimate pRF parameters. 

The four runs were concatenated before pRF estimation.  

A compressive spatial summation (CSS) model was used within SamSrf 9.4 

(Figure 3.1C), where each pRF was estimated as a two-dimensional Gaussian with a 

compressive non-linearity that was subsequently applied (Kay et al., 2013; Poltoratski 



 77 

et al., 2021). This approach has been found to estimate pRF properties more 

accurately compared to a linear model (which I also assessed in 3.2.9), particularly in 

higher visual areas which show nonlinear spatial summation, i.e. where responses to 

visual stimuli sum in a subadditive manner rather than linearly. The CSS model 

involved four free parameters: x and y (the position of the pRF within the visual field, 

with x0 and y0 denoting the centre), s (the standard deviation or spatial spread of the 

pRF, in degrees of visual angle) and n (the exponent of the compressive non-linearity; 

Figure 3.1D). Estimates of s in the CSS model are affected by the compression 

exponent – pRFs with low exponent values (high compression) can produce strong 

responses to stimuli throughout the spatial extent of their receptive fields, compared to 

a Gaussian model which predicts strong responses in the centre and a sharper drop 

off at the edges (Kay et al., 2013). This may be linked to increased position invariance 

within category-selective regions (DiCarlo & Cox, 2007). Given the effects of this 

compression on the spread of the receptive field profile, during analyses pRF size was 

defined as s divided by the square root of the exponent (Kay et al., 2013): 

s

√𝑛
 

A stimulus aperture was created for each run which consisted of a binary mask 

representing the position (in x and y Cartesian coordinates) of the bar stimulus within 

the visual field at each time point. Apertures were averaged across the four runs, 

resulting in one aperture comprising 270 frames (one for each TR). Due to the motion 

of the bar stimuli (described in 3.2.4) and the averaging, apertures formed solid bars 

instead of containing space within the faces (Figure 3.1C). The linear overlap between 

the model estimation and the aperture was used to estimate the response of the 

underlying neural population at each vertex on the cortical surface.  

To compare it to the observed fMRI time series, the model prediction was 

convolved with a canonical haemodynamic response function (HRF). Research has 

shown that the differences between using a canonical HRF and measuring the HRF in 

each individual are minimal, so data analysis should not have been affected by this 

choice (Dumoulin & Wandell, 2008; van Dijk et al., 2016).  
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The pRF fitting involved a coarse-to-fine approach. The coarse fit was carried 

out using an extensive multidimensional search space comprised of 35496 grid points, 

with different combinations of x, y and s at each vertex. The parameters which provided 

the highest Pearson correlation between the predicted and observed time series were 

then used for the fine fit. The fine fit used the Nelder-Mead simplex-based method 

(Nelder & Mead, 1965) to reduce the residual sum of squares (RSS) between the 

predicted and observed time series, and determine optimal values for all four free 

parameters (x, y, s and n). 

3.2.9 pRF model analysis 

As the compressive spatial summation (CSS) model was newly implemented 

within SamSrf 9, prior to analysing the pRF data I assessed its performance compared 

to a standard Gaussian model, which estimates pRFs as 2D Gaussians without any 

spatial summation. Firstly, I compared R2 (the proportion of variance explained) values 

between the Gaussian and CSS model within the first three participants. Within these 

participants there was a consistent trend towards the CSS model explaining more of 

the variance (increased R2) than the Gaussian model across all six ROIs (V1, V2, V3, 

OFA, pFus and mFus), with the face-selective regions benefitting most from the CSS 

model (for data from an example participant, see Figure A.1).  

Next, I checked that the values of the exponent parameter in the CSS model 

(which estimate the amount of compression) were comparable to those reported by 

Kay et al. (2013). As expected, exponent values were highest in V1 (indicating the 

least compression) and decreased for higher-level brain regions, with the lowest values 

(the most compression) in mFus (Figure A.2). Upon investigating these values I found 

that some vertices had extremely high exponents, which were associated with poor fits 

(low R2). To avoid erroneously high exponents affecting pRF estimates in a way that 

would not be representative of physiology and to improve fitting, the model was altered 

so that the exponent could be a maximum of 2. 

I then compared estimates of pRF size across eccentricity between the standard 

Gaussian model and the new CSS implementation. While the Gaussian model 

estimates pRF size as s (the standard deviation of the pRF, in degrees of visual angle), 
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the CSS model calculates it as sÖn (where n is the exponent of the compressive non-

linearity). The CSS model produced generally similar estimates of pRF size to the 

Gaussian model and to previous studies (including some which used a compressive 

exponent; Dumoulin & Wandell, 2008; Kay et al., 2015; Poltoratski et al., 2021), 

showing the expected increase in size with eccentricity within each ROI (Figure A.3). 

These checks confirmed that the CSS model was performing appropriately, so it was 

used for all pRF analyses. Mean beta and R2 values for all ROIs are available in Figure 

A.4. 

3.2.10 Delineation of early visual cortex 

Prior to delineation, data were smoothed using a goodness-of-fit threshold of 

0.1 and a smoothing kernel of 3 mm full width half maximum (FWHM). pRF locations 

(x and y) were used to project colour-coded polar angle and eccentricity maps onto the 

cortical surface. Visual areas V1-V3 were delineated by running an auto-delineation 

tool and then corrected manually using the SamSrf 9.4 toolbox (Schwarzkopf, 2022). 

This involved using standard criteria based on reversals in polar angle (DeYoe et al., 

1994; Engel et al., 1997; Sereno et al., 1995), assisted by the eccentricity maps. 

Regions were delineated based on the maps generated for the upright face condition, 

before being checked and corrected (if needed) using the inverted maps.  

3.2.11 Vertex selection 

Vertices that had beta amplitudes of less than 0.01 or greater than 3 (z scores), 

sigma values of 0, or were located perfectly at the centre (x and y of exactly 0, which 

is indicative of fitting errors) were removed. To avoid noisy and unreliable vertices, 

those with a goodness-of-fit threshold (R2) below 0.2 were also removed. In OFA and 

mFus, there were a few participants who had some vertices with very low pRF size 

estimates (almost 0) at high eccentricities. Upon closer analysis, these vertices had 

poor fits. To avoid these less reliable estimates affecting the main pattern of results, I 

adjusted the R2 threshold within certain face-selective ROIs for some participants 

(OFA: four participants = 0.4, mFus: one participant = 0.4, one participant = 0.3).  
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3.2.12 Location analyses 

To compare properties across visual field location, pRFs were filtered according 

to their centre position. Four wedges were defined, each including polar angle locations 

within ± 45° on either side of the left horizontal, right horizontal, upper vertical and 

lower vertical meridians. Although behavioural research has suggested that visual field 

anisotropies decline at locations more than 30° away from the meridian (Abrams et al., 

2012; Benson et al., 2021), fMRI studies that also used a wedge-based approach have 

shown that asymmetries in cortical surface were similar across different wedge widths 

(Himmelberg et al., 2023), and that anisotropies in pRF properties could be found using 

45° wedges (Silva et al., 2018). Upon checking, I found that patterns of data were 

similar regardless of whether the wedge width was 30° or 45°. As a wider wedge width 

of 45° around the meridian considerably increased the number of pRFs remaining after 

filtering by ROI label, R2 threshold and location (which otherwise reduced the amount 

of remaining pRFs more than was ideal), I chose to use 45° wedges for my location 

comparisons. For horizontal-vertical comparisons, the left and right horizontal wedges 

were combined to make the horizontal location, while the upper and lower vertical 

wedges were combined to make the vertical location.  

3.2.13 Visual field coverage 

There is no standard method of calculating coverage, with researchers adopting 

different approaches. Here, visual field coverage was determined by generating a 

Gaussian receptive field profile for each vertex based on its centre position (x,y), 

eccentricity and sigma (s), and then raising the receptive field profile by the spatial 

summation exponent (n). Other approaches have calculated coverage using binary 

circles, which takes into account the position and size (2sÖn) of receptive fields, but 

not their Gaussian profiles (e.g. Poltoratski et al., 2021; Witthoft et al., 2016). Within 

the CSS model, pRFs with higher exponents (less compression) respond strongly to 

their centre position and relatively weakly towards the edges of the region they cover. 

On the other hand, pRFs with lower exponents (more compression) would have 

broader receptive field profiles, responding more equally across the spatial extent they 

cover. Two pRFs could therefore be positioned at the same location and have the 

same size but respond differently across the region of space they cover. By including 
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the exponent, I aimed to better account for responsiveness across the spatial extent 

of each receptive field profile when generating estimates of coverage.  

Receptive field profiles were averaged across vertices to result in a mean 

coverage plot for each ROI, face orientation (upright/inverted), and participant. 

Because absolute values would differ based on various factors (e.g. number of 

vertices, sigma values, exponents applied), each mean coverage plot was divided by 

its maximum value to normalise the values to between 0 and 1. Using this specific 

method, coverage therefore represents the mean responsiveness of pRFs at each 

visual field location, relative to the population of pRFs within the same plot. Coverage 

values were extracted from these plots – according to eccentricity and polar angle 

location, using the wedges described in 3.2.12 – for further analyses. 

3.2.14 Statistical analyses 

Statistical analyses were carried out on estimates of three pRF measurements: 

size (sÖn), number (the total amount of pRFs after poorly fit vertices were removed; 

see 3.2.11) and visual field coverage (the values extracted from the coverage plots; 

see 3.2.13). Eccentricity bin widths of 1° were used for the statistical analyses of all 

three properties. The eccentricity range spanned from 0.5° (to exclude the region 

where the fixation point appeared) up to the maximum eccentricity of 21.65°, so there 

were 21 bins in total. Analyses were initially performed with ROI (V1, V2, V3, OFA, 

pFus, mFus) as a factor. As there were significant effects of ROI in all analyses (Table 

A.5-A.13), they were run within each ROI separately.  

Linear mixed effects models were used to investigate whether location, 

inversion and eccentricity could predict pRF size. Because the location of each pRF 

was determined by its centre (described in 3.2.12), size could not be estimated if there 

were no pRF centres within that region. Linear mixed models were an appropriate 

choice as they could deal with these “missing” estimates and because pRF size 

demonstrates linear relationships (e.g. with eccentricity). Separate mixed effects 

models were run for each ROI (V1, V2, V3, OFA, pFus and mFus). The first set of 

analyses examined pRF size prior to location filtering, with fixed factors of eccentricity 

and inversion (upright/inverted), while the second set examined the effects of location, 
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with fixed factors of eccentricity, inversion (upright/inverted) and location 

(horizontal/vertical or upper/lower). Participant was specified as a random factor for 

the intercept as well as for each of the fixed factors, as the slope of the relationship 

between pRF size and eccentricity, location and/or inversion could vary across 

individuals. Participants could therefore have different intercepts and slopes for each 

of the factors. As one of the main hypotheses was to determine whether/how inversion 

affects pRF size across the visual field, following the linear mixed models t-tests were 

also performed to investigate whether differences were present at each eccentricity.  

 Mixed effects analyses of variance (ANOVAs) were used to assess the effects 

of eccentricity, inversion, location and participant on pRF number and visual field 

coverage. Separate ANOVAs were run for each ROI (V1, V2, V3, OFA, pFus and 

mFus). The first set of analyses looked at the effects before pRFs were filtered 

according to location (outlined in 3.2.12). The within-subjects fixed factors were 

therefore eccentricity and inversion (upright/inverted). In the second set of analyses I 

focused on the effects of location, with separate ANOVAs run for each location 

comparison. As such, the within-subjects fixed factors were eccentricity, inversion 

(upright/inverted) and location (horizontal/vertical or upper/lower). In all of the 

ANOVAs, participant was entered as a between-subjects random factor to account for 

individual variation within the model. As I was primarily interested in the group-level 

effects of location and inversion, and to improve the clarity of the results, the participant 

effects will not be reported. Following significant main effects or interactions, t-tests or 

Wilcoxon signed rank tests (if sphericity or homoscedasticity assumptions were 

violated) were carried out to explore the inversion and location differences in more 

depth. 
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3.3 Results 

3.3.1 Behavioural results  

Figure 3.2 displays the 

behavioural results from the gender 

task for nine participants (one 

individual’s data did not save), 

where participants were required to 

press a button when they saw a bar 

containing male faces, which 

occurred with 0.075 probability (see 

3.2.4). These results are displayed 

as the percentage of correctly 

identified male bars. Responses 

were counted as correct if there was 

a button press within two seconds of 

the onset of the bar. There was a 

clear behavioural face inversion effect, with participants significantly better at 

recognising gender when the faces within the bars were upright rather than inverted, 

t(8) = 12.19, p < .001. This may reflect configural processing mechanisms being more 

efficiently engaged for upright compared to inverted faces (Rossion, 2008). Results 

from the fixation task – where participants detected the fixation cross changing colour 

– confirmed that participants were fixating and that there was no inversion effect for 

the non-face-based task (Figure A.5). 

3.3.2 Neuroimaging results 

Retinotopic maps of early visual cortex were successfully identified in all 

participants. Figure 3.3 displays polar angle, eccentricity, pRF size and R2 maps for 

V1-V3 on the inflated cortical surface of one participant’s occipital lobe. Figure 3.3 also 

shows the three face-selective regions delineated – OFA, pFus and mFus – on the 

ventral cortical surface within the same individual. Figure 3.4 displays representative 

predicted (by the pRF model) and observed time courses in OFA, pFus and mFus.  

Figure 3.2. Behavioural results from the gender task in 
the pRF experiment, showing the percentage of 
correctly identified male bars. Dots show individual 
data, with lines joining each participant’s performance 
for upright and inverted faces.  
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Figure 3.3. Retinotopic maps and ROIs within one participant. A. Polar angle map plotted on an 
inflated, spherical cortical surface (right hemisphere), with delineations of V1-V3 and OFA, pFus and 
mFus outlined. The colour wheel indicates polar angle coordinates (green for the lower visual field, 
blue around the horizontal meridian, red for the upper field). B. Eccentricity map. Purple represents 
central eccentricities and yellow the periphery. C. Sigma (s) map, with purple representing small and 
blue representing large s values. D. R2 map, with black showing low and yellow showing high R2 
values. E. Three face-selective brain regions displayed on the ventral surface of the right hemisphere, 
from OFA in the occipital lobe (most posterior), to pFus and mFus (most anterior) along the fusiform 
gyrus.   
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3.3.2.1 Eccentricity and inversion 

Prior to testing hypotheses about visual field anisotropies, I examined hallmarks 

of retinotopy for upright and inverted faces by looking at how pRF size, number and 

coverage varied across eccentricity. This was so that I could assess how the 

retinotopic properties of face-selective areas generally compared to V1-V3, across 

central and peripheral eccentricities (including at 10°, where better gender acuity was 

found for upright vs. inverted faces in the previous chapter). pRFs in the face-selective 

regions were expected to follow similar patterns across eccentricity as V1-V3, with 

larger sizes but reduced numbers and coverage as eccentricity increased.  

In the face-selective areas only, pRFs were also predicted to vary according to 

inversion. Larger pRFs for upright vs. inverted faces would indicate distinct retinotopy, 

Figure 3.4. Representative examples of the observed (blue) and predicted (red) time courses from 
selected vertices in OFA, pFus and mFus. x, y, sigma (s), the spatial summation exponent (n), Beta 
(z) and R2 values are displayed along the top of each time course. 
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while smaller sizes for upright faces would highlight similarities to early visual cortex. 

Increased pRF numbers and better visual field coverage for upright vs. inverted faces 

were expected, consistent with differences in behavioural performance for upright and 

inverted faces. These analyses allowed me to investigate how retinotopic properties 

are linked to featural selectivity within face perception.  

3.3.2.1.1 pRF size 

The first property to be examined was pRF size. In V1-V3 there were the 

expected increases in size with eccentricity, which were unaffected by inversion 

(Figure 3.5). Consistent with previous research, pRFs were larger and increased more 

sharply with eccentricity in successive visual areas (i.e. in V3 compared to V2, and V2 

compared to V1; Dumoulin & Wandell, 2008). Linear mixed models confirmed these 

patterns, with significant effects of eccentricity but not of inversion in V1, V2 and V3 

(Table 3.1). 

Figure 3.5. Mean pRF size for upright (red) and inverted (blue) faces. At each eccentricity, size 
estimates were only plotted if they had been calculated from at least five vertices. The black lines 
indicate significant differences at certain eccentricities (p < .05). Note the different y axis scales 
between V1-V3 and face-selective regions. 
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pRFs were larger in the face-selective regions compared to early visual cortex 

(Figure 3.5), in line with previous research (Kay et al., 2015). As in V1-V3, significant 

main effects showed there were the expected increases in size with eccentricity in 

OFA, pFus and mFus (Table 3.1). Interestingly, these size increases were not as sharp 

in the FFA (pFus and mFus) compared to OFA. This highlights a difference in how the 

size-eccentricity relationship changed over the successive face-selective regions, 

compared to the progression between the earlier cortical regions, where size increases 

became more dramatic across eccentricity in successive areas (e.g. V3 vs. V1). 

There was a main effect of inversion in OFA, with t-tests revealing significantly 

larger pRFs for inverted vs. upright faces – opposite to predictions based on Poltoratski 

et al.’s (2021) findings – at a few central and peripheral eccentricities (Table 3.1; Figure 

3.5). Although pRFs looked to be larger for upright vs. inverted faces in mFus – which 

would be consistent with previous research (Poltoratski et al., 2021) – there were no 

Table 3.1. Linear mixed model results comparing pRF size across inversion and eccentricity. Bold 
text indicates statistical significance (p < .05).  
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significant main effects of inversion in pFus or mFus. t-tests did not uncover consistent 

differences in the periphery (with no differences around 10°, where better gender acuity 

for upright vs. inverted faces was found in Chapter 2). As such, pRFs in the FFA did 

not reliably differ in size between upright and inverted faces.  

3.3.2.1.2 pRF number 

Next, pRF number (defined as the amount of vertices remaining at each 

eccentricity after filtering by R2, beta and sigma thresholds; see 3.2.11) was analysed. 

In V1-V3, main effects of eccentricity showed that pRF numbers were significantly 

higher towards the fovea5 and gradually decreased with eccentricity, apart from a small 

spike in the far periphery (Figure 3.6; Table 3.2). This gradual decrease meant that in 

early visual areas there was still a considerable amount of pRFs at peripheral 

eccentricities, highlighting their spatial spread across the visual field. As expected, 

there were no main effects of inversion in V1, V2, or V3, and t tests revealed only a 

few significant differences which varied inconsistently in terms of whether there were 

more pRFs for upright or inverted faces. Together these results show that there were 

similar amounts of pRFs for upright and inverted faces in early visual cortex. 

 
5 The fovea will refer to 0-2° eccentricity, the parafovea 2-5°, and the perifovea 5-10°. 

Figure 3.6. Mean pRF number for upright (red) and inverted (blue) faces. The black lines indicate 
significant differences at certain eccentricities (p < .05). Note the different y axis scales between ROIs. 
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Like early visual cortex, main effects of eccentricity indicated that all three face-

selective regions had significantly more pRFs towards the fovea (Figure 3.6; Table 

3.2). Consistent with previous research (e.g. Finzi et al., 2021), pRFs were more 

densely concentrated towards the fovea and decreased more dramatically in the 

periphery compared to V1-V3, indicating a magnified foveal bias in the face-selective 

areas.  

Contrary to expectations, there were no main effects of inversion in any of the 

face-selective regions. However, there were significant interactions between inversion 

and eccentricity, and Wilcoxon tests revealed that in mFus, there were significantly 

more pRFs for upright vs. inverted faces at perifoveal and peripheral eccentricities. 

This includes a significant difference at 10°, where better gender acuity was found for 

upright vs. inverted faces in the previous chapter. These results indicate that the 

distribution of pRFs across the visual field varied according to inversion, with upright 

faces leading to more pRFs found in the periphery.  

Table 3.2. ANOVA results comparing pRF number across inversion and eccentricity. Bold text 
indicates statistical significance (p < .05).  
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3.3.2.1.3 Visual field coverage 

After pRF size and number, visual field coverage was assessed. Coverage plots 

for each ROI are displayed in Figure 3.7, representing the relative responsiveness of 

pRFs across  the visual field, within the population of neurons that responded to upright 

or inverted faces (see 3.2.13 for more details). Coverage values were extracted from 

these maps and plotted across eccentricity in Figure 3.8. Upright and inverted 

coverage maps were normalised separately (divided by their own maximum value). To 

check whether this normalisation approach affected results, maps were also 

normalised jointly (both maps for each ROI divided by the maximum value in the 

upright map). This yielded generally similar estimates of coverage as those shown in 

Figure 3.8, demonstrating that the maximum values – a measure of absolute coverage 

– were not considerably different between upright and inverted maps (Figure A.6).  

In V1-V3, main effects of eccentricity showed that coverage was significantly 

higher in the fovea and decreased in the periphery (Figure 3.8; Table 3.3). This bias 

towards greater responsiveness at the fovea increased in successive visual areas 

(from V1 to V2 to V3), in line with greater cortical magnification further up in the visual 

hierarchy. As expected in early visual cortex, coverage was not significantly affected 

by inversion.  

Main effects showed that the face-selective regions also had significantly better 

coverage in the fovea than the periphery (Figure 3.8; Table 3.3). While these central 

biases were considerably exaggerated compared to early visual cortex, they also 

increased in magnitude in successive regions, from OFA to pFus to mFus. This 

simultaneously highlights differences and commonalities between low- and high-level 

retinotopy. Unexpectedly, there were no main effects of inversion or interactions 

between inversion and eccentricity in any of the face-selective areas. In mFus, 

however, Figure 3.7Figure 3.8 show a trend towards better coverage across the visual 

field for upright vs. inverted faces, with t-tests showing that this difference was 

significant in the fovea (although not at 10°, where better gender acuity was found for 

upright vs. inverted faces in Chapter 2). This highlights subtle differences in coverage 

for upright and inverted faces, suggesting that mFus had increased responsiveness in 
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the fovea for upright faces, with smaller-yet-consistent increases across the rest of the 

visual field.  

 

Figure 3.7. Mean visual field coverage for upright (top) and inverted (bottom) faces (see 3.2.13 for 
how plots were generated). Coordinates represent eccentricity in degrees of visual angle, with 
negative values for the left and positive values for the right visual field. Values were converted to 
log scale before plotting, for visualisation purposes (see colour bar). Dots represent pRF centres 
from all participants. For plots without pRF centres imposed, see Figure A.7).   
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Table 3.3. ANOVA results comparing visual field coverage across inversion and eccentricity. Bold 
text indicates statistical significance (p < .05).  

Figure 3.8. Mean visual field coverage values for upright (red) and inverted (blue) faces. Black lines 
indicate significant differences at certain eccentricities (p < .05). 
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3.3.2.2 Summary of eccentricity and inversion effects 

In all ROIs, pRF size increased while number and coverage decreased across 

eccentricity, as expected. This highlights shared patterns of retinotopy between low- 

and high-level visual cortex. While inversion was expected to modulate retinotopic 

measurements within face-selective areas, this was found not to be the case for pRF 

size. However, there were significantly more pRFs in the periphery for upright vs. 

inverted faces, and better visual field coverage for upright faces at the fovea. Although 

these effects of inversion were smaller than expected (as will be discussed), they could 

point to slightly better sampling of the visual field for upright vs. inverted faces, which 

may contribute to the better recognition of upright faces. 

3.3.2.3 Horizontal-vertical difference 

Having examined how retinotopic properties differed according to eccentricity 

and inversion (featural selectivity), I then considered their variations according to 

location. This allowed me to examine whether spatial selectivity within face-selective 

regions could explain the behavioural variations in the previous chapter, and whether 

patterns of spatial selectivity were similar to, or diverged from, earlier visual areas. 

First, retinotopy was compared between the horizontal and vertical meridians 

(location filtering is described in section 3.2.12). In the face-selective regions, 

increases in pRF number and visual field coverage were expected along the horizontal 

vs. vertical meridian, which would explain the horizontal-vertical difference in gender 

acuity found in Chapter 2. As similar patterns were expected in V1-V3 (Amano et al., 

2009; Arcaro et al., 2009), this would also highlight commonalities between low- and 

high-level sampling. Whether pRF size varied between the horizontal and vertical 

meridians in the face-selective regions would provide further insight into their links with 

early visual cortex. Along the horizontal meridian (where there was better gender 

acuity), smaller pRFs would demonstrate similarities with low-level sampling (Silva et 

al., 2018), while larger pRFs would point to more unique retinotopy within face-

selective areas.  

The main effects of eccentricity were significant in all tests comparing pRF size, 

number and coverage between the horizontal and vertical meridian (Table 3.4, Table 
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3.5 and Table 3.6), showing that the expected retinotopic characteristics across 

eccentricity (larger pRFs but decreased numbers and visual field coverage in the 

periphery) were also present in these analyses. Inversion was included as a factor 

because I was interested in whether the horizontal-vertical differences were similar for 

upright and inverted faces. As the effects of inversion have already been explored 

directly – where effects would be more robust, as the location filtering in the following 

sections meant that there were fewer data within the inversion comparisons – they will 

mainly be focused on in terms of their interaction with location. 

Table 3.4. Linear mixed model results for pRF size across horizontal and vertical locations. Bold text 
indicates statistical significance (p < .05). 
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3.3.2.3.1 pRF size 

Again, pRF size was the first property to be assessed. Figure 3.9 displays the 

average pRF size across eccentricity for the horizontal and vertical meridians (if the 

size estimate at each eccentricity was calculated from at least five vertices – this 

Figure 3.9. Mean pRF size across the horizontal and vertical meridians, for upright (top) and inverted 
(bottom) faces. At each eccentricity, size estimates were only plotted if they were averaged from at 
least five vertices. The black lines indicate significant differences at certain eccentricities (p < .05). 
Note the different y axis scales between the ROIs. 
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number was chosen based on the observation that there were very few vertices in 

some locations). In V1 and V2, there were no main effects of location, showing that 

pRF size did not significantly differ between the horizontal and vertical meridians 

(Table 3.4). There was a significant effect of location in V3, with t-tests showing that 

pRFs were larger along the vertical meridian in the perifovea and periphery, especially 

for inverted faces.  

Because the face-selective regions had so few pRFs in the periphery along the 

vertical meridian, size estimates were often unavailable (Figure 3.9). While there was 

a trend towards more dramatic increases in pRF size along the vertical than horizontal 

meridian in all three face-selective areas, there were no main effects of location (Table 

3.4). The t-tests yielded inconsistent differences (in terms of whether pRFs were larger 

along the horizontal or vertical meridian) at only a couple of eccentricities in OFA and 

pFus, and none in mFus. This shows that contrary to expectations, pRF size was not 

reliably modulated by location in the face-selective regions. 

3.3.2.3.2 pRF number 

Next, the number of pRFs along the two meridians was assessed. In V1-V3, 

differences in pRF number between the horizontal and vertical meridians emerged 

outside of the fovea, with main effects of location and interactions between location 

and eccentricity in all three regions (Figure 3.10; Table 3.5). t-tests showed that apart 

from a greater amount of pRFs along the vertical meridian at some eccentricities in V2, 

all three early visual areas had significantly more pRFs along the peripheral horizontal 

meridian. These differences covered a greater proportion of the visual field in V3 

compared to V1 and V2, suggesting that cortical magnification of the horizontal 

meridian may increase further up in the visual hierarchy. These patterns were generally 

unaffected by inversion. As such, the horizontal-vertical difference in pRF number 

increased with eccentricity in early visual cortex, with similar patterns for upright and 

inverted faces. 

The horizontal-vertical differences found in early visual cortex were magnified 

in face-selective regions. Main effects showed that in all three face-selective areas 

there were significantly more pRFs along the horizontal vs. vertical meridian, with t-
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tests indicating that these differences were significant across the visual field (Figure 

3.10; Table 3.5). There were also interactions between location and eccentricity in all 

three regions, reflecting that the horizontal-vertical differences in pRF number were 

greater in the fovea compared to the periphery. This is the opposite pattern to V1-V3 

(where the differences increased in the periphery), which is presumably linked to there 

being considerably more pRFs in the fovea in face-selective regions overall. In mFus 

Figure 3.10. Mean pRF number across the horizontal and vertical meridians, for upright (top) and 
inverted (bottom) faces. The black lines indicate significant differences at certain eccentricities        
(p < .05). Note the different y axis scales between ROIs. 
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Table 3.5. ANOVA results for pRF number across horizontal and vertical locations. Bold text indicates 
statistical significance (p < .05). 
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there was also an interaction between location and inversion, reflecting that there was 

a clear horizontal-vertical anisotropy found across the visual field for upright faces, but 

fewer significant differences for inverted faces. This is likely related to there being 

fewer pRFs in the periphery for inverted faces overall (shown in 3.3.2.1.2), which would 

reduce the magnitude of the location differences. All in all, the expected horizontal-

vertical differences in pRF number were found across the visual field within all three 

face-selective regions, with generally similar variation regardless of inversion.  

3.3.2.3.3 Visual field coverage 

Visual field coverage was then compared across horizontal and vertical 

locations. Main effects of location showed that in V1 and V3, there was increased 

coverage along the horizontal compared to the vertical meridian (Figure 3.11; Table 

3.6). t-tests showed that these differences were significant in the parafovea and 

periphery in V1, and most of the visual field in V3. Although there was no main effect 

of location in V2, there was an interaction between location and eccentricity, with t-

tests indicating that while there was significantly better coverage along the vertical 

meridian near the fovea, the expected pattern was present at more peripheral 

eccentricities, with better coverage along the horizontal meridian (as in V1 and V3). 

There were also significant interactions between location and eccentricity in V1 and 

V3, reflecting that across early visual cortex, the magnitude of the horizontal-vertical 

difference was larger at central and mid-eccentricities as opposed to the periphery, 

where coverage was significantly reduced overall. Although there was an interaction 

between location and inversion in V3, t-tests showed that the horizontal-vertical 

differences were similar for upright and inverted faces across the visual field. 

Altogether, coverage was generally better along the horizontal than vertical meridian 

in early visual cortex, with similar patterns irrespective of inversion.  

The face-selective brain regions all showed horizontal-vertical anisotropies in 

visual field coverage, although these differences were smaller in magnitude than in 

early visual cortex. Main effects of location indicated that in all three face-selective 

areas, coverage was better along the horizontal vs. vertical meridian (Figure 3.11; 

Table 3.6). In OFA and pFus there were significant interactions between location and 

eccentricity, with the t-tests revealing that the horizontal-vertical difference was largest 
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at mid-eccentricities and reduced in the periphery, with similar patterns regardless of 

inversion. Interestingly, the horizontal-vertical difference was smallest in mFus (of the 

three face-selective regions). There was a significant interaction between location and 

inversion, with t-tests indicating that there was better coverage along the horizontal vs. 

vertical meridian across the visual field for upright but not inverted faces. In other 

Figure 3.11. Mean visual field coverage values across the horizontal and vertical meridians, for 
upright (top) and inverted (bottom) faces. Black lines indicate significant differences at certain 
eccentricities (p < .05). 
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Table 3.6. ANOVA results for visual field coverage across horizontal and vertical locations. Bold text 
indicates statistical significance (p < .05). 
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words, coverage showed horizontal-vertical anisotropies in all three face-selective 

regions, although only for upright faces in mFus.  

3.3.2.4 Summary of horizontal-vertical differences 

While V3 had larger pRFs along the vertical vs. horizontal meridian, pRF size 

was not significantly affected by location in any of the other brain regions. However, 

V1-V3 and all three face-selective areas had significantly more pRFs and better visual 

field coverage along the horizontal compared to vertical meridian. These variations in 

pRF number and coverage are consistent with better gender acuity along the horizontal 

vs. vertical meridian (Chapter 2), and highlight commonalities in how face-selective 

regions and early visual cortex sample the visual field, irrespective of face inversion. 
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3.3.2.5 Upper-lower difference 

After comparing the horizontal and vertical meridians, I assessed whether 

retinotopic properties differed between the upper and lower visual field (location 

filtering is described in 3.2.12). Similar to the horizontal-vertical results discussed 

above, in the face-selective regions increases in pRF number and visual field coverage 

were expected in the lower vs. upper visual field. This would tie in with the behavioural 

upper-lower difference measured in the previous chapter. Similar patterns were 

expected in V1-V3, which would highlight commonalities between low- and high-level 

sampling.  Also as before, differences in pRF size between the upper and lower fields 

Table 3.7. Linear mixed model results for pRF size across upper and lower locations. Bold text 
indicates statistical significance (p < .05). 
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in the face-selective regions would shed further light into the links with early visual 

cortex. In the lower field (where there was better gender acuity), smaller pRFs would 

indicate similarities with low-level sampling, while larger pRFs would highlight distinct 

sampling characteristics within face-selective areas.  

The main effects of eccentricity were significant in all tests comparing pRF size, 

number and coverage between the upper and lower locations (Table 3.7, Table 

3.8Table 3.9), again showing that the expected patterns of increased pRF size with 

eccentricity, and decreased pRF number and visual field coverage with eccentricity, 

were present in these analyses. As with the horizontal-vertical anisotropies, inversion 

was included as a factor so that I could assess whether the upper-lower differences 

varied between upright and inverted faces. As the effects of inversion have been 

explored in more depth previously, they will be focused on in terms of their interaction 

with location. It should be noted that the main effects of inversion may be even less 

reliable in the following analyses due to data reductions caused by the location filtering 

(this was particularly apparent along the vertical meridian, which comprises the upper 

and lower locations; Figure 3.10). 

3.3.2.5.1 pRF size 

Firstly, pRF size was examined. Figure 3.12 displays the average pRF size over 

eccentricity for the upper and lower locations (if the size estimate at each eccentricity 

was calculated from at least five vertices). Contrary to expectations, main effects of 

location showed that pRFs were larger in the lower vs. upper field across early visual 

cortex (Table 3.7), with t-tests uncovering significant differences across varied 

eccentricities. These patterns were similar for upright and inverted faces, with no 

effects of inversion in V1-V3.  

Along the vertical meridian the face-selective regions had very few pRFs in the 

periphery, meaning that size estimates were unavailable at far eccentricities (Figure 

3.12). There was an effect of location in OFA, showing that pRFs were larger in the 

lower vs. upper field. An effect of inversion along with the t-tests indicated that this 

upper-lower difference was significant in the perifovea, but only for upright faces (Table 
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3.7). There were no effects of location in pFus or mFus, highlighting that pRF size did 

not differ between the upper and lower locations within the FFA.  

3.3.2.5.2 pRF number 

Next, the number of pRFs was examined between the upper and lower locations 

(Figure 3.13). Main effects of location in V1-V3 confirmed that there were a greater 

Figure 3.12. Mean pRF size in the upper and lower visual field, for upright (top) and inverted (bottom) 
faces. At each eccentricity, size estimates were only plotted if they were averaged from at least five 
vertices. Note the different y axis scales between the ROIs. 
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number of pRFs found in the lower vs. upper field, as expected (Table 3.8). Interactions 

between location and eccentricity, along with the Wilcoxon tests, showed that the 

upper-lower difference varied across the visual field but was generally greater at mid-

eccentricities. These patterns were generally similar irrespective of inversion, with 

Wilcoxon tests showing that while there was an 

Figure 3.13. Mean pRF number in the upper and lower visual field, for upright (top) and inverted 
(bottom) faces. Black lines indicate significant differences at certain eccentricities (p < .05). Note 
the different y axis scales between the ROIs. 
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Table 3.8. ANOVA results for pRF number across upper and lower locations. Bold text indicates 
statistical significance (p < .05). 
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interaction between location and inversion in V2, there were similar significant 

differences found across the visual field. 

     Like with the horizontal-vertical anisotropy in pRF number, the upper-lower 

differences were even more pronounced in face-selective regions compared to early 

visual cortex. All three face-selective areas had strikingly few pRFs in the upper field. 

Unsurprisingly, in OFA and mFus there were main effects of location, with more pRFs 

in the lower than upper field, consistent with predictions (Figure 3.13; Table 3.8). There 

were also interactions between location and eccentricity, with Wilcoxon tests showing 

that the upper-lower differences were more pronounced near the fovea, where there 

were larger numbers of pRFs overall. In mFus there was an additional interaction 

between location and inversion, highlighting that these differences were only 

significant for the inverted faces. Although there was no main effect of location or 

significant differences found by the Wilcoxon tests in pFus, there was an interaction 

between location and eccentricity, suggesting that there were small upper-lower 

differences within the eccentricities tested. 

3.3.2.5.3 Visual field coverage 

Finally, visual field coverage was examined between the upper and lower 

locations. Main effects of location confirmed that across early visual cortex, coverage 

was higher in the lower vs. upper field, in line with expectations (Figure 3.14; Table 

3.9). There were also significant interactions between location and eccentricity in all 

three regions, with t-tests showing that the upper-lower differences were more 

pronounced in central vision and reduced in the periphery. There were no interactions 

between location and inversion in V1-V3, highlighting that the differences in coverage 

between the upper and lower locations were similar for upright and inverted faces.  

Like V1-V3, main effects of location showed that the face-selective regions had 

better visual field coverage in the lower vs. upper field, although the differences were 

smaller in magnitude (Figure 3.14; Table 3.9). t-tests revealed that the upper-lower 

anisotropy was present at central and mid-eccentricities across all face-selective 
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regions, and extended furthest into the periphery in mFus. There were interactions 

between location and eccentricity in all three face-selective regions, again indicating 

that the upper-lower difference was more pronounced in the fovea and diminished in 

the periphery. Coverage patterns were generally similar for upright and inverted faces, 

although interactions between location and inversion were present in pFus and mFus, 

with t-tests revealing small variations according to inversion in the FFA.  

Figure 3.14. Mean visual field coverage values in the upper and lower visual field, for upright (top) and 
inverted (bottom) faces. Black lines indicate significant differences at certain eccentricities (p < .05). 
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Table 3.9. ANOVA results for visual field coverage across upper and lower locations. Bold text 
indicates statistical significance (p < .05). 
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3.3.2.6 Summary of upper-lower differences 

In V1-V3, there were larger pRFs in the lower vs. upper visual field (opposite to 

expectations). Variations in pRF size were less apparent within the face-selective 

regions, with some evidence of larger pRFs in the lower vs. upper field in OFA, but no 

differences in pFus or mFus. Consistent with expectations, there were significantly 

more pRFs and better visual field coverage in the lower vs. upper field within all of the 

brain regions. As with the horizontal-vertical results described above, these variations 

in pRF number and coverage within the face-selective areas align with better gender 

acuity found in the lower vs. upper field (Chapter 2). They also reveal similarities in 

visual field sampling between face-selective regions and early visual cortex, regardless 

of face inversion.  

3.4 Discussion 

Do variations in face perception stem from the way that face-selective cortex 

samples visual space? In the previous chapter, face perception was found to vary 

systematically across the visual field, with better acuity for judging face gender along 

the horizontal vs. vertical meridian and in the lower vs. upper field. These horizontal-

vertical and upper-lower differences mirror those found behaviourally for low-level 

vision (e.g. Carrasco et al., 2001), with the low-level anisotropies linked to the neuronal 

properties of early visual cortex (e.g. Silva et al., 2018). This chapter investigated the 

neural basis of the variations in face perception, by measuring population receptive 

field (pRF) properties in parts of the brain that preferentially process faces (OFA, pFus 

and mFus). There was a greater number of pRFs and better visual field coverage along 

the horizontal vs. vertical meridian and in the lower vs. upper field in both the early 

visual regions and face-selective areas. While there was evidence of larger pRFs along 

the vertical vs. horizontal meridian and (opposite to expectations) in the lower vs. upper 

field in early visual cortex, pRF size generally did not differ by location in the face-

selective regions. Therefore, some – but not all – retinotopic properties of face-

selective areas can provide a neural basis for the visual field anisotropies measured 

behaviourally for face perception (Chapter 2), with patterns of retinotopy resembling 

those in early visual cortex.  
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In early visual cortex, results were largely in line with previous research. A 

greater number of pRFs was found along the horizontal than vertical meridian and in 

the lower vs. upper field, replicating previous pRF findings (Amano et al., 2009) and 

consistent with greater cortical magnification and surface area in these regions 

(Himmelberg et al., 2023; Silva et al., 2018). Visual field coverage (an estimate of the 

relative responsiveness in each region of the visual field; see 3.3.2.3.3) was also better 

along the horizontal vs. vertical meridian and in the lower vs. upper field, similar to prior 

work (Amano et al., 2009). As for pRF size, V3 – but not V1 and V2 – showed the 

expected horizontal-vertical difference of larger pRFs along the vertical than horizontal 

meridian. This differs slightly from previous research, which found a horizontal-vertical 

difference across V1-V3 (Silva et al., 2018). Interestingly, pRFs were larger in the lower 

than upper field across early visual cortex, showing the opposite pattern to other 

studies (Silson et al., 2018; Silva et al., 2018). This was unexpected as smaller 

receptive fields are usually associated with better acuity in V1 (Duncan & Boynton, 

2003). Therefore, only pRF number and visual field coverage showed the same 

horizontal-vertical and upper-lower anisotropies as the behavioural variations typically 

measured in low-level vision (e.g. Carrasco et al., 2001). Differences in pRF size were 

more variable and much less pronounced compared to pRF number, explaining why 

coverage patterns aligned more closely with the variations in pRF number rather than 

size. These findings suggest that even in V1, pRF size is not the only factor driving 

acuity variations, with receptive field number and resulting visual field coverage equally 

– if not more – important for acuity.  

Some researchers have proposed that larger receptive fields result in better 

face perception (Poltoratski et al., 2021; Witthoft et al., 2016). However, while there 

were larger pRFs in the lower vs. upper field in OFA (the same pattern as V1-V3), pRF 

size did not significantly differ between locations in the FFA (pFus and mFus). Unlike 

early visual cortex, therefore, the behavioural variations that were previously found for 

face perception (Chapter 2) cannot be explained by differences in pRF size. This may 

reflect the fact that pRFs within face-selective regions were considerably larger than in 

V1-V3 (as has been consistently found in other studies; Finzi et al., 2021; Kay et al., 

2015; Poltoratski et al., 2021), so did not vary as much over location. Despite research 

showing considerably poorer performance on face recognition tasks in the periphery 
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relative to the fovea (McKone, 2004), pRFs in the FFA did not increase in size as much 

with eccentricity compared to V1-V3 and OFA, suggesting that receptive field size may 

become less associated with acuity further in the ventral face processing stream. 

Research has also shown that pRF size is harder to reliably measure compared to 

other parameters such as position, being more susceptible to change due to various 

factors such as stimulus properties, attention, or fitting procedures (Alvarez et al., 

2015; van Dijk et al., 2016). The lack of reliable effects for pRF size suggests that 

receptive field size is not the main factor driving differences in face perception across 

the visual field.  

Instead, reliable effects were found according to the number of pRFs – and 

resulting visual field coverage – in each region of the visual field. All three face-

selective brain regions had greater numbers of pRFs and better visual field coverage 

along the horizontal than vertical meridian. There was also an increased amount of 

pRFs and better coverage in the lower vs. upper field (although the difference in pRF 

number was not significant in pFus). These patterns tie in with the behavioural 

anisotropies found for faces in Chapter 2, suggesting that variations in face perception 

arise because face-selective cortex samples some regions of the visual field with a 

greater number of neurons than others. These sampling variations also align with those 

found in V1-V3, highlighting commonalities in retinotopic properties between early 

visual cortex and higher-level, face-selective parts of the brain.  

The findings described above provide clues about how receptive field number 

and size contribute to visual field coverage within low- and high-level brain areas. The 

horizontal-vertical and upper-lower anisotropies in pRF number were magnified within 

the face-selective regions relative to early visual cortex, suggesting that variations in 

receptive field number across the visual field become exaggerated further up in the 

visual hierarchy. Interestingly, however, the anisotropies in visual field coverage were 

less pronounced in the face-selective areas than in V1-V3. This indicates that while 

differences in pRF number and their size affected overall coverage in V1-V3, coverage 

in the face-selective regions was predominantly driven by the amount of pRFs in each 

location. Consequently, this further implicates receptive field number as being 



 115 

especially important for accurate face perception, suggesting that this factor drives 

overall coverage within face-selective cortex. 

In the face-selective brain regions the horizontal-vertical differences were more 

pronounced than the upper-lower differences, particularly for pRF number. This could 

be related to the total amount of pRFs, as more were found along the horizontal than 

the vertical meridian (which comprised the upper and lower locations) overall. This 

variation is, however, consistent with studies showing that the behavioural upper-lower 

difference is smaller in magnitude and harder to measure in low-level vision (Barbot et 

al., 2021; Kurzawski et al., 2021). It also aligns with the results from Chapter 2, where 

a clear horizonal-vertical anisotropy was found across all three gender acuity 

experiments, but a greater number of trials was needed to reliably measure the upper-

lower difference. Importantly, although the upper-lower anisotropy was smaller it is 

consistent with a general lower field bias within the visual system (Fortenbaugh et al., 

2015; Greenwood et al., 2017; Rubin et al., 1996; Schmidtmann et al., 2015), showing 

that common hallmarks of spatial vision emerge even within specialised face 

processing systems.  

An exaggerated foveal bias was found in the face-selective regions compared 

to V1-V3, with the majority of pRF centres located within 5° from fixation, similar to 

previous findings (Finzi et al., 2021; Gomez et al., 2018; Poltoratski et al., 2021). As 

pRF number drives coverage estimates, coverage was also higher in the fovea in face-

selective areas relative to V1-V3, and reduced more sharply in the periphery. 

Interestingly, when considering variations in pRF number, this central bias appeared 

to be even more pronounced in certain parts of the visual field. While pRFs were 

located in the central and peripheral visual field along the horizontal meridian, they 

were generally limited to central eccentricities along the vertical meridian. Within the 

vertical meridian, the upper field was particularly constricted, with almost no pRFs 

positioned in the periphery. As such, pRF size was unable to be estimated beyond the 

central few degrees in the upper field in face-selective regions. This highlights a distinct 

departure from early visual cortex, where pRFs were positioned across all 

eccentricities along both meridians.  
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Despite sharp reductions in pRF number in the periphery, face-selective areas 

showed coverage of the visual field up until around 15° eccentricity (similar to V1-V3), 

even along the upper vertical meridian. This clearly emphasises a role for large 

receptive fields that extend into peripheral vision, allowing us to recognise faces in 

peripheral vision (Kalpadakis-Smith et al., 2018; Kovacs et al., 2017; McKone, 2004; 

Roux-Sibilon et al., 2023) despite reduced pRF numbers. While large receptive fields 

may not be strongly linked to acuity, these results suggest that they are necessary for 

providing coverage in the periphery, given that a large proportion of receptive fields 

are positioned near the fovea. Large receptive fields do not appear to be enough to 

fully overcome the drop in pRF number, however, as gender acuity was worst (Chapter 

2) in the upper field, which had the fewest pRFs. 

The previous chapter suggested that variations in face perception could result 

from the passive pooling of information from earlier visual areas, with differing acuity 

for faces arising from differences in low-level input. Alternatively, anisotropies in face 

perception could be driven by an active process, where face-selective parts of the brain 

differentially sample visual field locations in the same way as earlier regions. These 

neuroimaging findings support the latter view, with the spatial selectivity of earlier brain 

areas inherited by face processing neurons, which themselves sample the visual field 

in a similarly biased manner. The horizontal-vertical and upper-lower differences in 

retinotopy (pRF number and coverage) were similar for upright and inverted faces, 

showing that spatial selectivity within face-selective cortex is similar regardless of the 

featural aspects of faces. This aligns with the results in Chapter 2, where the 

behavioural anisotropies were comparable in magnitude for upright and inverted faces 

(i.e. where performance was worse overall for inverted faces, but the differences in 

performance across the visual field followed a similar pattern for upright and inverted 

faces). Face-selective areas may apply the spatial properties they inherit universally, 

even though they process faces differently according to their featural content. While 

this would reflect an active process, it is also possible that similar spatial variations for 

upright and inverted faces occur more passively, with enhanced input from lower brain 

areas within certain visual field regions requiring increases in sampling (Riesenhuber 

& Poggio, 1999). Either way, while face-selective brain regions exhibit featural 

selectivity that is specific to faces, their spatial selectivity appears to be inherited from 
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other brain areas and not face-specific. This suggests that while the visual system 

employs specialised mechanisms for perceiving faces depending on their featural 

aspects, faces may not be special in terms of the way that they are processed spatially. 

A clear behavioural face inversion effect was found, where participants were 

better at recognising the gender of upright compared to inverted faces. In line with 

previous suggestions (Le Grand et al., 2001; Rossion, 2008), this may reflect an added 

benefit of configural processing for upright faces, indicating that face-specific 

mechanisms were engaged during the pRF mapping task. Could this featural 

selectivity (upright faces processed better than inverted) be explained by the spatial 

properties (i.e. variations in pRF size) of neurons in face-selective cortex, despite 

spatial selectivity following similar patterns for upright and inverted faces? Although 

there were larger pRFs for inverted vs. upright faces in OFA, pRF size did not 

significantly differ in the FFA (pFus and mFus). Like with the location variations 

discussed above, this suggests that variations in pRF size are insufficient to explain 

featural as well as spatial selectivity. 

Could featural selectivity be explained by the other neural properties measured? 

In mFus, there were more pRFs found for upright vs. inverted faces in the periphery, 

suggesting that an increased number of face-selective neurons sample the peripheral 

visual field when faces are upright. mFus also showed increased coverage in the fovea 

for upright faces, suggesting that there may be changes in responsiveness across the 

visual field depending on face orientation. However, these differences were smaller 

than expected – with no main effects of inversion in any of the face-selective regions 

– given the clear behavioural face inversion effect, and given that in Chapter 2, the 

variations in gender acuity according to inversion were of a similar magnitude to the 

variations across location. These smaller-than-expected neural inversion effects 

occurred despite there being considerably more data in the inversion compared to the 

location analyses6 (where effects of location emerged clearly). Altogether, the current 

findings suggest that configural processing – which relies on featural selectivity – 

 
6 The inversion comparisons included data across the whole visual field, rather than being split 

by location. 
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cannot be fully explained by the receptive field properties of face-selective regions, as 

previously argued (Poltoratski et al., 2021; Witthoft et al., 2016).  

Why, then, could there have been smaller pRFs for inverted vs. upright faces 

previously found in the FFA (Poltoratski et al., 2021)? This could be related to signal-

to-noise variations, as the inverted faces in Poltoratski et al.’s (2021) study elicited 

weaker beta amplitudes (a measure of BOLD signal) than upright faces in the face-

selective areas. Reduced beta amplitudes are typically associated with poorer 

goodness-of-fit (R2) values (Figure A.4; Anderson et al., 2017; Schwarzkopf et al., 

2014). This would affect the accuracy of size estimates, and indeed lower R2 has been 

linked specifically to smaller pRF sizes (Alvarez et al., 2015). Similarly, Hughes et al. 

(2019) found that reductions in pRF size within parts of the brain that process motion 

could be attributed to lower stimulus visibility, with fewer voxels included in analyses 

due to their reduced responsivity. The results from the present experiment, which 

found evidence of configural face processing and observed similar beta amplitudes for 

upright and inverted faces in mFus (Figure A.4A), instead suggest that pRF size is not 

reliably modulated by face inversion. 

Finding similar beta amplitudes for upright and inverted faces in mFus is 

perhaps unusual considering that other studies typically report weaker responses for 

inverted faces in the FFA (Goffaux et al., 2016; Kanwisher et al., 1998; Poltoratski et 

al., 2021; Yovel & Kanwisher, 2005). This could be linked to repetition suppression, 

with the repetition of face stimuli leading to reduced responses in the FFA (Dricot et 

al., 2008; Henson, 2016). These repetition effects have been linked to the high-level 

qualities (e.g. abstract identity) of faces, rather than their low-level characteristics or 

retinal position (Henson, 2016; Kovacs et al., 2012; Natu et al., 2016), and have been 

observed for upright but not inverted faces (Yovel & Kanwisher, 2005). This is 

presumably because upright faces are processed and perceived better – as was 

demonstrated in the current study, by the behavioural face inversion effect – making 

them more susceptible to effects of repetition. Increased repetition suppression for the 

upright faces could have resulted in their usually stronger neural responses being 

reduced to similar levels to the inverted faces.  
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The smaller-than-expected differences in coverage found in the present study 

highlight another distinction to previous research, where larger differences in coverage 

were found between upright and inverted faces in the FFA (Poltoratski et al., 2021). 

This could of course have been driven by the smaller pRFs found for inverted faces. It 

could also be related to the way that coverage was computed. When calculating 

coverage I included the exponent (the spatial summation parameter from the pRF 

model) to account for the Gaussian profile of receptive fields, as a better estimate of 

responsivity across the visual field (outlined in section 3.2.13). The addition of this extra 

parameter increased the need to apply some normalisation, especially as there were 

slightly lower exponents for inverted vs. upright faces (Figure A.2). The upright and 

inverted maps were normalised separately, meaning that the resulting estimates of 

coverage represented relative changes in responsiveness across the visual field. 

Coverage did not significantly differ between upright and inverted faces within the FFA 

when maps were jointly normalised, indicating that the absolute values were similar 

(Figure A.6). However, it is possible that a binary approach that does not account for 

the Gaussian shape of the receptive fields (Poltoratski et al., 2021) would have yielded 

larger differences in (absolute) coverage. 

To summarise, these results show that face-selective parts of the brain sample 

locations across the visual field in a way that resembles early visual cortex, with a 

greater number of pRFs and better visual field coverage along the horizontal vs. 

vertical meridian and in the lower vs. upper field. These patterns explain the systematic 

behavioural variation found for face perception (Chapter 2), and reveal similar 

retinotopic properties between earlier visual areas and face-selective brain regions. 

pRF size was not reliably linked to acuity in face-selective regions, although large 

receptive fields may be necessary to support face perception in peripheral vision, given 

the magnified foveal bias compared to V1-V3. While there was some evidence that 

retinotopic measurements differed according to the featural content of faces more 

generally (e.g. increased foveal coverage for upright faces in mFus), the location 

variations were similar regardless of whether faces were upright or inverted, 

demonstrating that spatial selectivity within face-selective brain regions was not 

dependent on featural content. Together, these findings show that variations in face 

perception arise due to the way that face-selective parts of the brain differentially 
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sample the visual field, and uncover shared spatial selectivity between early visual 

cortex and specialised face-processing regions.
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Chapter 4   
Localising face-selective parts of the brain 

4.1 Introduction 

So far, I have demonstrated that face perception varies systematically across 

the visual field, with similar anisotropies to low-level vision. In the previous chapter, 

population receptive field (pRF) mapping (Dumoulin & Wandell, 2008) was used to 

show that these behavioural variations can be explained by the retinotopic profile of 

face-selective parts of the brain. Could the way that these face-selective regions were 

initially identified have altered the measurement of their retinotopic properties? To 

assess whether this was the case, I examined the process of localising and delineating 

face-selective brain areas, along with how variations in localisation approach affected 

retinotopic analyses. In this chapter, I will first discuss how regions of the brain that 

selectively respond to faces are typically identified. Then, I will describe how the 

methods involved could influence the measurement of retinotopic properties within 

these brain areas. Finally, a novel functional localiser will be introduced, which was 

designed to assess whether the delineation of face-selective brain regions depends on 

the spatial properties of the stimuli used for localisation. 

In humans, cortical regions which selectively respond to faces rather than other 

objects were originally found by researchers wishing to map functional organisation 

within the brain. Using functional magnetic resonance imaging (fMRI), a region on the 

ventral surface of the right hemisphere – the fusiform face area (FFA) – was 

consistently found to respond more strongly to faces rather than other objects 

(Kanwisher et al., 1997; McCarthy et al., 1997). Using a similar approach, other studies 

quickly found that other parts of the brain could be selectively activated by presenting 

certain classes of stimuli, leading to the identification of body-selective and place-

selective parts of cortex, for example (Downing et al., 2001; Epstein & Kanwisher, 

1998). As these category-selective regions were located in similar anatomical locations 

across participants and could be reliably activated over time, this provided support for 
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the argument that the brain is organised into distinct modules that are specialised for 

certain types of processing (Fodor, 1983; Kanwisher, 2000). 

A similar method of functional localisation is now commonly used to isolate face-

selective brain areas, before exploring their properties. This typically involves separate 

fMRI analyses, where images of faces and other objects (e.g. houses), are presented 

in separate conditions (Poldrack, 2007; Saxe et al., 2006). Regions with high selectivity 

to faces are identified by contrasting the blood oxygen dependent (BOLD) responses 

to faces with BOLD responses to other (non-face) categories within each voxel of the 

brain and selecting voxels above a certain statistical threshold. This approach is useful 

as it provides greater statistical power compared to whole-brain analyses, by reducing 

the problem of multiple comparisons (Saxe et al., 2006). It also ensures that 

independent data are used to define and then analyse brain regions, to avoid spurious 

results which might otherwise arise from using the same data set for both, known as 

“double-dipping” (Kriegeskorte et al., 2009; Vul et al., 2009). Other analyses can then 

be applied to these regions to investigate their properties, such as pRF modelling.  

The use of separate localisation analyses relies on the assumption that the 

localiser identifies fixed functional modules of the brain, which remain largely 

unchanged in location across both the localiser task and other tasks aiming to measure 

the modules’ properties of interest (e.g. retinotopy; Duncan et al., 2009; Friston et al., 

2006). Yet, research shows that functionally defined regions can depend considerably 

on the localisation technique employed, such as the specific comparisons involved. 

For example, contrasting faces against houses led to stronger face-specific activation 

in the fusiform gyrus than contrasting faces with scrambled images (Berman et al., 

2010). Similarly, researchers have shown that both the pattern and strength of face-

specific activation in ventral temporal cortex depends on the number of categories that 

faces are contrasted with, again highlighting an effect of localisation methods on 

eventual delineation (Schwarz et al., 2019; Weiner & Grill-Spector, 2010). The 

statistical threshold used to define which voxels should be included also affects 

delineation; while a higher cut-off may identify face-selective regions with greater face-

only activations, stringent thresholds can mean that category-selective regions are less 

reliably found (Duncan et al., 2009; Duncan & Devlin, 2011). Due to these 
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dependencies on the exact contrasts and statistical thresholds used, functional 

localisers may isolate brain regions which differ from those activated when the 

properties of interest are separately investigated.  

The activation of category-selective brain areas clearly depends on the 

categories of object presented, and the statistical comparisons between them. But how 

much does localisation depend on the properties of the stimuli themselves (within each 

class of object)? This could be a particular issue for retinotopic mapping, which aims 

to measure the spatial properties of brain regions which have been localised using 

stimuli with their own spatial properties. Indeed, research shows that word-selective 

parts of ventral occipitotemporal cortex were larger in size when they were localised 

using large as opposed to small images (Le et al., 2017). Later pRF analyses of these 

word-selective areas showed that there was increased coverage of the peripheral 

visual field within the regions that had been isolated using the large localiser. Along 

similar lines, could the spatial properties of localiser stimuli affect the retinotopy 

measured within face-selective areas? 

Throughout the visual system, the fovea is better represented – with increased 

neuronal density – than the periphery (Cowey & Rolls, 1974). Retinotopic mapping 

studies typically report an even more exaggerated representation of the central visual 

field in face-selective brain regions compared to V1-V3, with the majority of receptive 

fields in the FFA located less than 5° from fixation (Finzi et al., 2021; Gomez et al., 

2018; Kay et al., 2015; Poltoratski et al., 2021). The extent of the central bias appears 

to increase from posterior to anterior areas within ventral face-selective cortex, with a 

greater foveal bias in the fusiform face area (FFA) than the occipital face area (Kay et 

al., 2015). Receptive fields are much larger in face-selective cortex than earlier visual 

areas, at several degrees of visual angle even at the centre of vision (Kay et al., 2015; 

Poltoratski et al., 2021). Despite these large receptive fields, these studies suggest 

that due to the foveal bias being so magnified, face-selective areas have an 

impoverished representation of the periphery (Finzi et al., 2021; Gomez et al., 2018; 

Kay et al., 2015; Poltoratski et al., 2021). 

However, behavioural findings – including the three experiments in Chapter 2 – 

show that we can still accurately recognise faces that appear in peripheral vision 
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(McKone, 2004). Face inversion effects have also been observed in the periphery, 

suggesting that configural processing mechanisms are not just confined to the central 

visual field but occur in peripheral vision as well (Kalpadakis-Smith et al., 2018; Kovacs 

et al., 2017; Roux-Sibilon et al., 2023). This highlights a puzzling distinction – while 

existing retinotopic mapping studies suggest that face-selective parts of the brain have 

limited coverage in the periphery, behavioural research has shown that aspects of face 

processing thought to rely on face-selective mechanisms can be performed well in 

peripheral vision. Could this dissociation be linked to how face-selective parts of the 

brain were initially identified?  

While retinotopic mapping studies present stimuli across the visual field, 

functional localisers typically show relatively small images at the centre of vision 

(Goffaux et al., 2016; Kanwisher et al., 1997; Stigliani, 2015; Weiner & Grill-Spector, 

2010). One such localiser (Stigliani, 2015) is widely used in the literature to identify 

parts of the brain with selectivity for faces (Finzi et al., 2021; Gomez et al., 2018; 

Henderson et al., 2023; Kay et al., 2015; Natu et al., 2016; Poltoratski et al., 2021; 

Weiner & Grill-Spector, 2010; Witthoft et al., 2016). In this localiser (Stigliani, 2015), 

images were presented in five categories, each with two conditions (Figure 4.1): faces 

(adult, child), bodies (headless bodies, limbs), objects (cars, guitars), characters 

(pseudowords, numbers) and places (corridors, houses). Images varied slightly in their 

viewpoint, size and retinal position; one image could cover more of the lower left visual 

Figure 4.1. Example stimuli from each of the categories in the functional localiser “fLoc”, described by 
Stigliani et al. (2015). 
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field and the next one more of the upper right, for instance. Importantly, however, 

images were always centred on the fovea. Stimuli were overlaid on phase-scrambled 

backgrounds which subtended the central 10.5° of the visual field (5.25° eccentricity). 

Notably, the stimuli themselves did not fill the whole extent of the image, with a 

considerable proportion of the scrambled background remaining visible across all 

image categories.  

Presenting faces only foveally may preferentially activate receptive fields 

covering central vision, resulting in the delineation of face-selective regions which have 

a biased representation of the visual field. This may affect later analyses of retinotopy 

within these regions, by increasing the likelihood that pRFs will be centred near the 

fovea (Finzi et al., 2021; Gomez et al., 2018; Kay et al., 2015; Poltoratski et al., 2021). 

The importance of stimulus properties is illustrated by a pRF mapping study which 

used bars revealing different types of face stimuli (Sayres et al., 2010). Three ventral 

face-selective regions were originally localised by presenting stimuli foveally and at a 

considerably smaller eccentricity than the pRF experiment (Weiner & Grill-Spector, 

2010), which could have biased them towards a central representation. Crucially, the 

position of pRFs in all three face-selective brain regions became more peripheral when 

bars (of the same size) revealed underlying images that contained large, single faces 

compared to multiple smaller faces (Sayres et al., 2010). In other words, altering the 

spatial properties – through changes in face size, quantity and positioning – of face 

stimuli shown during retinotopic mapping affected the position of pRFs, reducing the 

foveal bias. The spatial properties of localiser stimuli might therefore have a similar 

impact on pRF analyses. 

Given the above issues, a functional localiser was developed which would 

examine whether altering the spatial properties – by using single and tiled 

configurations – of the stimuli involved would affect the delineation of face-selective 

brain regions. Ultimately, the goal was to define face-selective regions that represent 

both the central and peripheral visual field for later retinotopic analyses (described in 

Chapter 3). As such, stimulus images were displayed using a larger field of view (43.3° 

diameter, or 21.65° eccentricity) than previous studies, so that the images extended 

further into peripheral vision. Some of the images consisted of single, large, foveal 
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faces. Because it was not clear whether simply enlarging the single, foveal faces would 

sufficiently engage peripheral face processing (and because the single faces did not 

fill the stimulus background as much as desired when enlarged), smaller faces were 

also tiled across the visual field, so that faces were also centred in the periphery. As 

Chapter 2 indicated that the location of face features within the visual field affects face 

processing – with the position of the eyes linked to variations in gender acuity – 

including faces centred in the periphery was expected to drive peripheral face 

processing more optimally. To assess whether a combination of single and tiled faces 

would be beneficial, face-selective areas were also delineated using both stimuli 

configurations.  

With this novel localiser, I expected to define three areas within the ventral face 

processing stream, as identified in other studies (Grill-Spector et al., 2017). Because 

the same inherently face-selective modules should be identified, the peak of the face-

specific activation on the cortical surface was not expected to shift in location between 

single, tiled and combination configurations (Grill-Spector et al., 2017; Kanwisher et 

al., 1997; Silson et al., 2016). However, I hypothesised that compared to single (foveal 

only) faces, tiled (foveal and peripheral) faces would stimulate more of the peripheral 

visual field, resulting in larger face-selective areas. If the tiled faces activate additional 

peripheral neurons along with the same populations of neurons as the single faces, 

the face-selective areas identified for the tiled and combination localiser should be 

similar in size. Alternatively, if the single and tiled faces drive different populations of 

neurons there should be larger regions delineated for the combination version, 

compared to either the single or tiled stimuli alone. 

In the previous chapter, pRF mapping was used to investigate how face-

selective parts of the brain sample the visual field. I expected that the retinotopic 

properties measured during this experiment would differ depending on the localiser 

stimuli that had been used to identify the face-selective regions. Specifically, I 

hypothesised that there would be a greater number of pRFs and better visual field 

coverage in the periphery when face-selective regions were delineated using localiser 

stimuli that included peripheral (tiled and combination) vs. only foveal (single) faces. If 

different populations of neurons are activated by the localisers, there could also be 
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differences in pRF size subsequently measured from the regions, such as larger pRFs 

found for the single (large) faces, and smaller pRFs for the tiled (smaller) faces (Sayres 

et al., 2010). Otherwise, if the same populations of neurons are activated, pRF size 

should be unaffected by the localiser as it changes dynamically (Alvarez et al., 2015; 

Hughes et al., 2019; Kay et al., 2015) and should therefore depend on the retinotopic 

mapping stimuli in the previous chapter. Any differences uncovered during these 

analyses would confirm that the retinotopic properties of face processing brain regions 

are influenced by localisation methods.  

Additionally, the relationship between face selectivity and variance explained 

(R2) of the pRF model was examined. R2 is not a direct measure of retinotopic 

sensitivity but instead quantifies how well a spatially localised pRF model (such as the 

one described in section 3.2.8) can explain the observed BOLD responses. It is also 

affected by factors such as BOLD response amplitude, with higher amplitudes (which 

would be expected from vertices that respond strongly to faces) associated with 

greater R2. However, as the pRF model is able to explain the most variance when the 

observed responses are spatially localised, higher R2 values are generally associated 

with greater retinotopic sensitivity. Previous research suggests that there may be a 

negative relationship, with spatial sensitivity (R2) decreasing as face-selectivity (T) 

increases (Silson et al., 2022). In contrast, a positive relationship would indicate that 

as face-selective increases, sensitivity to visual field location also increases. There 

could also be no relationship, suggesting that category selectivity is not linked to 

retinotopic sensitivity, but that the two principles are encoded independently (Kravitz 

et al., 2010). 

4.2 Method 

4.2.1  Participants 

The same ten participants who participated in the retinotopic mapping 

experiment in Chapter 3 also took part here (six female, four male, Mage = 29.1 years, 

all Caucasian and with normal or corrected-to-normal vision). All ten participants took 

part in the functional localiser and pRF mapping experiment within one scanning 

session, while two also took part in an additional scanning session involving the 
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commonly used ‘fLoc’ localiser (Stigliani, 2015). The experiment was approved by the 

Research Ethics Committee for Experimental Psychology at University College 

London and all participants gave written informed consent before testing began. 

4.2.2  Stimuli 

Stimuli were programmed using MATLAB (MathWorks, Inc) and PsychToolbox 

(Brainard, 1997; Kleiner et al., 2007; Pelli & Vision, 1997) and displayed on a back-

projection screen in the bore of the magnet using an EPSON EB-L1100U projector that 

had a maximum luminance of 502 cd/m2. The screen size was 27 cm x 27 cm with a 

resolution of 1920 x 1200 pixels, and stimuli were displayed at 1200 x 1200 pixels. The 

monitor had a refresh rate of 60 Hz. Participants viewed the screen through a mirror 

attached to the head coil at a viewing distance of 34 cm, giving a maximum field of 

view of 43.3° (21.65° eccentricity). 

To create my new functional localiser, I adapted code available from the fLoc 

functional localiser package (Stigliani, 2015). Localiser images were supplied by 

researchers at UCLouvain (Schuurmans et al., 2023), which were a subset of the 

images in Stigliani et al. (2015) and were unedited apart from having had their 

backgrounds removed. Images were greyscale and consisted of faces of various 

viewpoints, isolated hands in different positions, and stringed instruments (20 of each). 

This number of object categories was judged as sufficient to identify face-selective 

areas (Berman et al., 2010; Kanwisher et al., 1997), while allowing for additional 

manipulations of image configuration – single vs. tiled – within the time available, and 

so that the length remained similar to existing localisers (Peelen & Downing, 2005; 

Stigliani, 2015). Images were resized to 1200 x 1200 pixels in Adobe Photoshop CS6. 

If needed, the object within each image was made bigger so that it filled most of the 

total image dimensions, and so that the space filled was as uniform as possible across 

the different objects. Contrast normalisation was applied so that the images had a root 

mean square (RMS) contrast of 0.15 for faces, and 0.1 for hands and instruments. 20 

tiled images for each object category were then created by randomly selecting nine 

images from the same category and combining them in a three-by-three grid. The 

same image could not appear twice within a tiled image. This resulted in three object 
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categories and two tiling conditions: single faces, tiled faces, single hands, tiled hands, 

single instruments and tiled instruments (Figure 4.2A).  

Each image then underwent a fast Fourier transform (FFT) and was iteratively 

phase-scrambled, which consisted of scrambling the face (or hand/instrument) image, 

pasting the face back onto this scrambled image, scrambling again, and repeating this 

process 500 times (Petras et al., 2019). This ensured that image backgrounds had 

Figure 4.2. A. Example stimuli from each of the six conditions in the new functional localiser. B. 
Experimental procedure. A red fixation dot appeared at the centre of the screen. Each block lasted 
ten seconds. Experimental blocks contained 20 stimuli per block, each lasting 500 ms. Scrambled 
images were inserted randomly in half of the experimental (not baseline) blocks. The localiser began 
with a baseline block, then 49 blocks were shown (seven for each of the six stimulus conditions, plus 
seven baseline) in a randomised order, followed by another baseline block to end. This comprised 
one localiser run, lasting eight minutes and 35 seconds in total. Image contrast has been increased 
slightly in this figure, to improve visibility.  
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similar spectral properties as the objects themselves and so would not drive visual 

responses differently, which would reduce the contrasted activation to each category 

of object (e.g. if faces appeared on backgrounds that had similar spectral properties to 

instruments, there would be less face-specific activation found with a face > instrument 

contrast than if the backgrounds contained similar spectral content to faces). In 

addition to the object images the final scrambled images (with no object superimposed 

on top) were saved, from which 20 were selected randomly – but with an equal 

distribution across object categories – as scrambled images to be used in the task. 

The projector was calibrated and these values used to gamma correct the images, so 

that their mean luminance was 251 cd/m2. 

Images from each of the six conditions were shown in separate blocks, along 

with baseline (blank) blocks (Figure 4.2B). Blocks lasted ten seconds each, which 

contained 20 stimuli each displayed for 500 ms. In each run there were 51 blocks 

(seven blocks for each of the six conditions plus baseline, plus an extra baseline block 

at both the start and the end of the run), lasting eight minutes and 35 seconds. Each 

participant completed two runs.  

To ensure attention, participants were instructed to maintain fixation on a red 

dot in the centre of the screen and press a button in response to a scrambled image, 

which randomly appeared in half of the experimental (not baseline) blocks. Responses 

were recorded via a button box. Participants did not receive feedback, however 

performance was monitored throughout the experiment to ensure that the task was 

being performed properly. Behavioural responses were otherwise not analysed.  

4.2.3 ‘fLoc’ functional localiser 

To evaluate the effectiveness of the new localiser, two of the ten participants 

were also shown the commonly used ‘fLoc’ (Stigliani, 2015). As shown in Figure 4.1, 

there were five object categories, each with two subtypes: faces (adult and child), 

bodies (limbs and headless bodies), objects (cars and instruments), places (houses 

and indoor corridors), and characters (numbers and pseudowords). Images from each 

category were shown in separate blocks, interspersed by baseline (blank) blocks 

(Figure 4.3). Stimuli were split into two sets, with one set comprising adult faces, 
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headless bodies, pseudowords, cars and houses and the other set containing child 

faces, limbs, numbers, corridors and instruments. There were six blocks for each of 

the five categories in the stimulus set and the baseline, with one extra baseline block 

at the start and end, making for 38 blocks per run. Blocks lasted six seconds, 

containing twelve stimuli each presented for 500 ms. Apart from the baseline blocks at 

the start and end, the order of the blocks was randomised during each run. Each run 

lasted three minutes and 57 seconds. 

Typically, previous studies have presented localiser images at a maximum 

eccentricity of around 5-7° (Silson et al., 2022; Stigliani, 2015; Weiner & Grill-Spector, 

2010; Witthoft et al., 2016), although this can be hard to determine as the size of 

localiser stimuli is often not explicitly reported. To also test whether the overall size of 

localiser stimuli affects the properties of brain regions identified, the fLoc was displayed 

at both a small (5.44° eccentricity) and large (21.65° eccentricity) presentation size. 

Figure 4.3. Experimental procedure of the ‘fLoc’ functional localiser (Stigliani et al., 2015). A red 
fixation dot appeared at the centre of the screen. Each block lasted six seconds. Experimental 
blocks contained 12 stimuli, each lasting 500 ms. Scrambled images were inserted randomly in half 
of the experimental (not baseline) blocks. The fLoc began with a baseline block, then 36 blocks 
were shown (six for each of the five stimulus conditions, plus six baseline) in a randomised order, 
followed by another baseline block to end. This comprised one localiser run, lasting three minutes 
and 57 seconds in total. 
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Participants completed four runs (two of each stimuli set) of the small version and four 

runs of the large version (a total of 15 minutes and 48 seconds for each size).  

As with the new localiser, participants were instructed to maintain fixation on a 

red dot in the centre of the screen and press a button in response to a scrambled 

image, which randomly replaced one of the images in half of the experimental (not 

baseline) blocks. Responses were recorded via a button box. Participants did not 

receive feedback, however key presses were monitored throughout the experiment to 

ensure participants were performing the task properly. Behavioural responses were 

otherwise not analysed.  

4.2.4 MRI data acquisition  

Functional and anatomical scans were obtained using a Siemens Prisma 3T 

MRI scanner (Siemens, Erlangen, Germany). A 64-channel head coil was used, with 

cushions placed around participants’ heads to minimise movement. A T1-weighted 

anatomical magnetisation-prepared rapid acquisition with gradient echo (MPRAGE) 

image was acquired (TR = 2300 ms and TE = 2.98 ms, voxel size = 1 mm isotropic 

voxels). For the functional scans only the back of the head coil was used, leaving 42 

channels. Functional T2-weighted multiband 2D echoplanar images were acquired 

(repetition time (TR) = 1000 ms, TE = 35.20 ms, voxel size = 2 mm isotropic voxels, 

48 slices, flip angle = 60°, acceleration factor = 4). Each functional scan contained 510 

volumes. A short 30 second localiser was carried out before the functional scans and 

again before the anatomical scan, after the front head coil was fitted. Fixation was 

monitored live by the experimenter using an Eyelink 1000, although eye tracking data 

were not recorded. In all participants apart from author AYM, functional localiser runs 

were carried out after the pRF runs as I reasoned that although important for both 

paradigms, keeping precise fixation was particularly crucial for the pRF mapping.  

4.2.5 MRI data preprocessing 

For each participant, the T1 anatomical scan was automatically segmented and 

used to generate a 3D representation of the cortical surface using Freesurfer (Dale et 

al., 1999; Fischl, 2012; Fischl et al., 1999). Functional images were B0 distortion 

corrected and motion corrected using AFNI software (Cox, 1996; Cox & Hyde, 1997). 
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An alignment volume was created by finding the volume which had the least voxel 

outliers (relative to the trend of the time series) across all runs, which all functional 

volumes were then aligned to. Using Freesurfer (Fischl, 2012) the alignment volume 

was coregistered to the structural image, and surface projection was performed.  

4.2.6 Region of interest (ROI) definition 

To estimate blood oxygen level dependent (BOLD) responses to the different 

stimulus categories within each voxel, we ran a general linear model (GLM) for each 

participant using SPM12 software (Ashburner & Friston, 2014). I collapsed across 

object and tiling conditions and entered each into a design matrix. As such, there were 

six stimulus conditions entered: single faces, tiled faces, single hands, tiled hands, 

single instruments, tiled instruments. The scrambled images (used as targets to 

monitor attention during the object category blocks) were modelled as a regressor of 

non-interest, alongside the six stimulus conditions. This avoided the scrambled images 

being included as part of an object category. Motion regression was accounted for by 

using the output from the motion correction step carried out during preprocessing, with 

one regressor added for each of the six directions of movement (roll, pitch and yaw 

around both x and y axis). The predicted fMRI time series was then modelled according 

to the onset times of each stimulus, convolved with a canonical haemodynamic 

response function (HRF), and compared to the observed time series. Scans were 

concatenated and correction applied after the model estimation to account for the 

concatenation of different runs (for example, because the convolution of the HRF 

between the start and end of each scan would not be continuous between separate 

scans). This resulted in one GLM (per participant) which contrasts were then applied 

to.  

Three types of statistical contrast were carried out to compare BOLD responses 

between the different face stimuli. The main contrast involved both image 

configurations combined, with single and tiled faces contrasted against other single 

and tiled objects (single faces, tiled faces > single hands, tiled hands, single 

instruments, tiled instruments). As I wished to assess whether using peripheral (tiled) 

or only foveal (single) faces during localisation would affect delineation, I ran two 

additional contrasts. The first consisted of single faces against other single objects 
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(single faces > single hands, single instruments), and the second involved tiled faces 

against other tiled objects (tiled faces > tiled hands, tiled instruments). I avoided 

intermixing the tiling conditions in these two contrasts so that the responses to the 

foveal and peripheral stimuli could be independently examined, without any influence 

of the other configuration. This resulted in single, tiled and combination contrasts for 

each participant. 

Unthresholded statistical maps were generated in SPM, which consisted of a T 

statistic for each voxel which represented the difference in BOLD response between 

the contrasted stimuli (e.g. single and tiled faces > single and tiled hands and 

instruments). Separate maps were computed for each contrast. These maps were 

smoothed using a goodness-of-fit threshold of 0.1 and a smoothing kernel of 3 mm full 

width half maximum (FWHM), and surface projected using Freesurfer (Fischl, 2012). 

The contrast maps were used during delineation as a visual aid and to reveal the MNI 

coordinates of activated regions, which were converted to Talairach coordinates 

(Lacadie et al., 2008). There is no good consensus about which T (or sometimes p) 

value threshold should be used, with considerable variation across studies. I chose a 

threshold of t ³ 2 for delineating the ROIs, as more liberal thresholds have previously 

yielded more consistent regions (Duncan et al., 2009), and this threshold increased 

the number of vertices included in the pRF analyses in Chapter 3. All contrast maps 

were therefore thresholded at the t ³ 2 level, exported from SPM as NIFTI images, and 

surface projected using the SamSrf 9.4 MATLAB toolbox (Schwarzkopf, 2022), so that 

they could be viewed retinotopically alongside the V1-V3 delineations.   

Delineations of face-selective ROIs were then carried out in SamSrf 9.4 

(Schwarzkopf, 2022), using the thresholded T maps for each contrast. First, large 

areas were manually drawn around clusters of activation, based upon the expected 

anatomical locations (Weiner & Grill-Spector, 2010) and Talairach coordinates of face-

selective areas (Kanwisher et al., 1997; Kung et al., 2007). The vertex with the peak T 

statistic within each large area was then automatically identified, with neighbouring 

vertices included in the resulting ROI if their T value exceeded the chosen threshold (t 

³ 2). This automatic process meant that the resulting ROIs consisted of a continuous 

set of vertices surrounding the peak voxel, within the large area that was originally 
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drawn. In nine participants I delineated three face-selective regions: the occipital face 

area (OFA), the posterior (pFus) and the medial fusiform face area (mFus). In the 

remaining participant, pFus could not be identified and was most likely absent (as has 

previously been shown to be the case in some individuals; Chen et al., 2022). For each 

of the face-selective regions in each participant, a single, tiled and combination version 

was delineated. This resulted in nine ROIs per participant (three versions of each of 

the three face-selective regions, apart from one participant who had six, as only OFA 

and mFus were delineated).  

4.2.7 Statistical analyses 

To analyse whether the size of the face-selective regions delineated was 

affected by the type of localiser stimuli, t-tests were run to compare whether the 

number of vertices (averaged across participant) in each ROI differed depending on 

whether they had been defined using single, tiled or combination stimuli. This resulted 

in nine t-tests. As these comparisons were planned a priori and stated specifically in 

my hypotheses, I did not apply Bonferroni correction.  

To determine whether the position of face-selective regions differed according 

to localiser stimuli, I extracted the vertex RAS (Right, Anterior, Superior) coordinates 

which represented the peak of the face-selective activation within each of the nine ROI 

labels (i.e. the most responsive vertex). These coordinates are individual specific, so 

it was not possible to average them across participant. Converting the coordinates to 

a standard brain template could have introduced mapping inaccuracies, so I chose to 

compare them using analyses of variance (ANOVAs), where the values could remain 

individual specific. As such I performed a four-way mixed effects ANOVA for each of 

the coordinate types, with localiser stimuli (single, tiled, combination), ROI (OFA, pFus, 

mFus) and hemisphere (left, right) as fixed factors and participant as a random factor, 

with either the Right, Anterior or Superior coordinates as the dependent variable.  

After examining the size and location of the face-selective ROIs, their retinotopic 

properties were analysed. As there were significant main effects and/or interactions of 

ROI in all analyses (Table B.1-B.3), they were run within each ROI separately. Linear 

mixed models were used to determine whether localiser stimuli could predict pRF size 
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within the ROIs. Separate mixed effects models were run for each ROI (OFA, pFus 

and mFus). The model included fixed factors of localiser (single, tiled, combination), 

eccentricity, and inversion (upright/inverted). pRF data were included across the whole 

visual field, i.e. were not filtered by location. Participant was specified as a random 

factor for the intercept as well as for each of the fixed factors, as the slope of the 

relationship between pRF size and localiser, eccentricity, and/or inversion could vary 

across individuals. Participants could therefore have different intercepts and slopes for 

each of the factors. 

Mixed effects ANOVAs were used to assess the effects of localiser, eccentricity, 

inversion and participant on pRF number and visual field coverage. Separate ANOVAs 

were run for each ROI (OFA, pFus and mFus). The within-subjects fixed factors were 

localiser, eccentricity and inversion (upright/inverted). In all of the ANOVAs, participant 

was entered as a between-subjects random factor to account for individual variation 

within the model, although the participant effects will not be reported as I was mainly 

interested in the group-level effects of the localiser stimuli. Following significant main 

effects, paired t-tests were performed to explore the localiser differences in more 

depth. 

Finally, linear mixed models were performed to assess whether the variance 

explained (R2) of the pRF model could predict face selectivity. As a measure of face-

selectivity, T-statistics were taken from the SPM maps generated during delineation of 

face-selective ROIs using the combination localiser (single and tiled faces > single and 

tiled hands and instruments). These T values represent the strength of face-selective 

activation within each vertex. As there was a significant effect of ROI (Table B.4), 

separate analyses were run within each region (OFA, pFus and mFus). The model 

included a fixed factor of R2. Participant was specified as a random factor for R2 and 

the intercept, to account for any individual variation in the slope of the relationship 

between face selectivity and R2. 

4.3 Results 

To ensure that the stimuli (4.2.2) and contrasts (4.2.6) used in the new localiser 

were sufficiently identifying face-selective regions, I compared the face-specific 
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activation obtained with the combination localiser (which included single and tiled 

faces, with a large presentation size) and the commonly used ‘fLoc’ (Stigliani, 2015), 

which two out of the ten participants also took part in. The fLoc was shown to both of 

these two participants at a small (as in Stigliani, 2015) and large (the same as the 

Figure 4.4. A. ROI size displayed as the mean number of vertices for the small fLoc, large fLoc, 
and the new localiser (which used a large presentation size and a combination of single and tiled 
face stimuli), across two participants. Dots represent individual data points. B. Face-selective 
regions OFA, pFus and mFus on the ventral surface of the right hemisphere in one participant, for 
the small fLoc, large fLoc, and the new localiser.  
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combination localiser) presentation size. As only two participants took part in the fLoc, 

statistical analyses were not performed on these data, but patterns will be described. 

Firstly, the general locations of the face-selective areas were very similar between the 

combination localiser and the fLoc, suggesting that the new approach was identifying 

the same face-selective modules (Figure 4.4B). Secondly, there was generally a 

greater number of vertices – meaning that face-selective ROIs were larger – for the 

large vs. small fLoc (Figure 4.4A). This suggests that simply displaying the localiser at 

a larger size can lead to face-specific activation found across a greater region of the 

cortical surface (Figure 4.4B), consistent with previous findings for word-selective brain 

regions (Le et al., 2017). Lastly, there were trends towards the combination localiser 

identifying larger face-selective regions than both the small and large fLoc, particularly 

within the FFA (pFus and mFus). This indicates that the novel stimuli (i.e. with objects 

located peripherally as well as foveally, and with a larger field of view than usual) were 

sufficient – if not better – at identifying face-selective activity within the ventral face 

processing stream. Therefore, I moved on to comparing the three different versions of 

the stimuli within the new localiser (single, tiled and combination). 

4.3.1 ROI size 

Firstly, I examined whether the size of the face-selective ROIs was affected by 

the different localiser stimuli, in terms of the total number of vertices they contained. 

As outlined in the introduction, I expected to define larger face-selective regions when 

localiser stimuli included faces that were also located peripherally (tiled and 

combination faces) as opposed to only foveally (single faces). OFA was the largest 

face-selective area overall, averaging 912.9 vertices (SD = 499.6). pFus and mFus 

were around half the size of OFA, and were similar in size to each other, averaging 

531.3 (SD = 285.0) and 467.0 (SD = 310.6) vertices respectively. Despite overall 

differences in size, the delineation of the three regions was similarly affected by the 

localiser stimuli (single faces, tiled faces or a combination of both). OFA, pFus and 

mFus all had the fewest vertices on average for single faces, then tiled faces, and the 

most when single and tiled faces were combined (Figure 4.5).  
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Paired t-tests revealed that the number of vertices did not significantly differ 

between single and tiled stimuli, for any of the three face-selective ROIs (Table 4.1). 

However, the combination stimuli resulted in a significantly higher number of vertices 

than either single or tiled faces alone. In other words, using both the single and tiled 

stimuli during localisation led to the delineation of significantly larger face-selective 

brain regions. This suggests that the single and tiled faces may have activated different 

vertices, with the combination stimuli resulting in significantly larger ROIs than either 

face type alone as both sets of vertices were sufficiently stimulated. 

Figure 4.5. Mean number of vertices in each of the face-selective regions, delineated using localiser 
stimuli consisting of single faces, tiled faces, or a combination of both. Dots indicate the mean 
number of vertices for each individual, and error bars show the SEM. Asterisks denote statistically 
significant differences (p < .05).  
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4.3.2 ROI locations 

After examining the size of the face-selective ROIs, their location on the cortical 

surface was assessed. As expected, Figure 4.6 shows that the location of the peak 

(i.e. most responsive) vertex of face-selective areas was similar regardless of the 

localiser stimuli. Three ANOVAs were run to analyse whether the RAS (right, anterior, 

superior) coordinates of the peak vertex varied between localiser stimuli (coordinates 

for each participant’s right hemisphere are listed in Table B.4). There was no main 

effect of stimulus type (single, tiled or combination faces) for either the right (F(2,36) = 

0.01, p = .995), anterior (F(2, 36) = 0.04, p = .958) or superior (F(2, 36) = 0.00, p = 

.996) coordinates, indicating that the peak of the face-selective activation did not 

change according to the localiser stimuli. Instead, Figure 4.6 shows that the localiser 

stimuli affected how the face-specific activation was spread out over the cortical 

surface. Specifically, the combination of both single and tiled faces resulted in a greater 

spread of activation over the cortical surface than either stimulus type alone. Upon 

visual inspection I noted that pFus and mFus tended to spread out more anteriorly and 

laterally, covering a greater region of the fusiform gyrus. 

Table 4.1. Results of t-tests comparing the number of vertices as a measure of ROI size in three 
ventral face-selective regions, which were delineated using either single, tiled or combination 
localiser stimuli. Bold font indicates statistical significance (p < .05). 
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4.3.3 Effects on pRF measurements 

The previous sections show that face-selective ROIs were larger when localiser 

stimuli contained faces that were located peripherally (the tiled and combination 

stimuli) as well as foveally. It was important to determine the properties of these 

additional vertices, and whether their inclusion or exclusion within face-selective ROIs 

affected the retinotopy measured within the regions. As such, I analysed how the 

retinotopic properties measured in Chapter 3 differed within ROIs delineated using 

single, tiled and combination localiser stimuli. Within each ROI version, I examined 

pRF size, number (the total amount of vertices remaining at each eccentricity after 

noise and artefact filtering; see 3.2.12) and visual field coverage (an estimate of how 

well each region of the visual field is sampled, given the number and size of pRFs in 

each area and their response profiles; see 3.2.13). Figure 4.7 displays these pRF data 

across eccentricity for upright faces. While the pRF experiment also involved inverted 

faces, patterns during the following analyses were similar regardless of inversion – 

with no statistical interactions between location and inversion (Table 4.3 and Table 4.4) 

– so for clarity, only upright face data are shown.  

Firstly, I assessed pRF size. The different localiser stimuli all resulted in ROIs 

that showed the typical increase in pRF size with eccentricity (Figure 4.7A). Linear 

mixed models did not find any significant effects of the localiser on pRF size within any 

of the face-selective regions, indicating that pRFs were similar in size regardless of the 

spatial properties of localiser stimuli (Table 4.2). 

Next, I looked at pRF number. Within all of the ROIs there was the expected 

decrease in pRFs across eccentricity, regardless of localiser stimuli (Figure 4.7B). In 

all three face-selective regions there were significant effects of the localiser on pRF 

number, with the fewest amount of pRFs found across the visual field when localisation 

was performed using single faces, then tiled faces, and the most pRFs found across 

eccentricities for the combination stimuli (Table 4.3). Significant interactions between 

localiser and eccentricity in all ROIs reflected that these differences were most 

apparent in the fovea, where there were the most pRFs overall. t-tests revealed that in 

all three face-selective regions, there were significantly more pRFs found across the 
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Figure 4.6. Face-selective regions OFA, pFus and mFus on the ventral surface of the right 
hemisphere in two participants (P1 and P2), defined using different localisation stimuli (single faces, 
tiled faces, or a combination of both). Each ROI version (single, tiled, combination) has the same 
general location, with the activation spread out over a different amount of the cortical surface 
depending on the localisation approach.  
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Figure 4.7. Mean pRF size (A), number (B), and visual field coverage (C) across eccentricity (in 
degrees of visual angle) for face-selective ROIs delineated using single, tiled or combination face 
stimuli. Only data from pRF mapping with upright faces are shown. For pRF number, statistically 
significant differences (p < .05) between combination and single stimuli (black line) and between the 
combination and tiled stimuli (grey line) are shown across the top. (D). The percentage of pRFs found 
across eccentricity using the single (blue) or tiled (orange) vs. the combination version of the localiser, 
which had the greatest number of pRFs overall. Lower percentages represent larger differences, i.e. a 
larger proportion of pRFs was found with the combination stimuli. 
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visual field for the combination vs. single localiser, with mFus showing the greatest 

amount of significant differences (Figure 4.7B). In mFus, there were also more pRFs 

found across central and peripheral eccentricities for the combination compared to the 

tiled localiser. In OFA and pFus, while there were significantly more pRFs for 

combination vs. tiled stimuli in the central visual field, these differences did not extend 

as far into the periphery. mFus therefore appeared to have benefitted the most from a 

combination of single and tiled faces. 

These findings show that the combination localiser identified significantly more 

pRFs across the visual field, but did these changes vary in magnitude between central 

and peripheral vision? To explore this, I calculated the amount of pRFs found with the 

single and tiled localisers as percentages of the number identified using the 

combination version, at each eccentricity (Figure 4.7D). There were generally smaller 

percentages for the single compared to the tiled faces, reflecting the larger differences 

in pRF number found between the combination and single, compared to the 

combination and tiled, localisers. Despite there being a significantly reduced amount 

of pRFs in the periphery within face-selective areas compared to the fovea, the 

differences in pRF number between the different localisers were proportionally similar 

Table 4.2. Linear mixed model results comparing pRF size across localiser stimuli. Significant 
effects (p < .05) are indicated in bold.  
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in central and peripheral vision. In fact, in mFus there was a trend towards the 

differences increasing in magnitude in the periphery.  

Next, visual field coverage was analysed across the different localiser stimuli. 

Coverage plots were generated for each ROI and localiser using the centre position, 

size and Gaussian profile – determined by the compressive exponent – of pRFs, as 

described in 3.2.13. Because I was primarily interested in how the localiser affected 

measurements of the visual field representation within ROIs, the coverage plots were 

normalised separately between ROI versions, to provide an estimate of relative 

responsiveness across the visual field. Coverage should be increased in the periphery 

(i.e. a more homogenous response across the visual field) when localiser stimuli 

contained peripherally as well as foveally located faces. When only foveal faces were 

used, there should be a stronger foveal bias in coverage (i.e. a more imbalanced 

response between the fovea and periphery). This normalisation approach allowed me 

to examine the relative changes in coverage across eccentricity. However, even when 

Table 4.3. ANOVA results comparing pRF number across localiser stimuli. Significant effects (p < .05) 
are indicated in bold. 
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normalising the maps for each localiser within the same frame (dividing all maps by 

the largest value in the combination map) the coverage estimates were similar, 

particularly in the FFA (Figure B.1). This indicates that the absolute coverage values 

were comparable between localisers.   

Figure 4.8. Mean visual field coverage for face-selective ROIs, delineated using different localiser 
stimuli (single faces, tiled faces, or a combination of both). Plots contain data from pRF runs 
containing upright faces (Chapter 3; see 3.2.13 for further detail on how plots were generated). 
Coordinates represent eccentricity in degrees of visual angle, with negative values for the left and 
positive values for the right visual field. Values were converted to log scale before plotting, for 
visualisation purposes (see colour bar). Dots represent pRF centres from all participants.    
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In line with typical retinotopy, coverage was significantly higher at the fovea and 

decreased in the periphery within all face-selective ROIs, for all localiser types (Figure 

4.7C; Table 4.4). Figure 4.8 displays visual field coverage plots and reveals small 

variations between the localiser types. In OFA and mFus, higher (yellow) coverage 

estimates appear to reach slightly further into the peripheral visual field for the 

combination and tiled vs. the single localiser. Despite this there were no effects of the 

localiser in any of the face-selective regions (Table 4.4), indicating that coverage 

across the visual field was similar irrespective of localiser stimuli.  

Clearer from the coverage plots, however, is the increased number of pRF 

centres in the peripheral visual field in OFA and mFus with the combination and tiled 

vs. single localiser. This emphasises that the changes in localiser stimuli had the 

largest impact on overall pRF number. While this variation is most visible in the 

periphery, where there are considerably fewer pRFs overall, including both single and 

tiled faces in the localiser stimuli increased the amount of pRFs found across the visual 

Table 4.4. ANOVA results comparing visual field coverage across localiser stimuli. Significant effects 
(p < .05) are indicated in bold. 
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field. Altering the spatial properties of localiser stimuli did not therefore result in 

significant changes in coverage within the face-selective regions. 

4.3.4 Face-selectivity vs. R2 

Lastly, the relationship between face selectivity (where higher T-statistics 

represent stronger face-selective activation) and R2 (variance of the BOLD response 

explained by the pRF model, where higher values are generally consistent with greater 

retinotopic sensitivity) was examined. All three face-selective regions had a clear 

positive correlation between face selectivity and R2, with T values increasing as R2 

increased (Figure 4.9).  

Linear mixed models confirmed these positive correlations, with R2 significantly 

predicting face selectivity in all three ROIs (Table 4.5). This suggests that as selectivity 

for faces increased, so did sensitivity to visual field location, as a spatially localised 

pRF model explained more of the variance in BOLD responses.  

Figure 4.9. Face selectivity (T-statistics, with greater values indicating greater face-selective 
activation) plotted against R2 (variance explained by the pRF model). Each data point represents a 
single vertex from one participant, with different colours for each participant.  

Table 4.5. Linear mixed model results assessing whether R2 (variance explained of the pRF model) 
predicts face-selectivity (T). Significant effects are represented in bold (p < .05). 
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4.4 Discussion 

The aim of this chapter was to analyse whether the spatial properties of localiser 

stimuli would affect the delineation of, and retinotopic properties subsequently 

measured from, functionally defined brain regions. Three ventral face-selective parts 

of the brain (OFA, pFus and mFus) were localised using face stimuli that covered a 

large field of view (21.65° eccentricity). As expected, the location of the peak activation 

on the cortical surface was unaffected by localisation methods in all three face-

selective regions (in line with Silson et al., 2016). However, a greater area of the 

cortical surface was delineated when the localiser stimuli included large, foveal faces 

and smaller faces that were tiled across the visual field, which included faces 

positioned in peripheral vision, compared to either single or tiled faces alone. Although 

the differences were not significant, all three face-selective areas were larger when 

they were delineated using the tiled (foveal and peripheral) as opposed to the single 

(foveal only) faces. Examination of their retinotopic properties revealed that the larger 

brain regions identified using a combination of single and tiled faces contained a 

greater number of pRFs across the visual field, while pRF size and visual field 

coverage were not significantly affected by the localisation method.  Together, these 

results show that the retinotopy measured within face-selective brain regions was 

affected by the spatial properties of the stimuli used during localisation. 

Localiser stimuli which included faces that were positioned in the periphery7 

resulted in the delineation of larger face-selective brain regions, with activation 

spreading out over a larger region of the cortical surface, compared to when only foveal 

faces were presented. Retinotopic analyses showed that the larger ROIs contained a 

greater number of pRFs across the visual field, with these additional pRFs indicating 

a more accurate visual field representation. In other words, the larger ROIs identified 

by including peripherally located faces were specifically linked to a greater number of 

pRFs (rather than properties such as pRF size). Interestingly, when tiled faces were 

included, pRF numbers increased near the fovea as well as in the periphery. This could 

reflect the quantity of faces increasing, as each tiled image contained nine faces which 

 
7Peripherally located faces were included in both the tiled and combination versions of the 

localiser. Where the tiled version is referred to in isolation, this will be made clear. 
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would each elicit a face-specific response in the brain, as opposed to only one when 

single faces were shown. While some studies have found suppressed neural 

responses for repeating faces (Henson, 2016; Kovacs et al., 2012), this suggests that 

repetition effects may not have played a significant role here. This could be because 

the new localiser included a number of different face viewpoints and identities (three 

and 20, respectively), which have been found to minimise repetition effects (Fang et 

al., 2007; Henson, 2016). This could also be related to there being twice the amount 

of data in the combination contrasts than in the single and tiled contrasts, which may 

have improved the detection of face-specific activation irrespective of the stimuli 

involved. In future studies it would be informative to disentangle the effect of stimulus 

type and amount of data by matching the number of experimental blocks included in 

each condition. 

While changes in pRF number were found, localiser stimuli did not significantly 

impact pRF size. While there were small variations in coverage observed between the 

localiser stimuli, these effects were subtle and did not emerge as clearly as the 

differences in pRF number. Ultimately, incorporating peripherally located faces in 

localiser stimuli had the greatest effect on the overall number of pRFs stimulated, 

rather than their properties. This suggests that the different localiser approaches 

affected the number of neurons that were successfully stimulated, but did not 

significantly affect how they respond across the visual field.  

While the localiser did not appear to significantly impact the selectivity of face-

selective neurons, the differences in pRF number described above mean that the 

choice of localiser would still affect subsequent measurements of retinotopy. If fewer 

pRFs are successfully identified during retinotopic mapping due to the way that face-

selective brain regions were initially identified, then the properties of the pRFs will be 

less accurately estimated. Essentially, my investigations of the spatial properties of 

face-selective brain regions in the previous chapter would have been less precise with 

fewer pRFs available. As I was particularly interested in the peripheral visual field, it 

was especially important to sufficiently stimulate the periphery, to avoid pRFs dropping 

out at far eccentricities. Otherwise, this would have led to inaccurate conclusions about 

how face-selective parts of the brain represent and sample the visual field. Specifically, 
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the horizontal-vertical and upper-lower differences in pRF number would have been 

smaller in magnitude in the previous chapter, if fewer pRFs were available for the 

comparisons. The present findings suggest that large face localisers with intermixed 

single and tiled stimuli are best for activating face-selective cortex, with benefits for 

subsequent analyses that investigate both foveal and peripheral space. 

These findings have implications not only for the retinotopic measurements in 

the previous chapter but for the interpretation of previous research. Specifically, they 

suggest that the extent of the foveal bias within face-selective regions – which has 

been found to be magnified compared to early visual cortex, with even more neural 

resources directed to the fovea rather than the periphery (Finzi et al., 2021; Kay et al., 

2015) – may be overestimated if the localiser images only presented single faces at 

the fovea. As the current results suggest that simply increasing the size of localiser 

images produces face-selective activation over a greater region of the cortical surface, 

this could be particularly true if the localiser images covered a smaller field of view than 

the stimuli in the main experiment. Because many studies do not report the size that 

localiser images were displayed at, this is difficult to assess, however. 

As well as the effects of face position within localiser stimuli, these findings 

provide insight into manipulations of face size. As mentioned above, increasing the 

overall size of the localiser images stimulated a greater region of the cortical surface, 

which suggests that simply enlarging the face images goes some way towards 

stimulating the peripheral visual field. More interestingly, however, altering the size of 

the faces within the stimulus images may have affected delineation. While the tiled 

faces did activate a larger cortical region than the single faces, the most face-selective 

activation was found with a combination of single and tiled faces. This suggests that 

the large, single faces provided some benefit – otherwise, there should not have been 

any significant differences between the tiled and combination versions. However, it is 

also possible that the benefit stemmed from the larger amount of data available in the 

combined contrast, which will require further exploration. 

Consistent with the idea of large faces being beneficial is recent research 

showing that face-selective inferotemporal (IT) neurons in monkeys responded most 

strongly to faces that had the same retinal size but that were perceived to be extremely 
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large, as 3D depth cues meant that they appeared to be further away (Khandhadia et 

al., 2023). Similarly, a retinotopic mapping study in humans found increased BOLD 

responses in ventral face-selective areas when bars (of a constant size) revealed 

segments of a large face, rather than containing multiple small faces (Sayres et al., 

2010). While this suggests that large faces may drive face processing systems 

strongly, I found an increase in foveal activation when the localiser included both small 

and large faces (i.e. combination stimuli), and that separate vertices could be activated 

by the single and tiled localisers. This suggests that we may have populations of face-

selective neurons that are tuned towards different face sizes, consistent with the 

finding that adaptation aftereffects for faces depend on the size of the adapting and 

test faces being similar (Zhao & Chubb, 2001). As the new localiser did not assess 

manipulations of face size separately to changes in face position, future work would 

be needed to disentangle these effects. Nevertheless, my findings suggest that a 

combination of face sizes within localiser stimuli could be beneficial in driving face-

specific activation.  

These findings are consistent with other studies showing that the specific image 

categories and contrasts used during localisation can affect the pattern and strength 

of activation within ventral category-selective regions (Schwarz et al., 2019; Weiner & 

Grill-Spector, 2010). Here, I show that the properties of the images within each 

category can also affect delineation. Some have raised concerns that the exact 

patterns of voxels identified within functionally defined brain regions can have low 

reliability over time, depending on factors such as the statistical threshold chosen 

(Friston et al., 2006; Poldrack, 2007; Stark et al., 2004). Using a more liberal statistical 

threshold can improve the reliability of regions delineated across separate sessions 

(Duncan et al., 2009; Duncan & Devlin, 2011). With the new localiser I used a slightly 

more liberal threshold of t > 2, compared to other studies which tend to use t > 3 or 

higher (Stigliani, 2015; Weiner & Grill-Spector, 2010, although see Gauthier et al., 

2000; Poltoratski et al., 2021). I found that (within the same session) the same general 

pattern of activation was present within all of the face-selective areas for each of the 

localisation methods; the cortical area delineated was largest when single and tiled 

faces were combined, then tiled, then single. Although this does not address reliability 

over time, the consistency across brain regions indicates that functional localisers can 
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produce reliable activation patterns within and across participants, and are indeed 

useful tools for identifying category-selective brain regions (Saxe et al., 2006).  

As highlighted previously, some have critiqued the theory behind functional 

localisation itself, arguing that separate localisers which define regions of interest 

based on functional selectivity do not necessarily capture the same regions that are 

activated during the main experiment (Friston et al., 2006). Consistent with this, my 

findings show that the spread of face-selective activation over the cortical surface was 

affected by the localisation approach. Research has demonstrated that category 

selective areas are not entirely discrete, but that regions of functional selectivity often 

overlap within ventral temporal cortex, with many voxels shown to respond to different 

categories – e.g. faces and body parts – to varying extents (Weiner & Grill-Spector, 

2010). As an example, the new localiser may have been more effective at isolating 

peripheral vertices that are usually defined as body-selective – with body-selective 

parts of cortex found to be more peripherally biased than face-selective regions 

(Gregorek, 2022) – but preferentially respond to faces when they are shown in the 

periphery. This indeed suggests that the exact vertices included in category selective 

regions depends on how they have been functionally defined.  

The more extreme side of Friston’s (2006) argument questions the idea that the 

brain has reliable category selectivity at all, instead proposing that because 

functionality varies according to context, attempts to isolate these concrete regions 

may be inherently flawed. However, the position of the regions I delineated did not 

differ according to the localisation technique (e.g. contrasting stimuli with substantially 

different spatial properties). This demonstrates a degree of consistency in category 

selectivity irrespective of specific stimulus type, in line with at least some domain 

specificity within the brain (Fodor, 1983; Kanwisher, 2000). Separate localiser 

experiments may indeed be a quick and relatively easy way to identify such category-

selective regions for further analyses, as long as the methodology is appropriate 

(Kanwisher, 2017; Saxe et al., 2006).  

Lastly, localising face-selective parts of cortex presented an opportunity to 

investigate the link between category and spatial selectivity within the brain. As the 

pRF model is able to explain more variance in the observed BOLD responses when 
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the responses are spatially localised, higher R2 values are associated with greater 

retinotopic sensitivity. In all three face-selective regions there was a positive 

relationship between face selectivity and R2, indicating that as selectivity for faces 

increased, so did sensitivity to retinotopic location. Contrary to previous reports (Silson 

et al., 2022), this suggests that face-selective regions may encode category and spatial 

information in a complementary rather than opposing manner, with more sensitivity to 

spatial location as category selectivity increases. This complementary encoding may 

occur actively within face-selective cortex, or could arise due to a more passive 

process, with face-selective neurons encoding more spatial information if they receive 

inputs from neurons in earlier visual areas that are more spatially localised (and so 

would have higher R2). However, R2 is not a direct measure of spatial selectivity, and 

may be confounded by other factors. For example, vertices that respond very strongly 

to faces would have higher beta amplitudes (due to their neurons being very visually 

responsive), which have been associated with higher R2. Further exploration will be 

needed in order to clarify the relationship between category and spatial selectivity 

within face-selective cortex.  

To conclude, this chapter examined the process of localising and delineating 

face-selective parts of the brain. I introduced a novel functional localiser, which 

presented faces peripherally as well as foveally. Including peripherally located faces 

resulted in the delineation of larger face-selective brain regions, with a greater number 

of pRFs found across the visual field, which allowed for the more accurate 

measurement of retinotopic properties. These findings show that the localisation of 

functionally defined brain areas is affected not only by the choice of object categories, 

statistical contrasts, or overall image size, but by the spatial properties of the objects 

within the images. This demonstrates that while functional localisers can be a useful 

tool to identify category-selective brain regions, it is important to carefully design the 

stimuli used to localise them, considering the properties that will later be investigated 

within them.
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Chapter 5  
General Discussion 

How distinct is face perception from other parts of vision, and how might 

specialised processing be built into the visual system? In this thesis, these overarching 

questions were addressed through a series of behavioural and functional magnetic 

resonance imaging (fMRI) experiments. Faces are widely considered to be “special”, 

processed using distinct mechanisms – shown by disproportionate inversion effects 

(McKone et al., 2007; Yin, 1969) – and with dedicated brain regions that form the “core” 

face recognition system (Grill-Spector et al., 2017; Kanwisher et al., 1997). Cases of 

prosopagnosia have supported this view, showing that face perception can be 

selectively impaired while other facets of vision, including object recognition, remain 

intact (Sergent & Signoret, 1992; Towler et al., 2017). Previous research has also 

suggested that while low-level vision differs predictably according to location (Abrams 

et al., 2012; Carrasco et al., 2001; Greenwood et al., 2017), face recognition abilities 

vary across the visual field in unique or idiosyncratic patterns (Afraz et al., 2010; Quek 

& Finkbeiner, 2016; Schmidtmann et al., 2015; Visconti di Oleggio Castello et al., 

2018). The extent to which high-level face perception interacts with and is built upon 

low-level vision therefore remained unclear. By investigating the spatial selectivity of 

face recognition in comparison to low-level spatial variations, I sought to examine this 

link more directly. The experiments in this thesis come together to shed further light on 

the apparent distinctness of face recognition, revealing that the mechanisms behind 

face perception are not as unique as previously thought, with even high-level, 

specialised processing showing similar spatial selectivity to low-level vision.  

5.1 Overview of thesis findings 

The first aim of the thesis was to measure exactly how face perception varies 

across the visual field. A plethora of studies have demonstrated that the perception of 

low-level stimuli – such as letters or lines – often follows systematic patterns, with 

better perception along the horizontal vs. vertical meridian and in the lower vs. upper 

visual field (Abrams et al., 2012; Barbot et al., 2021; Benson et al., 2021; Carrasco et 
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al., 2001; Greenwood et al., 2017; Himmelberg et al., 2020; Westheimer, 2003, 2005). 

In contrast, previous research suggests that face perception may vary across the visual 

field in unique or even wholly idiosyncratic patterns. Studies have reported better face 

perception in the upper (Quek & Finkbeiner, 2014, 2016) or left hemifield (Ellis & 

Shepherd, 1975; Harrison & Strother, 2021; McKone, 2004; Schmidtmann et al., 2015; 

although see Bourne et al., 2009; Kovacs et al., 2017), with others suggesting that the 

perceived gender, identity and age of faces varies entirely idiosyncratically across 

location (Afraz et al., 2010; Visconti di Oleggio Castello et al., 2018). These distinct 

variations suggest a dissociation between low-level vision and face perception, leaving 

the link between the two unclear. 

To investigate this 

dissociation, I sought to align 

the methodology used to 

measure variations in low- 

and high-level vision, by 

measuring the spatial 

resolution of face perception 

across the visual field. 

Specifically, a novel face 

acuity test was designed, 

which determined the 

smallest face size needed to 

accurately judge gender 

across various locations, 10° 

in the periphery. Using this 

method, I uncovered 

systematic variations 

whereby acuity for judging facial gender was clearly better along the horizontal vs. 

vertical meridian (Figure 5.1). I also found a smaller-but-consistent lower vs. upper 

visual field advantage for gender acuity. Therefore, the perception of face gender 

varied across the visual field in a systematic fashion, with patterns matching those of 

low-level vision. While face perception is indeed a multifaceted ability and involves 

Figure 5.1. Schematic of the behavioural findings from Chapter 
2. The size of the faces represents the anisotropies found for 
face perception, which match the systematic variation often 
measured for low-level vision (reflected by the size of the 
letters). Smaller faces and letters indicate better acuity.  
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other judgements such as the recognition of identity and emotional expression, the 

findings in Chapter 2 suggest that face processing systems inherit the same patterns 

of spatial selectivity that are observed for low-level visual abilities (e.g. Carrasco et al., 

2001). 

The second aim was to use fMRI and population receptive field (pRF) modelling 

to investigate the neural underpinnings of face perception. In Chapter 3, I asked 

whether the retinotopic properties of three face-selective brain regions – OFA, pFus 

and mFus – could explain the systematic behavioural variations in face perception 

(Chapter 2), and whether these spatial properties align with, or deviate from, those of 

earlier brain regions (V1-V3). In all three face-selective brain regions there was a 

greater number of pRFs and better visual field coverage (a measure of relative 

responsiveness; see 3.2.13) along the horizontal vs. vertical meridian and in the lower 

vs. upper field, irrespective of face inversion. These patterns align with the behavioural 

anisotropies measured in Chapter 2, suggesting that better acuity for faces is linked to 

the way that face-selective neurons sample the visual field, with increased sampling of 

the horizontal meridian and lower field. While the retinotopy within face-selective areas 

varied considerably according to location, there were only small (neural) effects of 

inversion overall, suggesting that visual field sampling might be more similar for upright 

and inverted faces than previously thought (Poltoratski et al., 2021). 

Similar horizontal-vertical and upper-lower variations in pRF number and 

coverage were found in V1-V3, highlighting commonalities in the way that the visual 

field is sampled by early visual cortex and face-selective parts of the brain. While 

receptive field size has previously been associated with perceptual performance 

(Duncan & Boynton, 2003; Poltoratski et al., 2021), pRF size was less reliably linked 

to acuity variations within the face-selective regions and in V1-V3, highlighting further 

similarities between low- and high-level visual cortex. Together, these results suggest 

that shared spatial selectivity between early vision and higher-level face processing 

occurs due to variations in neuronal density – and resulting coverage – that are 

maintained throughout the visual system. In other words, face-selective areas appear 

to inherit certain patterns of retinotopy from early visual cortex.  



 

  158 

The third aim was to determine whether the measurement of the retinotopic 

properties described above would be affected by the spatial properties of the stimuli 

used to originally localise face-selective brain regions. For example, a considerably 

magnified foveal bias is typically observed in face-selective brain areas compared to 

early visual cortex, suggesting that the majority of neural resources are directed to the 

fovea at the expense of the periphery (Finzi et al., 2021; Kay et al., 2015). Could this 

exaggerated central bias be partly driven by localisation methods, which present face 

stimuli foveally (Stigliani, 2015; Weiner & Grill-Spector, 2010)? Previous research has 

shown that localisation technique can affect the delineation of category-selective brain 

regions, with patterns of functional activation differing depending on factors such as 

the specific categories of images or statistical contrasts used (Duncan et al., 2009; 

Duncan & Devlin, 2011; Friston et al., 2006; Weiner & Grill-Spector, 2010). I reasoned 

that the delineation of – and properties subsequently measured from – face-selective 

regions could also be affected by the spatial properties of the faces in the localiser 

images. 

To investigate this possibility, in Chapter 4 I designed and implemented a novel 

functional localiser which contained either single, large (foveal only) faces, smaller 

faces which were tiled across the visual field (foveal and peripherally located faces), 

or a combination of the single and tiled faces. I found that all three face-selective 

regions identified – OFA, pFus and mFus – contained a significantly greater number 

of vertices and were therefore larger in size when localiser stimuli contained a 

combination of single and tiled faces, compared to either configuration alone. This 

suggests that the single and tiled faces may have been activating different sets of 

vertices, which were then both picked up using the combination localiser. Retinotopic 

analyses revealed that when both foveal and peripheral faces were included in the 

localiser, there were a greater number of pRFs found across the visual field, with an 

increase in peripheral pRFs particularly noticeable in OFA and mFus. These results 

show that the spatial properties of localiser stimuli can affect the delineation of 

functionally defined brain regions. Importantly, the approach used to initially identify 

face-selective parts of the brain can impact subsequent retinotopic measurements, 

such as the extent of the foveal bias, again suggesting that the retinotopy within face-

selective areas may not be quite as distinct as previously thought. 
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5.2 Face perception varies systematically across the visual field 

Chapter 2 revealed that the ability to judge facial gender varied across the visual 

field in a systematic fashion, with horizontal-vertical and upper-lower anisotropies that 

match those of low-level vision (Abrams et al., 2012; Barbot et al., 2021; Carrasco et 

al., 2001; Greenwood et al., 2017). This is contrary to suggestions that the spatial 

resolution of face perception varies uniquely (Quek & Finkbeiner, 2016; Schmidtmann 

et al., 2015) or even entirely idiosyncratically (Afraz et al., 2010; Visconti di Oleggio 

Castello et al., 2018). Instead, the findings in Chapter 2 suggest that spatial selectivity 

is preserved throughout the visual system and inherited by higher-level vision. Chapter 

3 provided a neural basis for these findings, showing that in all three face-selective 

brain regions there was a greater number of pRFs and better visual field coverage (a 

measure of relative responsiveness) along the horizontal vs. vertical meridian and in 

the lower vs. upper field. In other words, better gender recognition was linked to an 

increased number of pRFs and the resulting increases in visual field coverage. The 

systematic variations in face perception measured in Chapter 2 may therefore be 

explained by the differential sampling of the visual field within face-selective brain 

regions. 

Chapter 3 aimed to not only determine the neural basis of the behavioural 

anisotropies found for face perception, but to compare retinotopic properties between 

early visual cortex and face-selective brain areas. Previously, research has linked 

better low-level acuity to small receptive fields and increased neuronal density in early 

visual cortex (V1-V3; Amano et al., 2009; Duncan & Boynton, 2003). Yet, studies have 

suggested that receptive field properties are considerably different within face-

selective regions, with large receptive fields instead linked to better face recognition, 

and a comparatively impoverished representation of the periphery compared to the 

fovea (Finzi et al., 2021; Gomez et al., 2018; Kay et al., 2015; Poltoratski et al., 2021; 

Witthoft et al., 2016). This apparent dissociation in retinotopy left the link between low- 

and high-level vision unclear. In Chapter 3, however, I uncovered similar patterns for 

pRF number and coverage in face-selective areas and V1-V3. Rather than face-

selective brain regions showing almost entirely distinct retinotopy, this highlights 
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commonalities in the way that the visual field is sampled by early visual cortex and 

face-selective parts of the brain.  

5.2.1 pRF number explains visual field variations more consistently than size 

Previous research has suggested that large receptive fields in face-selective 

areas aid face recognition, with smaller pRFs observed for inverted vs. upright faces 

within the FFA (Poltoratski et al., 2021). If there were similar variations in pRF size 

according to location, I should have found larger pRFs in regions of the visual field that 

had better acuity for face recognition. However, Chapter 3 revealed that apart from 

larger pRFs in the lower vs. upper field in OFA, pRF size did not significantly differ 

between visual field locations in the face-selective areas. pRF size was also similar 

between upright and inverted faces in the FFA (pFus and mFus), despite a clear 

behavioural face inversion effect where gender recognition was better for upright than 

inverted faces. These findings suggest that receptive field size is not reliably linked to 

acuity for face perception. In line with this, my results show that pRF size increased 

much less with eccentricity in the FFA compared to V1-V3, which would be consistent 

with a weaker link to acuity (which declines in the periphery; Rosenholtz, 2016). To 

determine whether these shallow pRF size-eccentricity slopes bear any relation to 

behavioural performance, future experiments could measure how gender acuity varies 

across eccentricity. Together, the current findings suggest that receptive field size is 

not the driving factor behind face perception abilities.  

Further evidence for the importance of pRF number rather than size for face 

perception comes from examining their respective contributions to overall visual field 

coverage. Near the fovea, the horizontal-vertical and upper-lower differences in pRF 

number were generally more extreme within the face-selective regions compared to 

early visual cortex. However, the anisotropies for visual field coverage were less 

extreme in the face-selective areas compared to V1-V3. This suggests that receptive 

field size may have had a greater contribution to visual field coverage in early visual 

cortex, while coverage in the face-selective regions was predominantly defined by pRF 

number. This may again point to the dominance of receptive field density in defining 

coverage – and as a result, acuity – within face-selective areas. As receptive fields 

increase considerably in size further up in the visual hierarchy (Dumoulin & Wandell, 
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2008; Kay et al., 2015; Winawer et al., 2010), their size may not drive variations in 

coverage quite as strongly.  

The functional localiser results in Chapter 4 further highlight the importance of 

receptive field number within face-selective brain regions. Manipulating the spatial 

properties of localiser stimuli resulted in changes in the size of face-selective areas 

identified on the cortical surface. Analysing the retinotopic properties of the differently 

defined regions revealed that these increases in size (of the regions delineated) were 

linked to changes in pRF number – but not size or visual field coverage8 – within OFA, 

pFus and mFus. Using localiser stimuli which included a combination of single, large 

(foveal only) faces and smaller, tiled (more peripheral) faces resulted in a greater 

density of pRFs found in all three face-selective regions. Essentially, the representation 

of the central and peripheral visual field was enhanced within face-selective regions 

through an increase in receptive field number, rather than changes in pRF properties 

such as size. Again, this points to receptive field number being the driving factor behind 

responses within face-selective parts of the brain.  

Even in V1-V3, the link between pRF size and typical visual performance 

according to angular location (Carrasco et al., 2001) was variable. While other studies 

report smaller pRFs along the horizontal vs. vertical meridian in all three areas (Silva 

et al., 2018), I only found this pattern in V3, with no difference between the meridians 

in V1-V2. There was a consistent although opposite-to-expected pattern for the upper-

lower difference, however, with larger pRFs in the lower vs. upper field across V1-V3. 

This suggests that even within early visual cortex, pRF number and resulting coverage 

estimates are more reliably linked to variations in visual ability than estimates of size. 

These findings tie in with research showing that estimates of pRF size can be more 

variable than other parameters, such as position (Lage-Castellanos et al., 2020). 

Studies have indeed shown that pRFs are more prone to changes in size depending 

on various factors, such as stimulus properties and visibility (Alvarez et al., 2015; 

Hughes et al., 2019), participant attention (Kay et al., 2015), and fitting procedures 

(Lerma-Usabiaga et al., 2020). As such, the results in Chapter 3 add to recent debate 

 
8 Even when the coverage maps were jointly normalised, there were minimal differences in 

coverage between the localisers (Figure B.1). 
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around how we make conclusions about underlying changes in visual function based 

on pRF estimates, particularly size (Dumoulin & Knapen, 2018; Stoll et al., 2022).  

What can be concluded about face processing mechanisms from the above 

findings? Altogether, I uncovered better coverage in some parts of the visual field – 

driven by an increased number of pRFs – which can explain variations in our ability to 

perceive face gender across different locations. This is still generally consistent with 

prior work (Poltoratski et al., 2021), indicating that variations in the way that face-

selective brain regions sample the visual field are linked to face perception abilities. 

However, my findings suggest that these variations in sampling are primarily linked to 

differences in the number of face-selective neurons – or similar amounts that respond 

more strongly, which could also have resulted in a greater number of pRFs remaining 

during analyses9 – rather than changes in their properties, such as size.  

5.2.2 Could acuity for face perception be linked to spatial integration? 

Some researchers have argued that large receptive fields are beneficial for face 

recognition because they enable more efficient spatial integration, which aids holistic 

processing (Poltoratski et al., 2021; Witthoft et al., 2016). These studies report smaller 

pRFs in the FFA for inverted vs. upright faces (Poltoratski et al., 2021), and in the face-

selective brain regions of individuals with developmental prosopagnosia (Witthoft et 

al., 2016). Yet, as discussed above, I did not find a strong link between pRF size and 

the ability to judge facial gender. Could the large receptive fields of face-selective 

neurons still serve another purpose, even though size itself seems to matter less than 

in earlier regions? Again, this links to the importance of receptive field density for face 

perception. As we usually fixate faces to recognise them (de Haas et al., 2019), it is 

desirable to have a large proportion of receptive fields sampling the fovea, 

demonstrated by the exaggerated central bias of face-selective parts of the brain (Finzi 

et al., 2021; Gomez et al., 2018; Kay et al., 2015; Poltoratski et al., 2021). The large 

receptive fields of face-selective areas may serve an important functional purpose by 

enabling as many receptive fields as possible to be centred near the fovea, while 

 
9 If the neurons within a pRF respond more strongly, this increases the likelihood that it will 

remain after noise and goodness-of-fit filtering, due to improved signal-to-noise and parameter fitting, 
respectively. 
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simultaneously extending into the periphery. This way, face perception can still occur 

in peripheral vision (Kovacs et al., 2017; McKone, 2004; Roux-Sibilon et al., 2023; and 

as shown in Chapter 2), but the most neural resources – i.e. greatest amount of 

receptive fields, which Chapter 3 showed to be the defining factor driving acuity for 

faces – are directed towards the fovea. Indeed, visual field coverage in the face-

selective regions was found to extend to a similar region in the periphery as V1-V3. 

The large receptive fields of face-selective neurons may be important not because their 

large size directly aids spatial integration but so that they can cluster within the central 

part of the visual field, which is most critical for face perception, while still providing 

coverage in the periphery.  

Could enhanced spatial integration lead to better face perception due to 

increases in receptive field number instead? This could explain the variations in spatial 

selectivity, for example with an increased number of face-selective neurons along the 

horizontal meridian (Chapter 3) supporting more efficient spatial integration of face 

information in this location, resulting in better gender acuity (Chapter 2). However, it is 

less clear whether this explanation could be applied to featural selectivity, which 

Poltoratski et al.’s (2021) arguments were based upon. If differences in spatial 

integration were the main driver behind face perception abilities, there should have 

been clear differences in pRF measures according to inversion (e.g. main effects), in 

line with the clear behavioural inversion effects observed. There should also have been 

larger (behavioural and neural) inversion effects in regions with better gender acuity, if 

variations in spatial integration due to visual field sampling played a primary role in 

holistic processing.  

Considering the above, an interesting avenue of research could be to compare 

retinotopic properties within the FFA when stimuli only include face features, in 

comparison to whole faces where holistic processing would be involved. (Research 

has found the FFA to be similarly sensitive to whole faces and face features (Liu et al., 

2010; Yovel & Kanwisher, 2004), suggesting that signal-to-noise variations should not 

be a confounding factor). If more pRFs were found in response to the whole faces at 

certain locations – but this number then drops if the whole faces are inverted, as 

configural processing is disrupted – this could support the idea that better acuity is 
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achieved because an increased number of receptive fields leads to better spatial 

integration, rather than due to variations in properties such as their size.  

5.2.3 The horizontal-vertical and upper-lower anisotropies differ in magnitude 

While there was a clear horizontal-vertical anisotropy present across all three 

(behavioural) gender acuity experiments in Chapter 2, the magnitude of the upper-

lower difference was smaller and more variable. The lower field advantage appeared 

to be partly driven by the position of the eyes within face stimuli in Experiment 110, 

when faces were centred on the nose. This meant that they appeared further away 

from fixation in the upper compared to the lower field for upright faces, and vice versa 

for inverted faces. When this factor was controlled for in Experiment 2 by ensuring that 

the eyes always appeared at an equal distance from fixation, the upper-lower 

difference was smaller in magnitude and no longer significant. This confirms the 

importance of the eyes for judging gender (Brown & Perrett, 1993; Schyns et al., 2002; 

Yamaguchi et al., 2013). Due to there being a present but not significant upper-lower 

difference in Experiment 2, a further experiment was carried out where I focused on 

the upper and lower locations only, with a greater number of trials (Experiment 3). A 

clear upper-lower difference was subsequently found, confirming a lower field bias for 

face perception. The difference in magnitude between the horizontal-vertical and 

upper-lower anisotropies is consistent with other research which reports that for low-

level vision, the upper-lower difference is smaller –  and therefore harder to reliably 

measure – than the horizontal-vertical difference (Barbot et al., 2021; Kurzawski et al., 

2021). 

The neuroimaging findings in Chapters 3 and 4 provide a neural explanation of 

why the behavioural horizontal-vertical and upper-lower anisotropies differed in 

magnitude. Within the face-selective regions, the horizontal-vertical differences in pRF 

number were larger than the upper-lower differences. This likely reflects the much 

greater number of pRFs along the horizontal than the vertical meridian overall, 

meaning that the anisotropy between the two meridians was more exaggerated than 

between the upper and lower locations, which comprised the (comparatively sparser) 

 
10 Experiments 1, 2 and 3 refer to the three gender acuity experiments in Chapter 2. 
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vertical meridian. Similarly, in Chapter 4 the additional pRFs found in response to 

certain localiser stimuli were mainly located along the horizontal rather than the vertical 

meridian. These findings speak to the strikingly different representation of the two 

meridians within the face-selective regions, with considerably fewer pRFs located 

along the vertical vs. the horizontal meridian. The behavioural upper-lower difference 

in face perception may therefore be less pronounced than the horizontal-vertical 

because they are driven by underlying variations in pRF number that differ in 

magnitude.  

Interestingly, the horizontal-vertical anisotropy in pRF number became more 

exaggerated further along the ventral stream, from OFA to mFus. This suggests that 

as brain regions become more specialised for face processing, the representation of 

the horizontal meridian becomes increasingly prioritised over the vertical. Could this 

be related to face processing systems inheriting certain types of featural selectivity 

from lower areas? Horizontal spatial frequencies have been shown to be especially 

important for different aspects of face perception, with the disruption of horizontal 

information detrimental to identity recognition and holistic processing, for example 

(Dakin & Watt, 2009; Goffaux & Dakin, 2010; Goffaux et al., 2016). The radial bias 

describes the generally better perception of radially – i.e. pointing towards the fovea – 

oriented information within the visual system (Rovamo et al., 1982; Sasaki et al., 2006). 

A similar radial bias has been found for recognising face identity, with larger inversion 

effects – indicating greater disruption of face-specific mechanisms – along the 

horizontal vs. vertical meridian (Roux-Sibilon et al., 2023). The increasingly 

asymmetric representation of the horizontal and vertical meridians within more anterior 

face-selective parts of the brain suggests that the face-selective regions may develop 

mechanisms to improve sampling within locations where the most diagnostic facial 

information will be best processed (i.e. the horizontal meridian). In other words, they 

may enhance the radial bias inherited from earlier regions. This would point to a more 

active process behind how face-selective neurons differentially sample the visual field 

(although a radial bias in face recognition could also result from the passive pooling of 

information from lower areas, with successive pooling magnifying the biases within 

visual information).  
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Could the increased representation of the horizontal meridian as brain regions 

become more specialised for face processing be linked to visual experience? The 

recognition of individual face features has been shown to be tuned towards their typical 

visual field locations, with eyes better recognised in the upper field and mouths in the 

lower (de Haas et al., 2016). This could arise from a “faciotopy map” within OFA, where 

face-selective neurons that have preferences for certain face features are organised 

topologically, according to the typical configuration of a face (Henriksson et al., 2015). 

Along similar lines, retinotopic organisation within the FFA could be tuned towards 

locations where faces are more likely to appear within our visual field. Within everyday 

life, we may be exposed to more faces around eye-level (i.e. along the horizontal 

meridian) than significantly above or below, which could lead to a greater allocation of 

neural resources along the horizontal meridian. A way to investigate this indirectly 

could be to examine the retinotopic organisation of word-selective brain regions in 

English vs. Chinese speakers. Word-selective brain areas have been shown to exhibit 

increased coverage of the horizontal vs. vertical meridian in native English speakers 

(Le et al., 2017). Would this asymmetry be reduced within native Chinese speakers, 

as Chinese characters and words are represented less horizontally than English 

words, and would any reductions in retinotopic asymmetry be specific to word 

processing regions? This could shed further light on how visual experience shapes 

functional specialisation and retinotopy within category-selective brain regions.  

5.2.4 Spatial selectivity follows similar patterns despite inversion 

Chapter 2 showed that spatial variations in gender acuity were similar 

regardless of face inversion, with the behavioural horizontal-vertical and upper-lower 

anisotropies present for both upright and inverted faces. In other words, although there 

was worse performance overall for inverted faces, the visual field anisotropies were 

similar in magnitude for upright and inverted faces. This indicates that the spatial 

processing of faces was similar despite the featural change introduced by inversion.  

While another study found larger inversion effects along the horizontal vs. vertical 

meridian (Roux-Sibilon et al., 2023), this involved judgements of identity, which have 

been shown to be particularly reliant on horizontal information (Dakin & Watt, 2009; 

Goffaux & Dakin, 2010; Goffaux & Greenwood, 2016). As horizontal information is 
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processed better along the horizontal meridian throughout the visual cortex, due to the 

radial bias (Sasaki et al., 2006), this variation in inversion effects could stem from non-

face-specific featural mechanisms. Using a gender judgement could have reduced 

susceptibility to these radial effects, allowing patterns of spatial selectivity to emerge 

over featural selectivity.  

In line with this, Chapter 3 showed that in general, the horizontal-vertical and 

upper-lower differences in pRF number and coverage were similar for upright and 

inverted faces. This provides a neural explanation of the similar behavioural 

anisotropies measured for upright and inverted face perception (Chapter 2), and shows 

that the variations in sampling inherited by face processing systems are associated 

with the spatial location of faces, rather than their featural content. There could be an 

active process behind the inheritance, with face-selective parts of the brain applying 

their inherited spatial selectivity similarly, irrespective of face orientation. On the other 

hand, this could occur more passively, with variations in face representations – 

resulting in measurable differences in receptive field number and coverage – arising 

from differences in the amount and/or quality of information received from lower brain 

regions (Riesenhuber & Poggio, 1999). Either way, similar patterns of spatial selectivity 

– resembling those of low-level vision – were observed behaviourally and neurally for 

upright and inverted faces. This highlights a link between spatial and featural selectivity 

within face perception.  

5.2.5 Shared patterns of retinotopy reveal links between face processing and 

other visual abilities 

Retinotopy within face-selective regions has often been considered to be 

distinct from low-level vision. That is not entirely the case, with the apparently unique 

sampling characteristics of face-selective areas formed from an exaggeration of the 

retinotopy found within the visual system in general, which includes the retina, lateral 

geniculate nucleus (LGN) and early cortical regions. This is an important distinction to 

make; instead of face-selective regions exhibiting distinct retinotopy, their approach to 

sampling is built upon sampling within other brain regions. The most obvious example 

is the foveal bias that is often thought of as characteristic of face-selective areas, and 

an example of a difference in processing. However, cortical magnification is a common 
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property found throughout the visual cortex (Dekker et al., 2019; Duncan & Boynton, 

2003; Harvey & Dumoulin, 2011) and even as early as the retina, with a higher 

concentration of retinal ganglion cells sampling the fovea compared to the periphery 

(Curcio & Allen, 1990). The central bias of the visual system is therefore magnified 

within face-selective parts of the brain.  

Crucially, research suggests that the central bias is exaggerated to a similar 

extent within parts of ventral occipitotemporal cortex selective for words and letters, 

showing that this magnification is not unique to faces (Le et al., 2017).  The same holds 

for other receptive field properties such as size. Receptive fields increase in size further 

up in the visual hierarchy (Dumoulin & Wandell, 2008; Winawer et al., 2010), becoming 

very large in brain regions selective not just for faces but for bodies, places, and objects 

(Gregorek, 2022; Silson et al., 2015). In particular, research suggests that receptive 

fields are similarly large in the visual word form area, where there was a similar foveal 

bias to face-selective regions (Le et al., 2017). In this sense, then, how special really 

is the retinotopy within face-selective areas? Together with previous findings, the 

results in this thesis suggest that the retinotopy is not so unique after all. 

These shared patterns of retinotopy add further context to a modular view of 

face processing. The processing of faces has often been considered to be relatively 

distinct from other aspects of vision, and carried out in separable streams to other 

objects. The experiments in this thesis highlight that the “core” face recognition system 

shares similar spatial properties to earlier visual areas, which is consistent with the 

view that faces are not processed in a strictly modular sense, but that various 

distributed brain regions contribute to face perception (Haxby et al., 2000). For 

example, this could include parietal regions involved in directing spatial attention or 

inferring eye gaze, or limbic regions which help process facial emotion. Retinotopic 

maps have been found in regions of parietal and frontal cortex that are involved in 

more general cognitive processes (e.g. spatial attention and eye movements). 

Common principles of spatial encoding therefore appear to be present throughout the 

brain (Groen et al., 2022). The presence of multiple spatial maps is consistent with the 

broader idea that while there may be face-selective modules within the brain, these 

modules exist within a more distributed network of brain regions that work together to 
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produce our impressive face recognition abilities (Grill-Spector et al., 2017; Haxby et 

al., 2000).  

5.3 Featural vs. spatial selectivity within face processing systems 

5.3.1 Inversion effects indicate configural processing across the visual field 

Behavioural face inversion effects were found in all three gender acuity 

experiments in Chapter 2, and during pRF mapping in Chapter 3, where participants 

were required to judge the gender of bars containing male or female faces. In both 

paradigms the ability to judge gender was worse for inverted compared to upright 

faces, suggesting that the tasks engaged face-specific mechanisms, with an added 

benefit of configural processing for upright compared to inverted faces (Le Grand et 

al., 2001; Rossion, 2008). This is consistent with other studies showing that holistic 

face processing occurs in peripheral as well as central vision (Kovacs et al., 2017; 

McKone, 2004; Roux-Sibilon et al., 2023). The gender acuity experiments highlight a 

spatial component to the face inversion effect, where the recognition of upright and 

inverted faces could be matched by simply altering face size. Presumably, the benefit 

of configural processing meant that the gender of smaller upright faces could be 

judged, while inverted faces had to be larger to achieve the same recognition accuracy. 

These behavioural inversion effects suggest that configural mechanisms were 

engaged across the visual field. 

What are the cognitive mechanisms behind the differences in performance for 

upright and inverted faces? These inversion effects could reflect a qualitative change 

in face processing, with configural and feature-based processing employed for upright 

and inverted faces, respectively (Rossion & Gauthier, 2002). Alternatively, these 

results could stem from a quantitative change, where inversion effects represent a 

difference in how efficiently configural processes are engaged, rather than qualitatively 

different mechanisms (Sekuler et al., 2004). In Chapter 2, the psychometric functions 

used to determine gender acuity thresholds were generally similar in shape and simply 

shifted towards larger face sizes for the inverted faces. This is certainly consistent with 

a quantitative explanation of inversion effects, with increases in the engagement of 

configural processes as inverted faces became larger. However, it could reflect a 
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qualitative mechanism, with feature-based processing improving simply because 

increases in size meant that the features of the inverted faces were more visible. To 

determine which explanation is more likely, it would be desirable to modify the face 

acuity test to include configural manipulations, so that we could directly assess how 

configural processes would affect acuity variations for inverted faces. This would 

provide further clarification on the mechanisms that underlie face inversion effects, 

which remain hotly debated in the literature. 

As described earlier, similar spatial variations were found behaviourally 

(Chapter 2) and neurally (Chapter 3) for upright and inverted faces. This emphasises 

the link between spatial and featural selectivity within face processing systems. How 

closely interlinked might these mechanisms be? As will be discussed over the following 

sections, the retinotopic mapping in Chapter 3 also uncovered distinctions between the 

two types of selectivity, consistent with the view that category and location information 

may be encoded independently – although not necessarily separately – within face 

processing systems (Schwarzlose et al., 2008). 

5.3.2 Retinotopy is less clearly linked to featural selectivity 

The findings discussed so far suggest that the retinotopy within face-selective 

regions shows similar patterns of spatial selectivity, irrespective of face inversion.  Did 

the retinotopic properties of face-selective areas differ according to the featural content 

of faces more generally – that is, when upright and inverted faces were compared 

directly, rather than across location? I found some evidence for this in mFus, with an 

increased number of pRFs in the periphery for upright faces, and better visual field 

coverage (increased relative responsiveness) at the fovea for upright faces. This 

suggests that within face-selective areas, there is increased sampling of certain 

regions of the visual field when faces are upright rather than inverted. As touched on 

previously, however, these sampling variations were smaller than anticipated – with no 

significant main effects of inversion across any of the three pRF measures – given the 

clear behavioural inversion effect (in the pRF experiment). They are also smaller than 

expected given that in Chapter 2, the variations in gender acuity thresholds between 

upright and inverted faces were of a similar magnitude to the variations across location. 

The lack of main effects (of inversion) during retinotopic mapping occurred despite 
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there being a greater amount of data available for the inversion compared to the 

location comparisons, suggesting that the inversion variations were much smaller than 

the location differences, which emerged clearly despite the more limited data. 

As with the location differences discussed earlier, pRF size did not reliably differ 

between upright and inverted faces. This highlights a discrepancy with previous 

research, which found smaller pRFs for inverted faces in the FFA (Poltoratski et al., 

2021). However, Poltoratski et al.’s (2021) findings could be linked to the reduced beta 

amplitudes – a measure of blood oxygen dependent (BOLD) signal – that were 

observed for inverted compared to upright faces (as has been similarly observed in 

other studies; Kanwisher et al., 1998; Yovel & Kanwisher, 2004). Reduced beta 

amplitudes are typically associated with poorer pRF fits (Anderson et al., 2017; 

Schwarzkopf et al., 2014). This would affect the accuracy of size estimates, with poorer 

fits having been linked specifically to smaller pRF sizes (Alvarez et al., 2015). Whether 

or not this is the case, the lack of consistency between findings suggests that pRF size 

provides a less reliable explanation of perceptual performance than other retinotopic 

measurements (Lage-Castellanos et al., 2020), this time being less able to explain 

inversion effects as well as the visual field anisotropies. I also found that pRFs were 

most similar in size in central vision, despite behavioural inversion effects having been 

found consistently for centrally presented faces (Kovacs et al., 2017; McKone, 2004; 

McKone et al., 2007; Robbins & McKone, 2007; Rossion, 2008; Roux-Sibilon et al., 

2023; Yin, 1969). If inversion effects arise because variations in pRF size affect holistic 

processing (Poltoratski et al., 2021), I should have found clear differences in size 

estimates in the fovea. Instead, this suggests that pRF size may not reliably drive 

variations in upright and inverted face perception.  

The smaller-than-expected variations in coverage between upright and inverted 

faces (Chapter 3) highlight another difference to previous research, where larger 

increases in coverage were found for upright vs. inverted faces in the FFA (Poltoratski 

et al., 2021). This could of course be related to the issues described above, as smaller 

pRFs for the inverted faces would have resulted in lower estimates of coverage. There 

are also many different ways to estimate visual field coverage, and I chose to do so 

using a method that would account for the Gaussian shape of the receptive fields, as 
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a better estimate of responsiveness across location. As I normalised the upright and 

inverted coverage maps separately, this approach represents relative changes in 

sampling across the visual field. Coverage patterns were similar even when the maps 

were jointly normalised, suggesting that the absolute coverage values did not differ 

considerably for upright and inverted faces (Figure A.6). However, it is possible that a 

binary approach to calculating coverage, which accounts for the position and size of 

pRFs but does not factor in changes in their response profiles (Poltoratski et al., 2021), 

would have yielded larger differences in (absolute) coverage. 

Could variations in neuronal sampling provide any clarification on the qualitative 

vs. quantitative argument? In mFus, I found an increased number of pRFs at more 

peripheral eccentricities for upright faces, and increased visual field coverage 

(responsiveness) at the fovea for upright faces. This suggests a quantitative difference 

in face processing, with face-selective parts of the brain sampling the visual field with 

a greater number of neurons – or similar amounts that respond more strongly, which 

could also result in a greater number of pRFs identified – when faces are upright rather 

than inverted. However, because these effects were smaller than expected given the 

clear behavioural inversion effect, and the upright vs. inverted coverage differences 

were only significant at the fovea, this suggests that quantitative sampling differences 

may not be the full story.  

While there were small effects of inversion on pRF number and coverage, there 

were no reliable differences in pRF size within the FFA. This opposes previous 

research which found smaller pRFs for inverted vs. upright faces in the FFA 

(Poltoratski et al., 2021). As discussed previously, the size differences found in 

Poltoratski et al.’s (2021) study could have been linked to the reduced beta amplitudes 

– a measure of BOLD signal – that were observed for inverted compared to upright 

faces (as has been similarly observed in other studies; Kanwisher et al., 1998; Yovel 

& Kanwisher, 2004). Reduced BOLD signal in other studies could point to a 

quantitative change in a different way, with face-specific mechanisms less efficiently 

engaged for inverted faces simply because they do not stimulate face-selective 

neurons as effectively. In my study, beta amplitudes in mFus were similar for upright 

and inverted faces, so any differences – or lack of them – in pRF measures are less 
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likely to stem from variations in BOLD signal. Instead, the results from Chapter 3 

suggest that if quantitative differences in neural processing play a role in behavioural 

face inversion effects, this may involve variations in the overall amount of pRFs 

stimulated, rather than properties such as their size (which may actually be more 

reflective of a qualitative difference, as variations in pRF size indicate changes in how 

neurons respond). 

Whether they represent a quantitative or qualitative change in face processing, 

Chapter 3 demonstrates that there were smaller-than-expected neural inversion 

effects within face-selective brain regions, that reflect differences in overall pRF 

number rather than their spatial properties (pRF size). Only small neural differences 

were found despite the behavioural inversion effect showing that face-specific 

mechanisms were employed (and there being clear face inversion effects in all three 

gender acuity experiments in Chapter 2). Crucially, this suggests that although 

retinotopic properties may explain some of the differences in perception between 

upright and inverted faces – e.g. with more pRFs sampling the periphery for upright 

faces – they may not be the main factor driving configural processing. What, then, 

drives face-specific mechanisms, and what role does retinotopy play within these 

category-selective processes? 

5.3.3 Can retinotopy explain what makes face processing special? 

The configural processing of faces relies on featural selectivity, but how much 

does this depend on retinotopic location? Horizontal orientations are particularly 

important for different aspects of face perception, including identity recognition and 

holistic processing (Dakin & Watt, 2009; Goffaux & Dakin, 2010; Goffaux et al., 2016), 

and are preferentially processed within the FFA. Larger face inversion effects have 

previously been found along the horizontal vs. vertical meridian (Roux-Sibilon et al., 

2023), which likely reflects horizontal face information being processed better along 

the horizontal meridian due to an inherited radial bias from earlier visual cortex 

(Rovamo et al., 1982; Sasaki et al., 2006). This indicates that featural selectivity can 

be associated with retinotopy (as was shown in Chapters 2 and 3, with similar patterns 

of spatial selectivity for upright and inverted faces). However, the findings described 

above suggest that face-selective regions exhibit general biases for certain types of 
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information, that do not inherently depend on location (although location may play a 

part). This would explain why the retinotopic properties measured in Chapter 3 showed 

clear variations across location, with this spatial selectivity following similar patterns 

for upright and inverted faces – yet at the same time, there were relatively small effects 

of inversion on retinotopy overall (i.e. little featural selectivity).  

This distinction between featural and spatial encoding aligns with previous 

research which suggested that within category-selective brain regions, featural and 

spatial selectivity may be encoded independently – although not necessarily 

separately, with the same populations of neurons found to contain both category and 

location information (Carlson et al., 2011; Kravitz et al., 2010; Schwarzlose et al., 

2008). Previously, separate and opposing gradients of featural (category bias) and 

spatial selectivity (bias for the contralateral visual field) have been found within face- 

and place-selective brain regions (Silson et al., 2022). The findings in this thesis tie in 

with previous research and suggest that while the mechanisms underlying featural and 

spatial variations are clearly interlinked, they may also be partially separable.  

Chapter 4 presented an opportunity to investigate the link between spatial and 

featural selectivity further, by examining the relationship between selectivity for faces 

(greater responses to faces compared to other objects in general) and variance 

explained (R2) by the pRF model. As R2 quantifies how well a spatially localised pRF 

model can explain the observed BOLD responses, higher R2 values are generally 

associated with greater spatial sensitivity. Interestingly, there was a positive 

relationship between face selectivity and R2 in all three face-selective regions. This 

indicates that as selectivity for faces increased, so did sensitivity to retinotopic location. 

Therefore, contrary to the findings mentioned above (Silson et al., 2022), category and 

spatial selectivity may be encoded within face-selective cortex in a complimentary 

rather than competitive manner. In other words, face-selective neurons may encode 

both featural and spatial information (as shown by Carlson et al., 2011; Schwarzlose 

et al., 2008), without the two types of information being detrimental to each other. 

While differences in spatial selectivity did not drive inversion effects – with 

similar variations across location found for upright and inverted faces in Chapters 2 

and 3 – could the unique processing of faces be explained by other aspects of 
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retinotopy within face-selective areas? A magnified foveal bias (compared to early 

visual cortex) is considered an important functional specialisation of face-selective 

cortex, and has been associated with better face recognition (Gomez et al., 2018; 

Malach et al., 2002). Research has found a similarly strong central bias within word-

selective areas, demonstrating that this retinotopic property is not unique to face 

processing (Gomez et al., 2018; Le et al., 2017). Yet, even though word- and face-

selective parts of the brain may have similar retinotopic properties, faces still show 

larger inversion and part-whole effects compared to words (Farah et al., 1998; Ge et 

al., 2006). This suggests that while the retinotopic organisation of face-selective brain 

regions may certainly enable specialised face processing, with increased neural 

resources directed towards more critical locations (the fovea), the retinotopy itself 

cannot fully account for the differences in upright and inverted face perception.  

What else could be driving the differences between upright and inverted face 

recognition, if variations in sampling are not the full story? Instead of holistic processing 

and inversion effects arising from the way that the visual field is sampled, they could 

stem from alternative mechanisms that shape how the information is used. 

Interestingly, fMRI research has shown that there was a greater degree of functional 

connectivity within regions of the face processing network – which included core (e.g. 

FFA) and extended (e.g. STS) regions – when faces were upright, rather than inverted 

(Wang et al., 2016). Similarly, others have found increased functional connectivity 

between the FFA and regions of parietal cortex implicated in spatial processing when 

faces were manipulated configurally, as opposed to having their features replaced 

(Zachariou et al., 2017). These findings suggest that rather than inversion effects 

arising primarily from the way that individual face-selective regions sample the visual 

field, the efficiency of configural mechanisms could be linked to how well face-selective 

areas communicate the information they sample. Configural mechanisms may rely not 

only on processes contained within the FFA, but on feedforward and/or feedback 

connections with the distributed face perception network, which includes brain regions 

involved in more general cognitive abilities (Grill-Spector et al., 2017; Haxby et al., 

2000). More work is needed to uncover exactly how the specialised processing of faces 

is built into the wider visual system, and the specific role that featural selectivity plays 

within this. 
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5.4 Localisation technique can affect retinotopic measurements 

Examining the retinotopy of category-selective brain regions can be a useful tool 

in determining how visual field sampling may be similar to, or differ from, other facets 

of vision. However, Chapter 4 showed that the way that category-selective brain areas 

are functionally defined can affect the subsequent measurement of their retinotopic 

properties. Presenting localiser stimuli that contained peripherally as well as foveally 

located faces (i.e. the combination and tiled versions) resulted in a greater number of 

pRFs found across the visual field in all three face-selective regions, compared to when 

only foveal faces were shown. In mFus, there was a trend towards larger increases in 

pRF number at peripheral eccentricities, suggesting that the periphery may have 

benefitted most (likely linked to the comparatively few peripheral pRFs overall). Many 

of the additional pRFs were located at peripheral eccentricities along the horizontal 

meridian, indicating that the localisation technique would have affected the magnitude 

of the horizontal-vertical differences in pRF number measured in Chapter 3. These 

findings have important implications for pRF mapping, showing that the spatial 

properties of the localiser images affected retinotopic measurements across the visual 

field. Furthermore, without sufficiently stimulating the peripheral visual field during 

localisation, the properties of peripheral pRFs may be particularly susceptible to 

inaccuracies.  

The inclusion of peripheral faces in the localiser (i.e. the combination and tiled 

versions) resulted in a greater number of pRFs found near the fovea as well as in the 

periphery, relative to when only single faces were used. This added boost at central 

eccentricities could be the result of a greater quantity of faces providing increased 

activation within face-selective areas (i.e. nine faces per tiled image, compared to only 

one per single image). At the same time, the greatest benefit was observed for the 

combination stimuli, where there were more peripherally and centrally located pRFs. 

This suggests that the single and tiled faces may have activated different populations 

of neurons, with the single, large faces conferring their own kind of benefit. This could 

potentially be linked to the large size of the single faces, with very large faces shown 

to increase BOLD responses in the FFA compared to smaller ones (Sayres et al., 

2010). As such, the results from Chapter 4 suggest that using a large localiser with a 



 

  177 

variety of face sizes and tiling conditions could maximally activate face-selective 

cortex, and subsequently improve the accuracy of retinotopic measurements across 

the central and peripheral visual field.  

This finding that pRF number varied across the visual field depending on the 

localisation method has implications for the interpretation of previous research. In 

particular, the extent of the foveal bias within face-selective regions – which has been 

found to be magnified compared to early visual cortex, with even more neural 

resources directed to the fovea rather than the periphery (Finzi et al., 2021; Kay et al., 

2015) – may be overestimated if the localiser images only presented single faces at 

the fovea. As I found that simply increasing the size of the images could go some way 

towards stimulating the peripheral visual field – without manipulating the size of the 

faces within the images – this could be particularly true if studies displayed localiser 

images at a smaller size than the images in a separate paradigm which then 

investigates the properties of the functionally defined regions. This could involve pRF 

mapping (e.g. Finzi et al., 2021; Poltoratski et al., 2021), as well as other approaches 

used to make conclusions about central vs. peripheral face processing (e.g. Kamps et 

al., 2020; Levy et al., 2001; Schwarzlose et al., 2008). All in all, the results of Chapter 

4 highlight that before examining the characteristics of functionally defined brain 

regions, the methodology used to localise them should be carefully considered.  

5.5 Conclusions 

The central aim of this thesis was to investigate the “special” nature of face 

perception. Using a novel face acuity test, I found that our ability to recognise the 

gender of faces varies across location in a similar manner to more basic aspects of 

vision, with better spatial resolution along the horizontal vs. vertical meridian and in the 

lower vs. upper visual field. These behavioural variations were matched by enhanced 

sampling of certain regions of the visual field – driven predominantly by increased pRF 

numbers – within face-selective parts of the brain. This indicates that variations in facial 

gender perception are driven by variations in neuronal sampling within face-selective 

brain regions. Importantly, these sampling variations resembled those of early visual 

cortex. As such, these behavioural and neuroimaging findings come together to 
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highlight shared spatial selectivity between low- and high-level visual processing. This 

is consistent with a hierarchical model of vision, where complex, high-level face 

representations are built upon the information received from lower stages 

(Riesenhuber & Poggio, 1999). Crucially, spatial properties appear to be preserved 

throughout the visual system and inherited by face processing systems. 

Certain hallmarks of retinotopy were magnified within face-selective regions, 

such as the cortical magnification of the fovea, which was exaggerated even when 

face-selective parts of the brain were localised using peripherally as well as foveally 

located faces. While not unique to faces, with word-selective areas showing a similarly 

strong foveal bias, this highlights subtle variations in visual field sampling compared to 

low-level vision, within the inherently similar patterns. Certain principles of retinotopy 

within face-selective areas may therefore support face processing in general, with 

more neural resources directed towards the fovea as we usually fixate faces to 

recognise them. Similar behavioural and neural anisotropies were found across the 

visual field for upright and inverted faces, suggesting that spatial and featural selectivity 

for faces are linked. At the same time, the smaller-than-expected neural inversion 

effects despite clear behavioural inversion effects points to a separation between 

spatial and featural selectivity, suggesting that there is still a missing piece of the 

puzzle in terms of how the relatively unique – i.e. configural – processing of faces 

occurs. The specialised processing of faces could arise due to the way that face 

processing neurons use the information that they sample, rather than how they sample 

the information. Altogether, the findings in this thesis show that although the retinotopic 

characteristics of face-selective regions may certainly subserve specialised face 

processing – e.g. with an enhanced foveal bias – the retinotopy itself is not so unique 

after all. Instead, even high-level, category-selective parts of the brain adopt certain 

universal principles of the visual system, and show similar sampling variations across 

location.  
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Appendices 

Appendix A  Supplementary Information for Chapter 3 
 

 

 

 

 

 

 

 

  

Figure A.1. Comparison of the variance explained (R2) by the Gaussian and compressive 
spatial summation (CSS) models, in one participant. ROIs are displayed in different colours 
(see legend). R2 values are higher for the CSS model, particularly for OFA, pFus and mFus. 
The black line indicates equal variance between the models. 
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Figure A.2. Median exponent values from the compressive spatial summation (CSS) 
pRF model for upright (red) and inverted (blue) faces in each of the ROIs. Error bars 
represent the SEM. The dashed line represents linear summation, with all values < 1 
indicating compression. Exponent values are lower (indicating increased 
compression) in face-selective regions compared to V1-V3, as in Kay et al. (2013). 
The asterisk denotes a statistically significant difference (p < .05). 
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Figure A.3. Mean estimates of pRF size in one participant, for the Gaussian (top) and compressive 
spatial summation (CSS; bottom) models, for upright (red) and inverted (blue) faces. The Gaussian 
model estimates pRF size as s (the standard deviation of the pRF, in degrees of visual angle), while 
the CSS model defines pRF size as s/Ö(n), with n being the exponent of the compressive spatial 
summation parameter (Kay et al. 2013). Note the different axis scales between V1-V3 and the face-
selective regions.  
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Figure A.4. Mean beta amplitudes (A) and R2 values (B) for upright (red) and inverted 
(blue) faces in all ROIs. Asterisks denote statistically significant differences (p < .05). 
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Figure A.5. Behavioural results from the fixation task in the pRF experiment, showing the 
percentage of fixation cross colour changes that were correctly identified. Dots show 
individual data, with lines joining each participant’s performance for upright and inverted 
faces. Four participants had 100% correct in both the upright and inverted runs. 
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Table A.1. Linear mixed model results comparing pRF size across ROI, inversion and eccentricity. Bold 
text indicates statistical significance (p < .05). 

Table A.2. ANOVA results comparing pRF number across ROI, inversion and eccentricity. Bold text 
indicates statistical significance (p < .05). 

 

Table A.3. ANOVA results comparing visual field coverage across ROI, inversion and eccentricity. Bold 
text indicates statistical significance (p < .05). 
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Table A.5. Linear mixed model results for pRF size across horizontal and vertical locations (with ROI as a 
predictor). Bold text indicates statistical significance (p < .05). 

 

Table A.4. ANOVA results for pRF number across horizontal and vertical locations (with ROI as a factor). 
Bold text indicates statistical significance (p < .05). 
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Table A.7. ANOVA results for visual field coverage across horizontal and vertical locations (with ROI as a 
factor). Bold text indicates statistical significance (p < .05). 

 

Table A.6. Linear mixed model results for pRF size across upper and lower locations (with ROI as a 
predictor). Bold text indicates statistical significance (p < .05). 
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Table A.9. ANOVA results for pRF number across upper and lower locations (with ROI as a factor). Bold 
text indicates statistical significance (p < .05). 

Table A.8. ANOVA results for visual field coverage across upper and lower locations (with ROI as a 
factor). Bold text indicates statistical significance (p < .05). 
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Figure A.6. Estimates of visual field coverage across eccentricity (in degrees of visual angle) derived 
from upright and inverted coverage maps that had been jointly rather than independently normalised. 
For each ROI, both the upright and inverted maps were divided by the maximum value of the upright 
map. As such, these values reflect absolute differences in coverage. Statistically significant differences 
between upright and inverted coverage values are indicated by the lines across the top (p < .05). 



 

  189 

  

Figure A.7. Mean visual field coverage for upright (top) and inverted (bottom) faces. Coordinates represent 
eccentricity (in degrees of visual angle), with negative values for the left and positive values for the right 
visual field. Values were converted to log scale before plotting, for visualisation purposes (see colour bar). 
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Appendix B  Supplementary Information for Chapter 4 
 

 

 

 

  

 

Table B.1. Linear mixed model results comparing pRF size across localiser stimuli, with ROI as a 
predictor. Significant effects (p < .05) are indicated in bold. 

 

Table B.2. ANOVA results comparing pRF number across localiser stimuli, with ROI as a factor. 
Significant effects (p < .05) are indicated in bold. 
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Table B.3. ANOVA results comparing visual field coverage across localiser stimuli, with ROI as a factor. 
Significant effects (p < .05) are indicated in bold. 
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Table B.4. Vertex RAS (Right, Anterior, Superior) coordinates of the vertex with the peak T statistic in 
each of the face-selective ROIs identified using the single, tiled and combination localiser stimuli. 
Coordinates are displayed for the right hemisphere of each participant (P1-10). 
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Figure B.1. Visual field coverage across eccentricity (in degrees of visual angle) for face-selective ROIs 
delineated using single, tiled or combination face stimuli. Coverage values were derived from coverage 
maps that had been jointly rather than independently normalised (all divided by the maximum value of the 
combination map, as opposed to their own maximum values). These plots therefore represent absolute 
differences in coverage. Only data from pRF mapping with upright faces are shown. Statistically 
significant differences between combination and single (blue lines) and combination and tiled (orange 
lines) are shown across the top (p < .05). 
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