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Abstract

In this thesis, nitric oxide (NO) and nitrogen (N2) molecules, initially travelling

in pulsed supersonic beams, have been laser photoexcited into long-lived Ryd-

berg states in series that converge to selected rotational and vibrational states of

the molecular cations. Molecules prepared in these excited states were subse-

quently guided, decelerated, and trapped, from an initial speed of 800 ms−1 in

the laboratory-fixed frame of reference, using the travelling electric fields of a

cryogenically-cooled chip-based Rydberg-Stark decelerator. Electrostatic trapping

was achieved for up to 10 ms, and enabled the study of slow-decay processes of

the long-lived Rydberg states these molecules over these previously inaccessible

timescales. Measurements of the trap decay time constants, of the total population

of trapped molecules, were made after excitation into Rydberg states with principal

quantum numbers, n, between 32 and 50. For the experiments with NO, molecules

were excited into Rydberg states converging to the N+ = 0 to 6 rotational, and

v+ = 0 and 1 vibrational states of the X+ 1Σ+ ground electronic state of the NO+

cation. This allowed investigation of the effects of rotational and vibrational ex-

citation on the decay dynamics of the long-lived Rydberg states. Although such

rotational state selectivity was not possible in the excitation of the N2 molecules

to Rydberg states, long-lived Rydberg states converging toward the v+ = 0 series

limit were prepared and trapped in experiments, permitting comparison of the decay

dynamics of long-lived Rydberg states of different species.





Impact statement

The work presented in this thesis represents the first experimental demonstration

of the trapping of neutral NO and N2 molecules. Additionally, these experiments

extend the technique of Rydberg-Stark deceleration and trapping to species heavier

than H2 and He, through the use of a newly designed chip-based Rydberg-Stark

decelerator. The electrostatic trapping of long-lived Rydberg states of NO and N2

molecules has enabled the study of molecular Rydberg state decay processes on un-

precedentedly long timescales of up to 10 ms, particularly when compared to the

. 10 µs timescales on which the decay processes of these molecules had previously

been studied, and allowed slow-decay processes to be observed. These results have

therefore furthered the investigation of the physical properties of the atmospher-

ically important NO and N2 molecules, and demonstrated a means by which the

motion of similar molecules could be controlled provided appropriate excitation

schemes to long-lived Rydberg states are identified.
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Chapter 1

Introduction

Cold and ultracold samples of diatomic molecules, and their ions, have a range of

applications from tests of fundamental physics, to studies of chemical reactions at

low temperatures. For example, cold and ultracold samples of polar molecules and

molecular ions, such as ThO [1] and HfF+ [2], have energy levels, and therefore

transitions, that are sensitive to the electron electric dipole moment (eEDM). Preci-

sion measurements of these transitions enable limits to be placed on the value of an

eEDM, which allows tests of “Standard Model” physics and its extensions [1–3].

Additionally, precision measurements of vibrational intervals in cold state-selected

H2, HD, D2, and HD+ have been used to constrain the strength of a “fifth force” [4],

and proposals and measurements to place bounds on the time-dependence of fun-

damental constants, e.g., the proton-to-electron mass ratio, using transitions in

molecules have been made [5–9]. Studies of inelastic and reactive collisions be-

tween molecules, or between atoms and molecules, have been performed with the

aim of precisely measuring reaction potential energy surfaces and observing quan-

tum effects such as tunnelling, resonant energy transfer, and the formation of exotic

bound states [10–13].

To achieve low temperatures and long observation times for these types of stud-

ies, it is often necessary to control the motion of the molecules in the ground, or a

long-lived excited, state. Molecules in states that possess non-zero electric dipole

moments experience energy shifts in an external electric field. Forces can therefore

be exerted on molecules in these states using inhomogeneous electric fields [14–
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16]. Fields of this kind have been used to decelerate, and trap, “ground-state” polar

molecules using multistage Stark decelerators [17, 18]. The first demonstration of

the deceleration of a polar molecule was with CO in the metastable a 3Π1 state using

a Stark decelerator [19]. Similar deceleration and trapping experiments were also

later performed using chip-based Stark decelerators [20, 21]. These techniques were

also extended to decelerate other molecules, and enable crossed and merged beam

collision experiments to be performed with high collision energy resolution [18].

Electrostatic trapping of polar molecules in metastable states allowed the decay time

constants of these to be measured [18, 22]. Analogous techniques have been applied

to prepare cold samples of paramagnetic molecules using inhomogeneous magnetic

fields in multistage Zeeman decelerators [17]. In addition, optical based methods

for the deceleration of ground state molecules have also been demonstrated [23–25].

However, for molecules with small or zero electronic or magnetic dipole moments,

in the ground state, the methods of multistage Stark or Zeeman deceleration can-

not be employed. In these cases excitation to Rydberg states, with large electric

dipole moments, provides a potential means by which samples can be efficiently

decelerated using inhomogeneous electric fields [17, 26].

The properties of Rydberg states of molecules, including their large electric

dipole moments and their dependence on the characteristics of their molecular ion

core, means that samples in these states are of interest in a range of research ar-

eas. For example, precision spectroscopy of Rydberg states of molecules has been

used to measure properties of the parent neutral molecule [27–34]. In the case of

H2, Rydberg states were utilised in the precision measurement of the ionisation and

dissociation energies [30], and of the ground state para- to ortho-H2 energy inter-

val [31], which allowed for tests of ab inito molecular structure calculations includ-

ing effects of bound-state quantum electrodynamics [35, 36]. Similar measurements

have also been performed for D2 and HD [33, 34]. Spectroscopy of high-` Rydberg

states of molecules has also allowed the multipole moments of molecular ions to be

inferred [37, 38].

Rydberg states of diatomic atmospheric molecules, including H2, N2, O2, CO,
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and NO, play a role in the physical and chemical dynamics of atmospheric and as-

trophysical plasmas, such as those found in the Earth’s ionosphere, interstellar gas

clouds, and comet tails [39–46]. The study of the properties and decay dynamics of

Rydberg states of atmospheric molecules is therefore important in understanding re-

combination processes, including dissociative recombination, that involve Rydberg

states [41, 47–49]. In the laboratory Rydberg molecules have been used to generate

ultracold molecular plasmas [50, 51], the creation of which strongly depends on the

decay dynamics of the excited Rydberg states [52, 53].

Molecules in Rydberg states are used in the state-of-the-art studies of chem-

ical dynamics at low temperatures. This includes the study of ion-molecule reac-

tions, such as the H +
2 +HD→ H2D+ +H and H +

2 +H2 → H +
3 +H reactions, at

collision energies < 100 mK [54–59], with observations of quantum capture and

enhancement of these reaction rates at these low temperatures [59]. In these exper-

iments, reactions occurred between the ion core of the Rydberg molecule and the

neutral ground-state molecule, with the Rydberg electron shielding the reaction cen-

tre from heating by stray electric fields [54]. Rydberg states of small molecules also

offer opportunities to explore the chemistry associated with ultra-long range Ryd-

berg bimolecules, formed of a Rydberg molecule bound to a ground-state molecule

through low-energy Rydberg electron scattering [13]. In addition, the excitation

of Rydberg states in small molecules may offer opportunities to develop new laser

based schemes for trace gas detection, in particular in the detection of trace amounts

of NO [60, 61].

In many of the above research areas, it is desirable to prepare cold, velocity

controlled or trapped samples of Rydberg molecules. This can be achieved by ex-

erting forces on the excited molecules using inhomogeneous electric fields though

the methods of Rydberg-Stark deceleration upon which this thesis is based. Prior

to the work described here the only molecule for which Rydberg-Stark deceleration

had been implemented was H2 [17, 26, 62, 63], along with its isotopologues HD

and D2 [59, 64]. Deceleration and trapping of these and other Rydberg molecules

enables; studies of slow decay dynamics of Rydberg states (including how they are
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affected by intramolecular interactions), a means to perform low-temperature ion-

molecule reactions in merged beam setups, and the possibility of preparing cold

ground-state samples if the molecules are optically pumped back to the ground state

following deceleration.

In this thesis, a brief background on Rydberg states of molecules, and exam-

ples of previous measurements performed with Rydberg states of NO and N2, are

given in Chapter 2. The Stark effect in atoms and diatomic molecules, specifically

NO and N2, is presented in Chapter 3. In Chapter 4, the principle of Rydberg-

Stark deceleration, the experimental apparatus and techniques, and numerical tra-

jectory calculations are described. Experiments that demonstrate the ability to pre-

pare cold electrostatically-trapped samples of long-lived Rydberg-states of NO and

N2 molecules are described in Chapters 5 to 7. This enabled measurements of state-

dependent slow-decay processes of these molecules from the trap, with the effect

of rotational and vibrational excitation on these decays being investigated. Conclu-

sions are drawn in Chapter 8.



Chapter 2

Molecular Rydberg states

2.1 General properties of Rydberg states

All neutral atoms and molecules possess Rydberg states, with their main distin-

guishing characteristic being that they consist of a highly excited electron in an or-

bital with a large principal quantum number, n, bound to an ion core by the Coulomb

interaction. The energies of these states are given to first order by the Rydberg for-

mula [65]

Enκ = Eion−
hcRM

(n−µκ)
2 , (2.1)

where Eion is the energy associated with the Rydberg series limit. Additionally, h is

the Planck constant, c the speed of light in a vacuum, RM is the Rydberg constant

adjusted for the reduced mass of the atom or molecule, and µκ is the quantum defect,

which has a dependence on the angular momentum quantum numbers, denoted in

general by κ , of the Rydberg electron and ion core. The quantity ν = n− µκ is

referred to as the effective principal quantum number. A schematic diagram of

Rydberg series converging to the ionisation thresholds of hydrogen (H+), a non-

hyrogenic atom (X+), and a diatomic molecule (AB+) are shown in Fig. 2.1.

Although the quantum defects can depend on multiple quantum numbers, the

strongest dependence is on the orbital angular momentum of the Rydberg electron

`. It is therefore often possible to assume that µκ ≈ µ`. For hydrogenic atoms and

single-electron atomic ions, e.g., H, D, Ps, He+, and Li2+, the quantum defects are

µ` = 0 for all values of `, reflecting the observed energy degeneracy of states of a
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Figure 2.1: Schematic diagram of the Rydberg series in hydrogen (H), a non-hydrogenic
atom (X), and in a diatomic molecule (AB). From Ref. 26.

given value of n in the absence of external electric or magnetic fields. The low-`

Rydberg states (`. 3) of non-hydrogenic atoms and molecules typically have non-

zero quantum defects, i.e., |µ`|> 0. For these states the Rydberg electron penetrates

the electron charge distribution of the ion core, which results in the Rydberg electron

being incompletely shielded from the nuclear charge [66]. These states are therefore

typically more strongly bound than an equivalent hydrogenic state of the same n for

which µ` = 0. High-` Rydberg states (` & 4) can be considered approximately

hydrogenic, i.e., µ` ' 0 , and hence also degenerate in energy in the absence of

external fields.

Many of the physical properties of Rydberg atoms and molecules exhibit a

strong dependence on the value of the principal quantum number, n. Examples

of such dependencies for the H atom are shown in Table 2.1. These properties,

including large static electric dipole moments and long lifetimes, allow the motion

of atoms and molecules in Rydberg states to be controlled using inhomogenous

electric fields.
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Table 2.1: Physical properties of Rydberg atoms and their n dependence [66]. Example
values given for the H atom.

Values for H at:
Property n dependence n = 5 n = 25

Binding energy (cm−1) n−2 4387.10 175.48
State separation [adjacent n] (cm−1) n−3 1754.84 14.04
Orbital radius (Å) n2 13.237 330.916
Maximum static electric dipole moment (D) n2 76.29 2288.82
Radiative lifetime(a) (µs) n3 0.1403 16.3279
Classical ionisation limit (kVcm−1) n−4 513.661 0.822

(a) Values calculated from fluorescence lifetime of nf states in H.

2.2 Rydberg states of diatomic molecules

As can be seen in Fig. 2.1, the Rydberg energy level structure of diatomic molecules

is more complex than in atoms. Because of the large mean orbital radius of the Ry-

dberg electron, its motion can be considered, to first order, to be independent of

the vibration or rotation of the ion core. This results in multiple Rydberg series

converging to the different rotational (N+) and vibrational (v+) states of the molec-

ular ion core (AB+). In this scenario the energies of the Rydberg states are given

by Eq. 2.1 with Eion(v+,N+) = I0 +E(v+,N+), where I0 is the ionisation energy

associated with the Rydberg series converging to the ground state of the molecular

cation, and E(v+,N+) is the rotational-vibrational energy of the v+, N+ state of the

cation [43].

However, this first order approximation that leads to Eq. 2.1 is not sufficient to

describe the energies of molecular Rydberg states, as it is usually necessary to also

consider effects of intramolecular interactions between the Rydberg electron and

molecular ion core. These interactions result in the coupling of states in Rydberg

series that converge to different rotational and vibrational states of the molecular

ion core and are associated with energy shifts. These types of intramolecular in-

teractions can also play a significant role in determining the decay dynamics of the

Rydberg states of molecules.
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2.2.1 Physical origin of intramolecular interactions

A Rydberg electron can mostly be considered to be far from the molecular ion

core, and therefore primarily experiences a pure Coulomb interaction with the net

positive charge of the ion core. This results in the expression in Eq. 2.1. However,

the Rydberg electron does have a finite probability of penetrating near to or inside

the electron charge distribution in the core region, particularly for low-` states [43].

When the Rydberg electron is close to the ion core it interacts strongly with the

charge distribution of the core. These interactions can be described in terms of

the interaction of the Rydberg electron with the electric multipole moments of the

ion core. These results in perturbations to the energies given by Eq. 2.1 [43, 67–

69]. These intramolecular interactions between the Rydberg electron and ion core

allow the exchange of angular momentum, and therefore also energy, between the

Rydberg electron and the ion core, resulting in the mixing of Rydberg states which

converge to different rotational states of the ion core [43, 67–70].

However, the electron charge distribution of the molecular cation, and therefore

also the multipole moments used to described it, is dependent on its internuclear

separation, R [69, 71–74]. The interaction of the Rydberg electron with these R-

dependent multipole moments can result in a mixing of Rydberg states that converge

to different vibrational states of the ion core [69, 71, 72]. This represents a coupling

between the electronic and vibrational motion of the molecule [69]. The mixing

of Rydberg states which converge to different vibrational states of an ion core is

generally much weaker than the mixing of Rydberg states that converge to different

rotational states within a single vibrational series.

Another source of mixing between Rydberg states is the configuration mixing

that occurs for low-` states. This configuration mixing is a rotation-less mixing

of states with low-` character, that occurs in addition to mixings induced by the

multipole interactions [67, 71, 75]. The configuration mixing reflects the presence a

short-range interaction that affects low-` Rydberg states that penetrate the electron

charge distribution on the molecular ion core [70, 71, 75]. The combined effects

of these interactions means that, even for high-` molecular Rydberg states that may
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appear ostensibly “atom like”, the molecular characteristics can be important. The

incorporation of effects of these types of interactions into calculations of the energy

level structure of Rydberg states of molecules is discussed in Chapter 3.

2.2.2 Decay processes of molecular Rydberg states

Rydberg states of molecules can decay by both radiative and non-radiative pro-

cesses. The intrinsic decay processes of Rydberg states of an isolated diatomic

molecule (i.e., excluding decays induced by collisions, ionisation by external elec-

tric fields, or blackbody induced transitions) are; fluorescence, autoionisation, and

predissociation.

All Rydberg states of molecules can decay by fluorescence to energetically

lower lying states, i.e., AB∗→ AB(∗′)+ hυ . Here AB∗ represents the excited Ry-

dberg state, AB(∗′) represents the state to which the Rydberg state spontaneously

decays to (this can be an electronically excited state or the ground state), and hυ

represents the photon (or photons) emitted. The total fluorescence decay rate of

an individual Rydberg state is therefore determined by calculating the sum of the

spontaneous emission decay rates to all energetically lower lying states. Fluores-

cence decay rates typically scale with n−3 for isolated low-` states. However, states

with higher values of ` have fluorescence decay rates that scale with up to n−5 [66],

and in the case `-mixed Rydberg-Stark states this dependence is ∼ n−4 [76]. For

context, the hydrogenic field-free fluorescence lifetimes of np and nf states are on

the order of 10 µs and 100 µs for n ∼ 40, i.e., these states have fluorescence rates

of ∼ 105 s−1 and ∼ 104 s−1, respectively.

Autoionisation can occur when a bound state in one Rydberg series lies ener-

getically above another Rydberg series limit, associated with a different quantum

state of the ion core. In this scenario the bound state is located within the ioni-

sation continuum of the other series. If there is an intramolecular interaction that

couples bound and ionisation continuum states there is then a probability that the

“bound” state collapses into the ionisation continuum and ionisation occurs, i.e.,

AB∗→AB++e− [43, 77, 78]. Autoionisation may therefore be viewed as a conse-

quence of energy transfer from the nuclear degrees of freedom of the molecular ion
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core to the Rydberg electron. In molecules, rotational or vibrational autoionisation

of Rydberg states can occur. These arise following excitation of bound states for

which the coupling to the ionisation continuum occurs predominantly by rotational

or vibrational channel interactions, respectively. These intramolecular couplings are

strongest for low-` (` . 3) states, and result in larger autoionisation rates for these

states. In NO, rotational autoionisation rates of N+ = 12 np states are ∼ 1010 s−1

for n ∼ 40 [79], and ng states in the v+ = 1 series have vibrational autoionisation

rates of ∼ 107 s−1 for n∼ 40 [80].

In predissociation, energy is redistributed from the Rydberg electron to the nu-

clear degrees of freedom of the molecule, resulting from the interaction of Rydberg

and valence state potential energy curves. In this case there is a finite probability of

the “bound” state collapsing into the dissociation continuum leading to the dissoci-

ation of the neutral molecule into fragments, i.e., AB∗→ A+B(∗) [43, 77, 78]. In

predissociation some of the internal energy of the molecule is transferred into the

kinetic energy of the neutral fragments, which can be in the ground or an excited

state [78]. The predissociation rates are strongly `-dependent and are largest for

` . 3 states in molecules. For example, in NO the predissociation rates of np and

nf states are on the order of 109 s−1 and 108 s−1 for n ∼ 40, these correspond to

lifetimes of ∼ 1 ns and ∼ 10 ns, respectively [81, 82].

The probability, and therefore the associated decay rate, of these non-radiative

processes occurring for states in an isolated molecule generally depends on the ex-

tent to which the Rydberg electron wavefunction penetrates into the electron charge

distribution of the ion core [43, 78]. Therefore, the rates of these decay processes

have an n- and `-dependence. States of higher values of n and ` typically have

slower decay rates. For uncoupled states in the absence of external fields, the

n-dependence of the non-radiative-decay rates is ∼ n−3, reflecting the n−3/2 de-

pendence of the amplitude of the Rydberg electron wavefunction in the core re-

gion [43, 66, 78, 83]. The overall decay rate therefore also scales with ∼ n−3 for

these states. However, coupling between Rydberg states induced by intramolecular

interactions, and/or external electric fields, alter decay rates and can result in either
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a change to the n-dependence, or a break-down of the typical n-scaling expected for

“hydrogenic” species.

2.3 Previous experiments with Rydberg NO and N2

molecules
In this section, previous experiments in which Rydberg state in NO and N2 were

studied are described. This includes a particular emphasis on previous studies of

excited state decay dynamics, including non-radiative decay process of `≤ 4 Ryd-

berg states in these molecules. The interpretation of the work reported in this thesis,

with measurement timescales approximately two orders of magnitude larger than

those accessible in previous studies, requires an understanding of these previous

results, and the mechanisms leading to the decay of low-` Rydberg states.

2.3.1 NO

The excitation of high Rydberg states in NO using resonance enhanced two-colour

two-photon X 2ΠΩ′′ (v′′, J′′)→ A 2Σ+ (v′, N′, J′)→ n`X+ 1Σ+ (v+, N+) excitation

schemes was first demonstrated in experiments performed by Ebata et al. [84] and

Seaver et al. [85] in 1983. Using this type of multiphoton excitation scheme to pop-

ulate high Rydberg states, the decay dynamics of these states were studied using a

combination of spectroscopy and the direct measurement of the lifetimes. Typically

such experiments centred on the properties of optically accessible low-` states, for

which `≤ 4.

The lifetimes of high-n (n = 40 to 122) Rydberg states in NO, excited on

np(0) and nf(2) resonances from the intermediate A 1Σ+(N′ = 0,J′ = 1/2) state,

were measured by Vrakking and Lee [81, 82], with and without the application

of external electric fields. These lifetimes were measured, following excitation to

spectrally-resolved high-n states, by monitoring the change in the excited state pop-

ulation with time using delayed pulsed electric field ionisation (PFI), see Fig. 2.2(a).

The corresponding lifetimes were extracted by fitting exponential functions to the

experimental data, from which a value for the decay time constant was obtained.
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(a) (b)

(c)

Figure 2.2: (a) Example of decay curve measured for the 50f(2) Rydberg state using de-
layed PFI. The continuous curve is a single exponential function fit to the data
at times > 5 ns. Measured lifetimes of states excited on (b) nf(2), or (c) np(0)
resonances from the intermediate A 1Σ+(N′ = 0,J′ = 1/2) state in nominally
zero electric field (open circles) and in DC electric fields of ∼ 20 mVcm−1 to
2 Vcm−1 (filled circles) - see text for details. Figure adapted from Refs. 81 and
82.

The measured lifetimes for states excited on nf(2) and np(0) resonances are seen in

Fig. 2.2(b) and (c), respectively, with the measurements either preformed in nomi-

nally zero electric field (open circles) or in weak applied fields (filled circles).

For the nf(2) measurements recorded in nominally zero electric field [Fig. 2.2(b)],

the lifetimes below n ' 65 scaled with n3, as expected of field-free low-` Rydberg

states. The lifetimes of these states were on the order of ten nanoseconds, which

suggested that the decay of the molecule was dominated by fast predissociation

rather than fluorescence. However, for n = 65 to 70 the lifetimes measured on the

nf(2) resonances increased, to ∼ 100 ns, before plateauing at a maximum value of

∼ 400 ns at n ' 80. This increase in the lifetime at high values of n reflected the

presence of stray electric fields in the apparatus. For non-degenerate low-` Rydberg

states (` . 3) a finite electric field is required to induce `-mixing with the degen-

erate high-` manifold [denoted n(2) for N+ = 2], with the field required to cause

complete `-mixing Fmix ∝ |µ`|n−5, where µ` is the quantum defect of the low-`

state. The n(2) high-` states have longer lifetimes than the nf(2) states in zero elec-

tric field, with their lifetimes dominated by fluorescence rather than predissociation.
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Therefore `-mixed Rydberg states prepared by photoexcitation in the presence of an

electric field have longer lifetimes than pure nf(2) states. However, in the experi-

ments associated with Fig. 2.2, stray electric fields were reduced to ∼ 10mVcm−1.

These fields were therefore only comparable to the electric field required to induce

strong `-mixing of the nf(2) states with n(2) states at high values of n. Hence, the

increase in the measured lifetimes between n = 65 and 70 was attributed to the stray

field becoming sufficient to completely mix the nf(2) and n(2) states in this range of

values of n. The slight decrease in the lifetimes of states with n & 80 was attributed

in part to further mixing with ns or nd states at these higher values of n. The ns and

nd Rydberg states are also short lived with high predissociation rates.

A similar trend was observed in the np(0) states in nominally zero electric field

[Fig. 2.2(c)]. (i) The lifetimes below n ' 116 are short, i.e., < 10 ns, because of

the high predissociation rates of states with p character in NO, but increase with n,

and (ii) a sharp increase in lifetime to the order of 100 ns is seen for n ≥ 116. As

with photoexcitation on nf(2) resonances, discontinuities in the n-dependence of

the measured decay times is attributed to effects of `-mixing in the ∼ 10 mVcm−1

stray electric fields in the apparatus.

For the 92p(0) and 95p(0) states in Fig. 2.2(c), the lifetimes measured are on

the order of 100 ns, as opposed to the < 10 ns lifetimes of the surrounding states.

The larger lifetimes of these two states was explained by Bixon and Jortner [86] to

be the consequence of charge-dipole interactions between the Rydberg electron and

the NO+ ion core. These interactions strongly couple an np(0) state and an acci-

dentally near degenerate n′d(1) state, which, if the electric field is sufficiently large,

will mix with the longer-lived high-` n′(1) states. In this situation, the np(0) state

acts as a ‘doorway state’ though which the longer lived n′(1) states are populated.

In the cases of the excitation on the 92p(0) and 95p(0) resonances, long-lived 80(1)

and 82(1) states are populated by this mechanism, respectively.

In the measurements in Fig. 2.2(b) and (c), the strength of the applied electric

field in the apparatus was set for each value of n to cause significant mixing with

the degenerate high-` states. The longer lifetimes observed for these same values
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of n indicates that this `-mixing occurred. The measured lifetimes of the `-mixed

states photoexcited on the np(0) resonances were then in line with the ∼ n4 scaling

expected for `-mixed Stark states. For the optically accessible `-mixed states with

nf(2) character, the lifetimes were observed to ‘saturate’ for n & 70. This ‘satura-

tion’ was attributed to enhanced mixing with the short-lived predissociative states

with `≤ 2 that occurs in higher fields at low values of n, or at higher values of n in

fields of a similar strength.

Measurements and calculations reported by Goodgame et al. [71] of the

Stark effect in v+ = 1 Rydberg states in NO with values of n between 10 and

20, and therefore located above the v+ = 0 series limit, allowed for additional

studies of intramolecular interactions, and excited state lifetimes from the spec-

tral linewidths. These Rydberg states were accessed through the intermediate

A 2Σ+(v′ = 1,N′,J′) state, with N′ = 0, J′ = 1/2 or N′ = 2, J′ = 5/2, in the pres-

ence of electric fields up to 1000 Vcm−1. An example of the spectra recorded

in this work can be seen in Fig. 2.3. In this case, excitation occurred though the

A 2Σ+(v′ = 1, N′ = 0, J′ = 1/2) state. From a comparison of the calculated and

measured spectral linewidths, the lifetimes of the low-` states with v+ = 1 and val-

ues of n between 10 and 20 were estimated in this work to be between ∼ 1 ps and

∼ 50 ps. These lifetimes are dominated by fast non-radiative decay processes that

include contributions from predissociation and vibrational autoionisation.

Further studies of Rydberg states of NO in electric fields were later carried out

by Jones et. al. [87] and Patel et. al. [88]. These works focused on effects of

intramolecular interactions and the Stark structure of v+ = 0 Rydberg states. Laser

photoexcitation spectra recorded, in electric fields of up to 150 Vcm−1 with detec-

tion using the complementary methods of pulsed electric field ionisation, and analy-

sis of the predissociation fragments by laser photoionisation. These measurements,

when combined with calculations, allowed intramolecular interactions between op-

tically accessible np(N+) or nf(N+) states, and neighbouring high-` states to be

studied. In addition, they allowed the determination of the distribution of np(N+)

and nf(N+) character among the `-mixed Stark states in the presence of electric
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Figure 2.3: Stark spectra of v+ = 1 Rydberg states in NO excited from the
A 1Σ+(N′ = 0,J′ = 1/2,v′ = 1) intermediate state. From Ref. 71.

fields. The implementation of the two detection methods also highlighted the im-

portance of predissociation on the decay of the states excited and how this changes

in the presence of an electric field.

Rotational autoionisation, vibrational autoionisation, and predissociation of

the higher-`, ng Rydberg states in NO have also been investigated in experiments

conducted by Fujii and Mortia [89]. The ng states, with either v+ = 0 or 1, were

prepared in these experiments by excitation from 4f Rydberg states, with v′ = 0 or

1. These 4f states were accessed from the ground state in a resonance-enhanced

two-colour two-photon transition through the A state. Detection of the molecules in

Rydberg states in these experiments was achieved by delayed PFI at times between

50 ns and 3 µs after laser photoexcitation. In this work only states with n & 55
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28g(1)4

(a) (b)

Figure 2.4: (a) Example of measured NO+ signal recorded following autoionisation of the
28g(1)4 Rydberg state in NO. (b) Comparison of the measured ng-state decay
rates (blue bar), averaged over all values of N+ and N, and calculated total
decay rates (stacked green and purple bars for the autoionisation and predis-
sociation contributions, respectively). The black line and points represent a fit
to the experimental data to show the n−3 dependence. Figure adapted from
Ref. 80.

could be detected by PFI, and these states had lifetime on the order of 1 µs. This

is significantly shorter than the ∼ 300 µs fluorescence lifetime expected at these

values of n. The dominant decay process of the ng Rydberg states in these experi-

ments was therefore identified as fast predissociation. In measurements of v+ = 0,

N+ = 12, ng Rydberg states, molecules in states with n . 55 were detected by de-

layed PFI. This indicated that the molecules in these states decayed by rotational

autoionisation. In addition, this autoionisation process was concluded to be faster

than predissociation in these states. In this work, a sharp increases in the autoioni-

sation rate was observed at the thresholds associated with the onset of ∆N+ = −6,

−4, and −2 rotational autoionisation.

Further investigation of vibrational autoionisation rates of v+ = 1 ng Rydberg

states was carried out recently by Barnum et al. [80]. The ng Rydberg states were

accessed in their experiments using the same photoexcitation scheme as Fujii and

Mortia [89], with a spectral resolution of 0.05 cm−1 sufficient to observe the elec-

tronic fine structure. The decay of the molecules was monitored by delayed PFI,

with a field that was selected to prevent ionisation of the bound Rydberg states,

so that only ions produced by autoionisation were detected. An example of the

measured NO+ ion signal for the n`(N+)N = 28g(1)4 state reported in this work

is shown in Fig. 2.4(a). As seen from the data in Fig. 2.4(b), the measured decay
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rates followed an n−3 dependence. In the analysis of this work, autoionisation de-

cay rates were computed using a long-range charge-multipole interaction model to

described the electrostatic interactions between the Rydberg electron and the NO+

ion core. When combined with the known predissociation rate of the v+ = 0, ng

Rydberg states, the calculated total decay rates γtot. = γdis.+γauto. [green and purple

bars in Fig. 2.4(b)] were in good agreement with the measured rates. This indicated

that ∼ 70 % of the decay of the v+ = 1 ng states occurs because of autoionisation,

with the remaining ∼ 30 % being from predissociation.

Recently, experiments by Deller and Hogan [90] demonstrated the possibility

of preparing hydrogenic Rydberg states in NO with lifetimes in excess of 10 µs. In

the experiments, the molecules were photoexcited using two counter propagating

lasers to v+ = 0 Rydberg states, with values of n between 40 and 100, from the

ground X 2Π1/2(v′′ = 0, N′′ = 1, J′′ = 3/2) state through the A 2Σ+(v′ = 0, N′ =

0, J′ = 1/2) intermediate state. The excited molecules travelled for 126 µs, over

a distance of ∼ 100 mm, before detection. In this work, only states with lifetimes

& 10 µs were detected. An example of a Rydberg spectrum recorded in this way

is seen in Fig. 2.5. This shows that long-lived Rydberg states were consistently

populated by photoexcitation on the nf(2) resonances. On some np(0) resonances,

e.g., the 65p(0) resonance, long-lived states were also accessible.

Because the field-free nf(2), or np(0), Rydberg states decay on time scales

< 100 ns by fast non-radiative processes, they are therefore too short-lived to be

observed in the spectrum in Fig. 2.5. Consequently, a combination of `- and MN-

mixing must have occurred to populate high-|MN | states without any short-lived `.

3 character. Such states therefore have fluorescence-dominated lifetimes ≥ 10 µs.

This MN-mixing can be caused by the presence of time-varying electric-fields or

collisions close to the time of photoexcitation [76, 91].

The spectrum in Fig. 2.5 is dominated by transitions to nf(2) Rydberg states

because of their small quantum defects (µf ' 0.02), and the associated requirement

for only weak electric fields to cause strong `-mixing. In contrast, the larger quan-

tum defects of the np(0) states (µp ' 0.7) meant they did not efficiently mix with
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Figure 2.5: Laser photoexcitation spectrum of high Rydberg states in NO recorded by de-
layed PFI 126 µs after photoexcitation. When recording this spectrum the
molecules were excited through the A 2Σ+(v′ = 0, N′ = 0, J′ = 1/2) interme-
diate state. From Ref. 90.

high-` states of the same N+ series. They only led to the population of long-lived

states where there are accidental degeneracies with these states in another N+ se-

ries [67, 86].

This work also utilised a two-dimensional spectroscopy technique, based on

photoexcitation and state-selective electric field ionisation, to characterise the ex-

cited state populated 126 µs after excitation. The two-dimensional spectra of these

long-lived Rydberg states can be seen in Fig. 2.6. The white bands in this figure

represent the range of diabatic ionisation electric fields expected for hydrogenic

Rydberg-Stark states in the N+ = 0 to 4 rotational series. As the states excited on

nf(2) resonances are seen to predominantly ionise within the N+ = 2 range of ion-

isation fields, it was concluded that hydrogenic high-|MN | states with N+ = 2 were

populated. On some resonances, the range of ionisation fields corresponds to states

in multiple N+ series. This indicates accidental degeneracies that, through a com-

bination of charge-multipole interactions and electric-field-induced mixing, lead to

the population of states in different N+ series. For states populated following pho-

toexcitation on np(0) resonances, for n . 70 the range of ionisation fields indicates
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Figure 2.6: Two-dimensional spectra, recorded by state-selective electric field ionisation,
of long-lived Rydberg states in NO with detection 126 µs after photoexcita-
tion. The white regions in the lower panels correspond to the range of diabatic
ionisation fields expected for hydrogenic Rydberg-Stark states in the N+ = 0 to
4 rotational series. From Ref. 90.
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that the long-lived states are of N+ = 1 character. This is consistent with the pop-

ulation of hydrogenic n′(1) states through the combined effects of charge-dipole

interactions and electric-field-induced mixing. For n & 70, from υ2 & 30510 cm−1

in Fig. 2.6, a band of long-lived hydrogenic states with N+ = 0 character is seen.

This corresponded to a spectral region in which the stray electric fields in the exper-

iment were sufficiently strong for electric-field-induced `-mixing of the np(0) states

with high-` states in the N+ = 0 series to have occurred.

2.3.2 N2

High Rydberg states in N2 have not been as extensively studied as those in NO.

However, experiments have been performed to excite Rydberg states of N2 ei-

ther directly in single-photon transitions from the ground state [92–94], or using

resonance-enhanced multiphoton excitation schemes [95, 96]. The experiments in

the literature centred on spectroscopy of low-` (` ≤ 3) Rydberg states, but also in-

cluded investigations into effects of rotational autoionisation. Here studies of the

singlet Rydberg states in N2 are summarised. However, it is worth noting that high-

n triplet Rydberg states in N2 have also been studied following laser excitation from

the metastable E 3Σ+
g state [97].

Experiments in which Rydberg states converging to the X+ 2Σ+
g ground elec-

tronic state of N+
2 were prepared by direct single-photon excitation from the X 1Σ+

g

ground state were carried out by Huber and Jungen [92]. In this work, tuneable

extreme ultraviolet (XUV) radiation, with wavelengths of ∼ 80 nm, allowed the

excitation of singlet np and nf Rydberg states. In the spectra reported, np Rydberg

states with N+ = 0, 1, and 2 were observed for n . 40. Analysis of these data

using a multichannel quantum defect theory (MQDT) model allowed Hund’s-case-

(b) quantum defects for the np states to be determined, as well as the ionisation

wavenumber of N2 of 125667.032± 0.065 cm−1. However, spectra recorded us-

ing this method can be complex, because multiple rotational states of the ground

electronic state are populated, leading to difficulties in assignment of all Rydberg

states.

To reduce the complexity of the spectra, excitation of high-n singlet Rydberg
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Figure 2.7: Example of Rydberg spectra recorded after excitation through the a′′ 1Σ+
g inter-

mediate state. Calculated energies for np(N+ = 3) Rydberg states are shown.
Spectra (a) to (e) were recorded using PFI fields of between 6.67 Vcm−1 and
1.00 Vcm−1, respectively. A constant dc field of 0.1 Vcm−1 is present for
all spectra. The dashed vertical lines indicate the approximate wavenumbers
for which the electric field ionisation rate is > 109 s−1 in the PFI field. From
Ref. 96.

states in N2 was also carried out by resonance-enhanced multiphoton excitation

through the a′′ 1Σ+
g state (the nominal 3sσ Rydberg state), by Merkt et al. and

Mackenzie et al. [95, 96]. In these works, delayed PFI was used to detect only

Rydberg states with n & 50. This simplified the spectra, allowing easier assignment

of the spectral features. Ions produced by direct photoionisation and by electric field

ionisation were separated in the experiments using a weak dc electric field. Prompt

photo-ions were accelerated in this process through a smaller potential difference

than the ions from Rydberg state field ionisation, and therefore arrived at the MCP

later. Example spectra recorded by PFI, in a dc electric field of 0.1 Vcm−1 is

shown in Fig. 2.7. In these spectra, transitions to np Rydberg states with N+ = 3

are observed. The range of Rydberg states detected increased as the strength of

the ionisation field increased. The dashed vertical lines in these spectra indicate the

approximate wavenumbers at which the hydrogenic electric field ionisation rate was
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calculated to be > 109 s−1.

The excitation of np Rydberg states in N2 by multiphoton excitation has also

been used to investigate decay dynamics of high-n Rydberg states [95]. In that work

delayed PFI over times up to ∼ 25 µs was used to monitor the change in the num-

ber of Rydberg N2 molecules present, and to measure spectra with detection 7 µs

after photoexcitation. Rydberg states converging to either odd or even values of

N+ were investigated, within the restrictions imposed by nuclear spin statistics in

N2 and N+
2 . These nuclear spin statistics mean that the N+ = 0 (N+ = 1) ionisation

limit is the lowest ionisation limit for even (odd) values of N+, such that autoionisa-

tion only occurs for Rydberg states with N+ ≥ 2 (N+ ≥ 3). Weak dc electric fields

present in these experiments meant that individual Rydberg resonances were not

resolved for n & 65. For N+ = 0 (N+ = 1) Rydberg states, populated following ex-

citation of optically accessible np states, no Rydberg molecules were detected with

n . 100. This indicated that any molecules in these states must have decayed by

predissociation into neutral atoms that were not detected by PFI, since decay by flu-

orescence is not expected to play a significant role on the experimental timescales.

For n & 100, `-mixing in the residual uncancelled stray electric field in the appara-

tus resulted in general in a decrease in the effects of predissociation. However, the

decay rates of the Rydberg states with n & 200 increased because of electric field

and collisional ionisation. For N+ = 2 (N+ = 3) Rydberg states, populated though

the optically accessible np states, rotational autoionisation was observed. For states

with n. 100 approximately 30 % of the molecules decayed by fast autoionisation in

< 500 ns, with the remaining∼ 70 % decaying by predissociation. The observation

of molecules that predissociate, as opposed to decay by more rapid autoionisation,

is attributed to the population of Rydberg states that have no autoionisation channels

and that therefore could not decay by this means. For n & 100, the molecules ex-

cited were observed to decay in a biexponential manner, with a faster decay at early

times and a slower decay at later times. The early decay time constant was observed

to scale with ∼ n4 as expected for `-mixed Rydberg-Stark states. The slower decay

at later times was attributed to `- and m`-mixing.
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Stark effect

In this chapter, Section 3.1 and 3.2 provide a description of the Stark effect in Ryd-

berg states of atoms, how it can be calculated, and the fluorescence lifetimes of these

Rydberg states. An explanation of Hund’s angular momentum coupling schemes of

importance in calculating the energy level structure in high-n Rydberg states of di-

atomic molecules is then presented in Section 3.3. Details of the calculations of

the energy-level structure and Stark effect in such Rydberg states in NO are then

given in Section 3.4. In Section 3.5 calculations of the lifetimes of these Rydberg-

Stark states in NO using input from the Stark effect calculations are then discussed.

Example calculations of the Stark effect in N2 are presented in Section 3.6. The

contents of Sections 3.4 and 3.5 are based on work published in Ref. 98, with ap-

propriate adaptations made to conform with the requirements of this thesis.

3.1 Stark effect in atoms

In an electric field, the energy levels in atoms can be shifted from their zero-field

values by the Stark effect [66]. In general, the total atomic Hamiltonian accounting

for the Stark effect can be expressed as

Ĥtot = Ĥ0 + ĤStark, (3.1)

where Ĥ0 and ĤStark represent the field-free and Stark Hamiltonians, respectively.

The field-free Hamiltonian for an atom with a single excited Rydberg electron is
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diagonal in an |n, `,m`〉 basis, and the matrix elements are given by

〈n, `,m`|Ĥ0|n, `,m`〉= Eion−
hcRM

(n−µ`)
2 , (3.2)

i.e., the Rydberg formula in Eq. 2.1. For an electric field of ~F = (0,0,Fz), the

Stark Hamiltonian is expressed as ĤStark = eFzẑ [26, 66], where e is the electron

charge. Because the field-free basis and Hamiltonian are conveniently described in

spherical polar coordinates, it is also appropriate to express the Stark Hamiltonian

as ĤStark = eFzr cosθ , where r and θ representing the radial and angular coordinates

of the Rydberg electron [26, 66]. The matrix elements of the Stark Hamiltonian can

then be written as

〈n′, `′,m′`|ĤStark|n, `,m`〉= eFz〈`′,m′`|cosθ |`,m`〉〈n′, `′|r|n, `〉, (3.3)

where 〈`′,m′`|cosθ |`,m`〉 and 〈n′, `′|r|n, `〉 represent the angular and radial inte-

grals, respectively.

As the angular integral in Eq. 3.3 is expressible as the integration of three

spherical harmonic functions over all solid angles,1 the value of
〈
`′,m′`

∣∣cosθ |`,m`〉

can be written in terms of the product of two Wigner-3J symbols with [99–101]

〈`′,m′`|cosθ |`,m`〉

= (−1)m`
√
(2`′+1)(2`+1)

 `′ 1 `

−m′` 0 m`

`′ 1 `

0 0 0

 , (3.4)

in which the

()
parentheses represent the Wigner-3J symbols. From Eq. 3.4, the

1Given that 〈`′,m′`|cosθ |`,m`〉 ≡ (−1)m′`
√

4π

3
∫

Y`′−m′`
(θ ,φ)Y10(θ ,φ)Y`m`

(θ ,φ)dΩ, with the
general identity [99, 100]∫

Y`1 m`1
(θ ,φ)Y`2 m`2

(θ ,φ)Y`3 m`3
(θ ,φ)dΩ

=

√
(2`1 +1)(2`2 +1)(2`3 +1)

4π

(
`1 `2 `3

m`1 m`2 m`3

)(
`1 `2 `3
0 0 0

)
.
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selection rules for the interactions with the electric fields lead to non-zero matrix

elements when

∆`=±1, ∆m` = 0, (3.5)

i.e., ` is no longer a good quantum number with the resulting eigenstates being

of mixed ` character. The radial integral in Eq. 3.3 can be solved exactly for hy-

drogenic atoms, but for atoms with non-zero quantum defects the integral must be

calculated numerically using, for example, the Numerov method [102]. The total

energies of the atomic levels in the presence of an electric field are obtained then by

diagonalising the total Hamiltonian, Ĥtot.

Examples of the Stark effect in Rydberg states of the H atom and the singlet

Rydberg states of He are shown in Fig. 3.1. For the case of H, the Hamiltonian can

be solved analytically using parabolic coordinates [66], where total energies can be

expanded in terms of the external field, such that to second order

En,k,m`
=Eion−

hcRM

(n−µ`)
2 +

3
2

nkea0Fz

− 1
16

n4 [17n2−3k2−9m2
` +19

] e2a2
0

EHar
F2

z ,

(3.6)

where k = n1−n2 is an index characterising the Stark states, with n1 and n2 being

the parabolic quantum numbers, and EHar = 2hcRM is the Hartree energy. The

index k can take values from k = −(n−|m`|−1) to +(n−|m`|−1) in steps of 2.

For non-hydrogenic atoms, such as He, the energies are not exactly described by

Eq. 3.6 because of the non-zero quantum defects (especially of the low-` states).

Particularly noticeable is that when the Stark states with neighbouring values of n

begin to overlap; in H the resulting energy level crossings are exact in the |n, `,m`〉

basis, while in He and other non-hydrogenic atoms these crossing are not exact

but are instead avoided crossings. The size of these avoided crossings decreases

if the low-` states with large non-zero quantum defects are absent from the Stark

manifold. These low-` states can be removed if the value of |m`| is increased from

0 to a value greater than that of the low-` states with significant non-zero quantum

defects.
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Figure 3.1: Stark effect in Rydberg states of H (black) and He (red) atoms around n = 38
for the values of m` indicated. The calculations presented in this figure were
performed using Eqs. 3.1 to 3.4, with the eigenvalues calculated by diagonali-
sation of the total Hamiltonian (Eq. 3.1) at each value of the electric field, Fz.
The calculations for He were carried out for the singlet Rydberg states, with
quantum defects drawn from Ref. 103. All energies are relative to the Rydberg
series limit.

3.2 Fluorescence lifetimes

Atoms in electronically excited states can decay by spontaneous emission of a pho-

ton and subsequent de-excitation to an energetically lower-lying state. In zero-

field and within the electric dipole approximation, the spontaneous emission rate

from a state |n, `,m`〉 to an energetically lower-lying state |n′, `′,m′`〉 is given by the
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Einstein-A coefficient [104]

An′`′m′`,n`m`
=

e2ω3
n′`′m′`,n`m`

3}c3πε0

∣∣〈n′, `′,m′`|r̂q|n, `,m`〉
∣∣2 , (3.7)

where ωn′`′m′`,n`m`
= (En`m`

−En′`′m′`
)/}. The dipole matrix elements in Eq. 3.7 can

be expressed in terms of Wigner-3J symbols as [99–101]

〈n′, `′,m′`|r̂q|n, `,m`〉=(−1)m′`
√

(2`′+1)(2`+1)

×

 `′ 1 `

−m′` q m`

`′ 1 `

0 0 0

〈n′, `′|r|n, `〉, (3.8)

where the value of q reflects the polarisation of the light (q = 0 being linearly po-

larised light, and q = ±1 being circularly polarised light), and 〈n′, `′|r|n, `〉 is a

radial integral. The selection rules associated with these electric dipole transitions

are that

∆`=±1, ∆m` = 0,±1, (3.9)

where ∆m` = 0 (±1) transitions occur through the emission of a linearly (circularly)

polarised photon. To calculate the total spontaneous emission, i.e., fluorescence,

decay rate of an |n, `,m`〉 state, the sum of the decay rates to all electric dipole

allowed energetically lower lying states is computed, i.e.,

γ
(fl)
n`m`

= ∑
n′`′m′`

An′`′m′`,n`m`
, (3.10)

where this sum extends over all polarisations of light. The spontaneous emission

lifetimes are then given by the inverse of the total decay rate, i.e.,

τ
(fl)
n`m`

= 1/γ
(fl)
n`m`

. (3.11)

The fluorescence lifetimes of field-free atomic Rydberg-states are highly de-

pendent on the values of n and `, but m` does not affect the lifetime of a given

field-free state in free-space. Examples of the `-dependence of the fluorescence
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Figure 3.2: Calculated fluorescence lifetimes, τn`, of field free n = 38 Rydberg states of H
(black circles) and singlet He (red open squares).

lifetimes of the Rydberg states in H and He with n = 38 are shown in Fig. 3.2. The

longer lifetimes for larger values of ` primarily reflects the ω3
n′`′m′`,n`m`

dependence

of the Einstein-A coefficients. This is because, the highest-angular-frequency tran-

sitions are then to the lowest possible `′ = `−1 state for all states except the `= 0

state, where the highest-angular-frequency transition is to the lowest lying `′ = 1

state. Therefore the largest value of ωn′`′m′`,n`m`
decreases as the value of ` increases

resulting in smaller decay rates, and longer lifetimes [66]. The n-dependence of the

fluorescence lifetimes depends on the value of `. For the low-` states, the fluores-

cence lifetimes scale with n3, reflecting the n-dependence of the overlap of the Ry-

dberg wavefunction with the lowest lying state with `′ = `−1 (or `′ = 1 for `= 0),

that are separated by the largest transition frequency. The value of ωn′`′m′`,n`m`
for

transitions to this lowest-lying state is approximately constant as n→ ∞ [66]. For

the outermost `= n−1 states however, the lifetimes scale with n5 because the only

possible electric-dipole allowed decay permitted is to the state with n′ = n−1 and

`′ = n′− 1. In this case ωn′`′m′`,n`m`
∝ n−3 and the dipole matrix elements are ap-

proximately proportional to n2 [66]. For non-hydrogenic atoms, the lifetimes of

the low-` states differ from those of the H atom because of their non-zero quantum

defects, and the different transition frequencies to the lowest lying state, whereas
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Figure 3.3: Calculated fluorescence lifetimes of n = 38 Stark states, in a field of 5 Vcm−1,
for H and singlet He.

higher-` states with quantum defects of µ` ' 0 in non-hydrogenic atoms have life-

times that behave hydrogenically.

For Rydberg-Stark states, the `-mixed character results in lifetimes that reflect

the distribution of `-character present. The fluorescence decay rates of atoms in a

Stark state |i〉 can be determined by decomposing the state to identify the contribu-

tions from each field-free basis state, | j〉= |n j, ` j,m` j〉, using

γ
(fl)
i = ∑

j

∣∣ci j(Fz)
∣∣2 γ

(fl)
j , (3.12)

where ci j(Fz) = 〈i| j(Fz)〉 are coefficients of the eigenvector calculated for a field

Fz. The eigenvector elements can be obtained by diagonalisation of the total Hamil-
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(i) (ii)Hund's case (b) Hund's case (d)

Figure 3.4: Schematic diagram of (i) Hund’s-case-(b), and (ii) Hund’s-case-(d) idealised
angular momentum coupling schemes.

tonian, Ĥtot, and the field free decay rates γ
(fl)
j can be calculated using Eq. 3.10.

Examples of H and He Stark-state lifetimes, for n = 38 and m` = 0 to 4 are shown

in Fig. 3.3 for a field of 5 Vcm−1. In both cases as the value of |m`| increases the

Stark-state lifetimes also increase. This reflects the fact that at higher values of |m`|

shorter-lived low-` character states (see Fig. 3.2) are not available to mix into the

Stark states. This results in longer lifetimes for higher |m`|. For a given Rydberg-

Stark state, the fluorescence lifetimes scale with approximately n4, reflecting the

`-mixed character of these states [76, 91].

3.3 Hund’s angular momentum coupling schemes
In Rydberg states of molecules it is necessary to consider how the orbital angular

moment of the Rydberg electron couples to the rotational angular moment of the ion

core. This is achieved through the idealised Hund’s coupling cases. For the Rydberg

states of the molecules of interest in this thesis, consideration of the Hund’s case (b)

and Hund’s case (d) is required [77, 105]. The descriptions given here are restricted

to diatomic molecules.

In Hund’s case (b) and Hund’s case (d) the angular momenta considered are

the orbital angular momentum of the Rydberg electron, ~̀, and the angular momen-
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tum of the ion core excluding spin, ~N+, which sets the rotational energy scale.2 The

total angular momentum excluding spin is ~N = ~N++~̀ [68, 77, 78, 105]. Schematic

diagrams of these coupling cases can be seen in Fig. 3.4. In the Hund’s-case-(b)

limit the rotational energy-level splitting is smaller than the electronic energy-level

splitting, with the Rydberg electron’s orbital angular momentum strongly coupled to

internuclear axis of molecular ion core [43, 77]. In this instance the quantum num-

ber representing the projection of the Rydberg-electron’s orbital angular momentum

vector along the internuclear axis, λ , is a well defined quantum number [43, 70].

However, N+ is not a good quantum number because Rydberg states of different

N+ are strongly mixed in the Hund’s-case-(b) limit [43]. In Hund’s case (d) the

electronic energy-level splitting is small compared to the rotational splitting, and

the coupling between ~̀ and ~N+ dominates over the coupling between ~̀ and the in-

ternuclear axis of molecular ion core [77, 105]. In this case the quantum number

N+ is well defined, whereas λ is no longer a good quantum number.

For each Hund’s coupling case the angular momentum basis state wavefunc-

tions is expressed in terms of a distinct set of good quantum numbers. Ex-

cluding spin and the spin projection onto a fixed z-axis, which are common to

both cases and are not important to the discussions presented here, the Hund’s-

case-(b) and Hund’s-case-(d) basis states can be expressed as |`,λ ,N,Λ,MN〉 and

|`,N+,Λ+,N,MN〉, respectively [43, 77]. Here Λ+ represents the projection of the

total orbital angular momentum of the molecular ion core, ~N+, onto the internu-

clear axis [77, 78, 106, 107]. Λ = Λ+ + λ is the projection of the total orbital

angular momentum, ~N, onto the internuclear axis for the Rydberg state of the neu-

tral molecule [106, 107]. The projection of the total angular momentum on a fixed

external z axis, MN , is well defined in Hund’s case (b) and Hund’s case (d). How-

ever, the projection of ~̀ along the z axis, m`, is not well defined, even in Hund’s

case (d) [71, 77]. The Hund’s-case-(d) basis states are therefore expressed as a sum

2Explicitly ~N+ = ~R++ ~L+, where ~R+ and ~L+ are the rotational and total electron orbital angular
momentum of the ion core (excluding spin), respectively [78]. ~R+ is defined as being in the direction
perpendicular to the internuclear axis [105]. Hence the projection of ~N+ along the internuclear axis
is equivalent to the projection ~L+, which is denoted as Λ+.
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over the possible m` and MN+ (the projection of ~N+ along the z axis) combinations,

for fixed values of N and MN [77]. This sum is expressed as [77],

|`,N+,Λ+,N,MN〉=

∑
m`,MN+

(−1)`+N+−MN
√

2N +1

 ` N+ N

m` MN+ −MN

 |`,m`,N+,Λ+,MN+〉. (3.13)

The Wigner 3J symbol, in Eq. 3.13, dictates that |`−N+| ≤ N ≤ `+N+, and

MN = m`+MN+ .

Although the probability density, integrated over a spherical shell, of the Ry-

dberg electron is largest far from the ion core, where the Hund’s-case-(d) coupling

scheme applies, there is a finite probability of the Rydberg electron penetrating,

or closely approaching, the molecular ion core. In this region the stronger cou-

pling of the Rydberg electron to the ion core is more appropriately described by

the Hund’s-case-(b) coupling scheme. Rydberg states therefore represent an inter-

mediate case between the Hund’s-case-(b) and Hund’s-case-(d) idealised angular

momentum coupling schemes [105]. To link the wavefunction of the Rydberg elec-

tron between the Hund’s-case-(b) and Hund’s-case-(d) regions a transformation is

required to allow multichannel quantum defect theory (MQDT) to be employed as

a means of calculating the effects of intramolecular interactions [70, 71, 108, 109].

Alternatively, the effect of intramolecular interactions can be accounted for by

directly considering the interaction of the Rydberg-electron in a Hamiltonian ap-

proach described using a set of Hund’s-case-(d) basis states with the multipole mo-

ments of the molecular ion core [67–69]. A combination of these approaches was

employed in the calculations reported in this thesis, which are described below.

3.4 Calculations of the Stark effect in Rydberg states

of NO

To aid the interpretation of the results of the experiments presented in this thesis,

calculations of the energy-level structure and lifetimes of the Rydberg states in NO
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in the presence of externally applied electric fields were performed. The methods

used in these calculations follow those reported in Refs. 70, 71, 88, and 110, and

involved determining the eigenvalues and eigenvectors of the Hamiltonian matrix

describing the interaction of the molecule with an external electric field. Although

these calculations are presented for the case of NO, the method can also be applied

to other diatomic molecules whose Rydberg states can be described well by Hund’s

case (d), such as the singlet Rydberg states in N2.

The calculations presented here were performed in the |n`N+N MN〉 Hund’s-

case-(d) basis. In this basis the total Hamiltonian can be expressed as,

Ĥ(d)
tot = Ĥ(d)

0 + Ĥ(d)
Stark, (3.14)

where Ĥ(d)
0 and Ĥ(d)

Stark represent the field-free and Stark Hamiltonians, respectively.

Ĥ(d)
Stark contains all contributions arising from the presence of the the external electric

field.

3.4.1 Field-free Hamiltonian

For Rydberg states in NO, the field-free Hamiltonian, Ĥ(d)
0 in Eq. 3.14, contains

diagonal contributions that represent the energies of the unperturbed Hund’s-case-

(d) eigenstates. These were calculated using the Rydberg formula (Eq. 2.1). Off-

diagonal contributions to Ĥ(d)
0 arise from the interactions of the Rydberg electron

with the electric dipole moment, electric quadrupole moment, and electric polar-

isability of the NO+ ion core [67–69]. They also contain contributions from the

multi-electron character of NO+ which because of short range interactions causes

sσ −dσ configuration mixing [70, 71] (σ represents the λ = 0 projection of the

Rydberg electron orbital angular momentum vector onto the internuclear axis).

The general approach used here to construct the matrix Ĥ(d)
0 follows that pre-

sented by Goodgame et. al. [71], which itself is based on the work of Fredin et.

al. [70] on the determination of off-diagonal elements of the field-free Hamiltonian

from a first order approximation to MQDT. Off-diagonal matrix elements arising

from the interaction of the Rydberg electron with the electric dipole moment of the
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NO+ ion were calculated using the method described by Bixon and Jortner [67, 86].

To construct the Hamiltonian, Ĥ(d)
0 , it is separated into a diagonal part, Ĥ(d)

diag, a

part that accounts for the interaction of the Rydberg electron with the static electric

dipole moment of the NO+ ion core, Ĥ(d)
dip , and a part that accounts for the combina-

tion of the interaction of the Rydberg electron with the electric quadrupole moment

and higher order multipole moments of NO+, and the sσ −dσ configuration mix-

ing, Ĥ(d)
multi, i.e.,

Ĥ(d)
0 = Ĥ(d)

diag + Ĥ(d)
dip + Ĥ(d)

multi. (3.15)

The Hamiltonian H(d)
diag is diagonal in the |n`N+N MN〉 basis with matrix ele-

ments given by,

〈n`N+N MN |Ĥ(d)
diag|n`N+N MN〉

= hc
[
Wv+ + B+

v+N+
(
N++1

)
− D+

v+
[
N+
(
N++1

)]2 − RNO

ν2

]
. (3.16)

Here, Wv+ is the ionisation wavenumber of the Rydberg series converging to the

ground electronic state of the NO+ cation with vibrational quantum number v+. For

v+ = 0 this has a value of W0 = 74721.7 cm−1 [71, 88]. For larger values of v+

the ionisation wavenumber was determined from the vibrational energy of the NO+

cation given by [78]

G+
v+ = ω

+
e

(
v++

1
2

)
−ωeχ

+
e

(
v++

1
2

)2

, (3.17)

with ω+
e and ωeχ+

e the equilibrium vibrational constant and the equilibrium anhar-

monic vibrational constant, respectively. Hence, for v+ > 0

Wv+ =W0 +(G+
v+−G+

0 ), (3.18)

and in the X+ 1Σ+ state of NO+
ω+

e = 2376.42 cm−1 and ωeχ+
e = 16.262 cm−1 [72],

such that W1 = 77065.6 cm−1 [71]. Also in Eq. 3.16, B+
v+ and D+

v+ are the rotational

and centrifugal distortion constants for NO+. These are weakly dependent on the
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value of v+ since [78]

B+
v+ = B+

e −α
+
e

(
v++

1
2

)
, (3.19)

where B+
e is the equilibrium rotational constant, and α+

e is the rotational-vibrational

coupling constant. In the X+ 1Σ+ state of NO+ B+
e = 1.99727 cm−1 and α+

e =

0.01889 cm−1 [72]. For v+ = 0 and 1 the values the rotational constants are there-

fore B+
0 = 1.987825 cm−1 and B+

1 = 1.968935 cm−1, respectively [72, 88]. Here

D+
v+ is assumed to be approximately constant over the vibrational states of interest

with a value of D+
0 = 5.64×10−6 cm−1 [72, 88].

The Rydberg constant adjusted for the reduced mass of NO required in Eq. 3.16

is RNO = 109735.31 cm−1, and in this expression ν = n− µ
(d)
`,(N+,N)

represents the

effective principal quantum number calculated using the Hund’s-case-(d) quantum

defects µ
(d)
`,(N+,N)

. These quantum defects, µ
(d)
`,(N+,N)

, depend strongly upon the value

of `, but are also weakly dependent on the values of N+ and N as shown below.

The elements of the Hamiltonian matrix Ĥ(d)
dip are given by [67, 69, 86],

〈n`N+N MN |Ĥ(d)
dip |n

′ `′N+′N′MN
′〉

=
−eµNO+

4πε0
〈ν `|r−2|ν ′ `′〉 f (`N+N MN ;`′N+′N′MN

′), (3.20)

where e is the electron charge, ε0 is the vacuum permittivity, µNO+ is the electric

dipole moment of NO+ in a coordinate system with its origin at the centre of mass

of the molecule, and 〈ν`|r−2 |ν ′`′〉 is a radial integral. The angular integral,

f (`N+N MN ;`′N+′N′MN
′)

=(−1)`
′+`+N′

√
(2N++1)(2N+′+1)

√
(2`+1)(2`′+1)

×

N′ N+ `

1 `′ N+′


N+ 1 N+′

0 0 0

` 1 `′

0 0 0

δN,N′δMN ,MN′ ,
(3.21)

where the terms in the large () and {} parentheses represent Wigner 3J and 6J

symbols, respectively, and δN,N′ and δMN ,MN
′ are Kronecker delta functions. Ĥ(d)

dip
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leads to interactions between Hund’s-case-(d) basis states for which,

∆`=±1; ∆N+ =±1; ∆N = 0; ∆MN = 0. (3.22)

The radial integral, in Eq. 3.20, was calculated using the Gilbert-Child [67, 111]

near-threshold approximation with a finite quantum defect such that,

〈ν `|r−2|ν ′ `′〉= 2a−2
NO
(
νν
′)−3/2 (

λ`+λ`
′+1

)−1 sin
[
π
(
λ`−λ`

′)]
π
(
λ`−λ`

′) , (3.23)

where λ` = `−µ
(d)
`,(N+,N)

, and aNO is the Bohr radius adjusted for the reduced mass

of NO. This charge-dipole interaction is strongest between low-` states, i.e., states

with large non-zero quantum defects. In these calculations, a static electric dipole

moment for NO+ of µNO+ ' 0.4 D was used. This was based on the value re-

ported from calculations, at the equilibrium internuclear separation, for the X+ 1Σ+

state [73, 112–115].

The elements of the Hamiltonian matrix Ĥ(d)
multi can be expressed as [71] ,

〈n`N+N MN |Ĥ(d)
multi|n

′ `′N+′N′MN
′〉

=− 2hcRNO

ν3/2ν ′3/2 H(N)

`N+,`′N+′δN,N′δMN ,MN
′, (3.24)

with,

H(N)

`N+,`′N+′ = ∑
Λ

A(N `)
N+Λ

HΛ

``′ A
(N `′)

N+′Λ
, (3.25)

where A(N `)
N+Λ

represents the Hund’s-case-(b) to Hund’s-case-(d) frame transforma-

tion, and HΛ

``′ are Hund’s-case-(b) matrix elements.

For Rydberg states converging to the 1Σ+ state of NO+ with Λ+ = 0 (Λ+ is the

projection of the total electron orbital angular momentum vector of the NO+ cation

onto the internuclear axis which, for a Σ state, is zero), the projection of the total

orbital angular momentum vector in the neutral NO molecule onto the internuclear
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Table 3.1: NO Hund’s-case-(b) quantum defects, µ
(b)
`Λ

, for `≤ 3 from Ref. 88.

Λ

0 1 2 3
` 0 0.210

1 0.7038 0.7410
2 0.050 -0.053 0.089
3 0.0182 0.0172 0.00128 0.0057

axis is Λ = λ [70]. With this in mind A(N `)
N+Λ

can be expressed as [63, 71, 77, 106],

A(N `)
N+Λ

= (−1)`+Λ−N+

 ` N N+

−Λ Λ 0

√2N++1

√
2

1+δΛ0
. (3.26)

Note that the Rydberg-electron spin and spin projection are common to Hund’s case

(b) and Hund’s case (d) so do not appear in these transformations [77].

In NO, the configuration mixing predominantly occurs between the sσ

(`= 0, Λ = 0) and dσ (`= 2, Λ = 0) Hund’s-case-(b) basis states, and therefore re-

sults in `-mixing of the Rydberg eigenstates. In Hund’s case (b), the corresponding

matrix elements, that account for these effects of configuration mixing, are [70, 71],

HΛ

``′ =



1
2

(
µ
(b)
sσ −µ

(b)
dσ

)
sin2θsd if ` = 0,2; `′ = 2,0; Λ = 0

µ
(b)
sσ cos2 θsd +µ

(b)
dσ

sin2
θsd if ` = `′ = 0; Λ = 0

µ
(b)
sσ sin2

θsd +µ
(b)
dσ

cos2 θsd if ` = `′ = 2; Λ = 0

µ
(b)
`Λ

otherwise(` = `′),

(3.27)

where θsd = −38.7◦ is the sσ −dσ mixing angle [70], and µ
(b)
`Λ

are the Hund’s-

case-(b) quantum defects. Taking this into account the complete sets of selection

rules for the intramolecular interaction accounted for in H(d)
multi are,

∆`= 0,±2; ∆N+ =±2; ∆N = 0; ∆MN = 0, (3.28)

where the ∆` = ±2 interactions only occur between basis states with ` = 0 and

`′ = 2, and vice versa. The Hund’s-case-(b) quantum defects, µ
(b)
`Λ

, used in the
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calculations are listed in Table 3.1. To obtain the Hund’s-case-(d) quantum defects,

µ
(d)
`,(N+,N)

, required in the determination of ν in Eqs. 3.16, 3.20, and 3.24, a frame

transformation was performed such that,

µ
(d)
`,(N+,N)

=
`

∑
Λ=0

(
A(N `)

N+Λ

)2
HΛ
``. (3.29)

3.4.2 Stark Hamiltonian

In an electric field ~F =(0,0,Fz), the Hund’s-case-(d) Hamiltonian in Eq. 3.15 can be

extended to include contributions from the Stark effect. The resulting perturbation,

Ĥ(d)
Stark = eFzẑ, has matrix elements given by [63, 71, 116],

〈ν `N+N MN |Ĥ(d)
Stark|ν

′ `′N+′N′MN
′〉

=eFz(−1)N−MN+N′+N++`+1
√
(2N +1)(2N′+1)

×

 N 1 N′

−MN 0 MN
′

 ` N N+

N′ `′ 1

〈ν `||r||ν ′ `′〉δN+,N+′,
(3.30)

where the integral,

〈ν `||r||ν ′ `′〉=

−(`+1)1/2〈ν `|r|ν ′ `+1〉 if l′ = l +1

`1/2〈ν `|r|ν ′ `−1〉 if l′ = l−1
. (3.31)

This perturbation leads to non-zero off-diagonal couplings between states, within

the same rotational series, for which ∆`=±1, i.e., between states for which,

∆`=±1; ∆N+ = 0; ∆N = 0,±1( 0 6→ 0); ∆MN = 0. (3.32)

The radial integrals 〈ν `|r|ν ′ `′〉 on the right-hand side of Eq. 3.31 were evaluated

using the Numerov method [102] with a pure Coulomb potential. Stepwise inte-

gration was performed inwards from large r to either the inner classical turning

point of the Rydberg electron orbit, or the polarisability radius, rα , of the NO+ ion

core, whichever was encountered first. The polarisability radius, rα , was taken to
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Figure 3.5: Calculated Stark maps for v+ = 0 Rydberg states in NO with (a) MN = 0, (b)
MN = 2, and (c) MN = 4. The wavenumbers on the vertical axis are shown
relative to the v+ = 0, N+ = 0 series limit.

be rα ' (αNO+)1/3 [102], where αNO+ ' 8 a.u. is the electric dipole polarisability

of the NO+ cation [117, 118].

An example of a Stark map calculated by diagonalising Ĥ(d)
tot , and encom-

passing the wavenumber region around the field-free 38(2) state, is displayed in

Fig. 3.5. The energy-level structure for states with MN = 0, 2, and 4 are displayed

in Fig. 3.5(a), (b), and (c), respectively. The quantum numbers used to label the

individual states on the left-hand side of each panel in this figure indicate the dom-

inant character in zero electric field. In this labelling scheme, a distinction is made

between non-degenerate low-` (` ≤ 3) states, for which the dominant ` character

can be determined in weak fields, and high-` (`≥ 4) degenerate states. For context,

atomic Stark effect calculations can achieve accuracies of ∼ 30 MHz for electric

fields up to the Inglis–Teller limit [119]. In NO similar calculations to those pre-

sented here have been tested to lower precision [71, 88].

3.5 Lifetime calculations for NO
Using the eigenvectors obtained following diagonalisation of Ĥ(d)

tot , the lifetimes of

the Rydberg states in NO in the presence of an electric field could be determined.
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Table 3.2: Predissociation rate parameters, Rdis(`), for v+ = 0 states in NO (see text for
details).

` Rdis(`)(s−1) Refs.

0 9.42×1013 [86]*

1 3.03×1014 [82, 86]
2 1.88×1014 [86]*

3 8.10×1012 [82, 86]
4 1.60×1011 [89, 110]

* Arbitrarily partitioned in Ref. 86 from [Rdis(0)+Rdis(2)]/2πc' 1500 cm−1.

Knowledge of the rates of decay by fluorescence, γfl(k), and predissociation, γdis(k),

of each basis state, denoted |k〉=
∣∣nk `k N+

k Nk MNk
〉
, allowed the total decay rate of

an eigenstate |i〉 of Ĥ(d)
tot to be expressed as,

γ0(i) = ∑
k
|cik(Fz)|2

(
γfl(k)+ γdis(k)

)
, (3.33)

where cik(Fz) = 〈k|i(Fz)〉 are the coefficients of the corresponding eigenvector in the

electric field Fz.

In this calculation the fluorescence decay rates γfl(k)= 1/τfl(k) of the basis states

were calculated by considering the Einstein-A coefficients of the hydrogenic Ryd-

berg states in zero field. These values are expected to be correct to within an order

of magnitude, with better agreement for higher values of `. The effect of `-mixing

was then accounted for through the dependence of cik(Fz) on the field strength (see

Section 3.2).

The predissociation rates, γdis(k), required in Eq. 3.33 are dependent upon νk

and `k. This dependence can be expressed as [86],

γdis(k) =
Rdis(`k)

ν3
k

, (3.34)

where Rdis(`k) is the predissociation rate parameter for a basis state with ` = `k.

The predissociation rate parameters for Rydberg states in the v+ = 0 series that are

available in the literature for values of `≤ 4, and used in the calculations described
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Figure 3.6: Calculated lifetimes of Rydberg-Stark states in NO with n = 38, N+ = 2, and
v+ = 0 for (a) MN = 0, (b) MN = 2, and (c) MN = 4. For each value of MN ,
the 2N++ 1 = 5 Stark manifolds are shown, with the calculated lifetimes de-
termined using Eq. 3.33, which also depend on the `-mixed character (see text
for details). The wavenumbers on the horizontal axis are shown relative to the
v+ = 0, N+ = 0 series limit. All calculations were performed for an electric
field of 5 Vcm−1.

here, are presented in Table 3.2, and are expected to be accurate to within an order

of magnitude. For higher values of `, Rdis(`) was assumed to be zero in these

calculations, because currently explicit measurements of predissociation rates for

higher-` states are absent in the literature. This absence of higher-` predissociation

rate parameters, and therefore the assumption that higher-` states do not have a

significant predissociation rate, is the primary limitation of the lifetime calculations

performed here.

The calculated lifetimes, τ0(i)= 1/γ0(i), of the n= 38, N+= 2 Rydberg states in

the v+ = 0 series with MN = 0, 2, and 4 in NO are shown in Fig. 3.6(a), (b), and (c),

respectively. In each panel, the 2N++1 = 5 Stark manifolds can be identified. All

calculations shown in this figure were performed for an electric field of 5 Vcm−1.

For low values of |MN |, i.e., |MN | ≤ 2, contributions from predissociation dominate

the decay of the excited states and the lifetimes of the states in the different Stark

manifolds overlap. For larger values of |MN |, predissociation plays a less important
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role, and the corresponding states decay predominantly by fluorescence.

The high predissociation decay rates of the low-` (`≤ 3) basis states, which are

between ∼ 108 s−1 and ∼ 5× 109 s−1 for n = 38, dominate over the fluorescence

decay rates (∼ 104 s−1 for n= 38) of these states. On the other hand, for high-` basis

states (`≥ 4) the total decay rates are smaller, with fluorescence rates ranging from

∼ 102 s−1 to∼ 104 s−1 and predissociation rates < 3×106 s−1, which decrease with

decreasing values of `. Because of the lack of available predissociation rate data for

higher ` states, only the predissociation of basis states with ` ≤ 4 was considered

in calculations. With this in mind, mixed states, with some high-` character and

some low-` character, can have significantly reduced lifetimes compared to those

of the higher-` states in zero-electric-field. This can be seen in Fig. 3.6(a), where

all possible ` values are present for MN = 0, with significant low-` character mixed

into all Stark states. The lifetimes of states with MN = 0 are all < 1 µs, i.e., they

decay predominantly by predissociation even in weak electric fields.

When |MN |> 0 not all low-` basis states contribute to the `-mixed Stark states.

However individual low-` states are not absent from all Stark manifolds with the

same value of |MN |. Contributions from basis states with particular values of N+

and ` reduce when |MN |> |N+−`|, and are completely absent when |MN |>N++`.

Therefore, in the example case with N+= 2, to prevent `≤ 3 basis states mixing into

at least one of the Stark manifolds populated, it is necessary for |MN | to be greater

than or equal to 2. The effect this has on the lifetimes can be seen in Fig. 3.6(b) and

(c). When MN = 2 [Fig. 3.6(b)], only one of the N+ = 2 Stark manifolds has no

` ≤ 3 character. This manifold is easily identifiable as that with lifetimes between

∼ 10 µs and ∼ 1 ms. The shorter lifetimes towards the centre of this manifold

reflect the presence of an `= 4 component which causes decay by predissociation.

For the case in which MN = 4 [Fig. 3.6(c)], the Stark manifolds are clearly

distinguishable by the lifetimes of their component states. In the manifold with the

shortest lifetimes (∼ 10 ns) the lowest-` basis states present are those for which `=

2. Whereas, in the manifold with the longest lifetimes (∼ 1 ms) ` ≥ 6. In between

these extreme cases the lowest ` basis state present lies between these values. In
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Table 3.3: Singlet N2 Hund’s-case-(b) quantum defects, µ
(b)
`Λ

, for `≤ 2 from Ref. 120.

Λ

0 1 2
` 0 0.900

1 0.608 0.684
2 0.13 -0.07 0.03

these data it is therefore possible to distinguish between manifolds of states that

decay predominantly by predissociation and contain low-` (` ≤ 3) character, and

those with only high-` (`≥ 4) character for which decay by fluorescence dominates.

The asymmetry in the lifetimes of the states of the Stark manifolds with ` ≤ 3

character in Fig. 3.6, arises because the low-` states are not degenerate with those

of higher ` in zero-field.

3.6 Calculations of the Stark effect in Rydberg states

of N2

For the singlet Rydberg states of N2, that converge to the X+ 2Σ+
g (v+, N+) ground

state of the ion core, similar Stark effect calculations to those in Section 3.4 were

performed. Hund’s case (d) is an appropriate choice of basis for these calculations,

particularly because S = 0 for the singlet states. Since N2 and N+
2 have no electric

dipole moment in their ground states, the field-free Hamiltonian for the Rydberg

states of N2, given by Eq. 3.15, does not contain contributions from charge-dipole

interactions. As a result Ĥ(d)
0 = Ĥ(d)

diag + Ĥ(d)
multi, where Ĥ(d)

diag and Ĥ(d)
multi are given by

Eqs. 3.16 and 3.24, respectively. In addition to this, Rydberg series in N2 that con-

verge to even or odd values of N+ are isolated from each other because these series

are associated with the ortho and para forms of N2, with ortho-para interconversion

being forbidden [95].

The Hund’s-case-(b) quantum defects, required in calculating Ĥ(d)
multi and in cal-

culating the Hund’s-case-(d) quantum defects using Eq. 3.29, are listed in Table 3.3

for ` ≤ 2. Since the contributions of sσ − dσ mixing have not been studied in the

literature for high Rydberg states, this was not accounted for in the calculations.
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Figure 3.7: Calculated Stark maps for v+ = 0 Rydberg states in N2 with (a) MN = 0, (b)
MN = 2, and (c) MN = 4. Only states with even values of N+ are shown. The
wavenumbers on the vertical axis are shown relative to the v+ = 0, N+ = 0
series limit.

The Hund’s-case-(b) quantum defects for Rydberg states with `= 3 were not avail-

able in the literature. However, the Hund’s-case-(d) quantum defect for these states

is known to be ∼ 0.01 [94]. This value was therefore used for all ` = 3 states in

the calculations. States with ` ≥ 4 were assumed to have Hund’s-case-(d) quan-

tum defects of zero. In calculating Ĥ(d)
diag, the Rydberg constant corrected for the

reduced mass of N2 was RN2 = 109735.17 cm−1, the ionisation wavenumber for

states in the v+ = 0 series was W0 = 125667.0 cm−1, and the rotational and cen-

trifugal distortion constants of the N+
2 cation with v+ = 0 were B+

0 = 1.92234 cm−1

and D+
0 = 6.106×10−6 cm−1, respectively [92, 94, 121].

With this information the Stark effect in the Rydberg states of N2 was then

calculated in the same way as in Section 3.4, using Eq. 3.30 to account for the per-

turbations to the zero-field Hamiltonian that arise from the external electric field.

An example of a Stark map, calculated in this way, is shown in Fig. 3.7 for the

wavenumber region encompassing the field-free 38(2) state. Because of the restric-

tions imposed by the nuclear-spin statistics, only even values of N+ were considered

in these calculations. The energy-level structure for states with MN = 0, 2, and 4
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is displayed in Fig. 3.7(a), (b), and (c), respectively. Unfortunately, unlike the case

of NO, where a significant body of literature exists on the predissociation rates of

the low-` Rydberg states, the predissociation decay rates for even the low-` (`. 3)

Rydberg states in N2 are not available. Consequently the lifetimes of the Rydberg

states in the presence of electric fields could no be determined.





Chapter 4

Experimental techniques

The possibility of controlling the motion of atoms and molecules in Rydberg-Stark

states, with large static-electric dipole moments, arises because forces can be ex-

erted on samples in these states using inhomogeneous electric fields. This idea was

first suggested by Wing [15] and Breeden and Metcalf [16] in the 1980s. Experi-

ments to control the motion of Rydberg atoms in this way were then first reported

in 2001 by Townsend et al. [122]. In this work, beams of krypton atoms in selected

Rydberg-Stark states were deflected using the inhomogeneous electric field above

two oppositely charged cylindrical electrodes. Since then, a wide range of tools for

guiding, decelerating, and trapping Rydberg atoms and molecules have been im-

plemented which rely on the same general principles [26]. Since all neutral atoms

and molecules with a stable ion core possess Rydberg states, these methods can in

principle allow for the control of the motion of any species for which excitation to

these states can be achieved. Previously, Rydberg-Stark deceleration and guiding

experiments have been performed to control the motion of H [123–127], D [128],

H2 [62, 63, 129–131], HD [59, 64], D2 [64], He [132–137], Ar [138, 139], Kr [122],

and Ps [140–142]. Of these only H, D, H2, and He were electrostatically trapped

following Rydberg-Stark deceleration [62, 63, 125, 128, 134–136].

The experiments described in this thesis utilised the technique of Rydberg-

Stark deceleration to prepare samples of cold trapped diatomic molecules in highly-

excited Rydberg states. Specifically, a chip-based transmission-line Rydberg-Stark

decelerator was used [133, 134, 143]. The techniques described below can allow
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for a species independent means of trapping cold samples of atoms or molecules,

provided they can be efficiently excited to Rydberg-Stark states with large elec-

tric dipole moments (& 1000 D), and lifetimes & 10 µs. This species-independent

means of preparing cold samples of atoms or molecules is particularly desirable for

studies involving molecules for which other methods of cooling or trapping can-

not be used, e.g., there are no convenient closed-cycling laser cooling transitions

available, no ground-state electric or magnetic dipole moments, or where buffer gas

cooling is not efficient [144].

4.1 Principles of Rydberg-Stark deceleration

As discussed in Chapter 3, in an electric field, ~F , the Rydberg states of an atom or

molecule undergo a Stark shift [66]. Examples of the Stark shifts of high-Rydberg

states of NO and N2 can be seen in Figs. 3.5 and 3.7, respectively, for MN = 0, 2,

and 4. The total energy of these Rydberg-Stark states can be considered to be

Etot = E0 +EStark, (4.1)

where E0 is the field-free energy and EStark corresponds to the shift in the energy be-

cause of the Stark effect. For hydrogenic Rydberg states [labelled n(N+) in Figs. 3.5

and 3.7] this Stark shift is approximately linear in small electric fields [66], and can

be expressed as,

EStark =−~µelec ·~F , (4.2)

where ~µelec is the static electric dipole moment of the Rydberg-Stark state.

If a molecule in a Rydberg-Stark state is located in an inhomogeneous electric

field, a force is exerted on it in the direction that minimises its potential energy, Etot.

Since the field-free energy, E0, in Eq. 4.1 has no dependence on the electric field,

the force exerted on the molecule depends only on the Stark shift and is given by,

~f =−~∇(EStark) . (4.3)
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For states with linear Stark shifts,

~f = ~∇
(
~µelec ·~F

)
. (4.4)

Therefore, states with positive (negative) energy shifts, i.e., EStark > 0 (EStark < 0),

are known as low-field-seeking [LFS] (high-field seeking [HFS]), because the force

exerted on a molecule in these states acts in the direction of smaller (larger) electric

fields. If a molecule in a LFS state travels from a region of small to large electric

field, its potential energy increases and hence its kinetic energy decreases, because

of the Stark effect. This leads to deceleration of the molecule. This force can

be utilised to trap sufficiently cold/slow moving molecules in LFS Rydberg-Stark

states around electric field minima.

However, it is not necessarily possible to use arbitrarily large electric fields to

decelerate and trap molecules in Rydberg-Stark states. Firstly, in large electric fields

the probability of electric field ionisation increases, with the field required for ioni-

sation scaling with n−4 [26, 66, 90, 145]. Secondly, the presence of non-degenerate

low-` states in the Stark manifold, which occurs for low values of |MN |, can re-

sult in large avoided crossings where states of adjacent n cross. This can be seen

for NO [N2] in Fig. 3.5(a) [Fig. 3.7(a)] when MN = 0. The probability of travers-

ing these large avoided crossings adiabatically is generally high, and the molecule

then goes from being LFS to HFS (or vice versa) as the energy shift around the

avoided crossing switches from being positive to negative (or vice versa). The elec-

tric fields that can be used for deceleration and trapping in cases where large avoided

crossing are encountered must therefore be limited to those below the crossings.

These are typically the fields associated with the Inglis-Teller limit FIT = F0/(3n5)

[where F0 = 2hcRM/eaM, with RM and aM are the Rydberg constant and Bohr ra-

dius adjusted for the reduced mass] where the n and n+1 manifolds first cross [66].

However, if low-` states with large quantum defects are removed from the Stark

manifolds, which can be achieved by exciting states of high-|MN |, these avoided

crossings are significantly smaller, see Fig. 3.5(c) [Fig. 3.7(c)] for MN = 4 in NO

[N2]. In this situation the probability of traversing the avoided crossings diabati-
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cally is high and the energy shift of the molecule remains of the same sign on either

side of the crossing, which allows efficient deceleration in larger electric fields and

the removal of significantly more kinetic energy per unit distance in a field gradient.

The finite lifetimes of Rydberg-Stark states also impose limitations on the

particular states that can be decelerated and trapped. To decelerate molecules in

Rydberg states their lifetimes must be at least comparable to the time it takes to

implement the deceleration process. As typical timescales for deceleration in the

experiments described here are∼ 100 µs, the states used for deceleration must have

lifetimes significantly in excess of ∼ 10 µs. Deceleration can therefore only be ef-

fectively achieved using states with high-|MN | which have lifetimes several orders

of magnitude larger than those of low-|MN |, because of the removal of the fast pre-

dissociative low-` character from the Stark-manifold, as is discussed in Section 3.5

and shown in Fig. 3.6 for the case of NO.

Molecules in Rydberg states with high values of |MN |, i.e., |MN | & 3, can be

populated selectively using resonance-enhanced multi-photon excitation schemes

with circularly polarised laser radiation, as has been demonstrated for the case of

H2 molecules [62, 63]. Alternatively, similar high-|MN | states can be populated by

MN-mixing in weak time varying electric fields [76, 91], that can originate from the

presence of charged particles or electrical noise close to the time of photoexcitation.

In this case deceleration and trapping of the molecules acts to filter out those in these

long-lived high-|MN | states. This filtering of the molecules in long-lived Rydberg

states occurs because of the finite time required for the deceleration, and because

of the requirement to undergo diabatic transversal of the avoided crossings in the

deceleration fields, which also only occurs with a high probability for high values

of |MN |.

4.2 Experimental apparatus and methods

A schematic diagram of the apparatus used in the experiments can be seen in

Fig. 4.1. A pulsed supersonic beam of NO or N2 molecules was generated, with a

mean longitudinal speed v̄z ' 800 ms−1, using a pulsed value (Parker series 9 pulse
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Figure 4.1: Schematic diagram (not to scale) of the chip-based Rydberg-Stark decelerator
used in the experiments, (a) in the xz-plane, and (b) in the plane along the de-
celerator axis close to the detection region. The radial and tangential directions
to the decelerator axis are indicated in panel (b). E1 and E2 represent metallic
electrodes. A0, A1, and A2 are 2-mm-diameter detection apertures in electrode
E2.

value with 0.5-mm orifice, ∼ 2 to 4 bar stagnation pressure, ∼ 200 µs pulse width)

operated at a repetition rate of 25 Hz. After passing through a 2-mm-diameter skim-

mer, the molecular beam entered into a cyrogenically cooled (∼ 30 K) region of

the apparatus containing the chip-based transmission-line Rydberg-Stark decelera-

tor [133, 134]. The background pressure in the experiment, after the 2-mm-diameter
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skimmer, was ∼ 10−8 to 10−7 mbar.

The Rydberg-Stark decelerator consisted of two parallel horizontal planes sep-

arated from each other by 3 mm. The lower plane was a solid copper electrode, E2

in Fig. 4.1. The upper plane consisted of etched double-sided silver-plated copper

electrode structure on an insulating arlon substrate. The front of the upper plane

consisted of: (i) a rectangular excitation electrode E1; (ii) a curved array of 115

square electrodes, with 0.5 mm sides, separated from each other by a 0.5 mm insu-

lating gap; and (iii) two side electrodes. Electrical contact between the electrodes

in the array where made on the back of the upper plane, using an etched circuit

with silver filled through-hole-vias. The circuit on the back side was laid out to

connect every 6th electrode in the array together, i.e., electrode j was connected to

electrode ( j+5). The electrode array therefore consists of 23 groups of N = 5 elec-

trically independent electrodes which had a spatial periodicity of L = 5 mm. This

number of electrically independent electrodes was chosen to give a reasonable bal-

ance between minimising changes in the vertical displacement of the electric field

minima as the trap moves [133], and the technical complexity of having many po-

tential sources and amplifiers. The radius of curvature of the electrode array was

R = 518.5 mm. Apertures A0, A1, and A2 were 2-mm-diameter holes in electrode

E2 through which ions or electrons could be extracted following pulsed electric field

ionisation (PFI). Aperture A1 was located above the 101st electrode in the array, and

was used for in situ detection of molecules that were decelerated or trapped. The

alignment of the apparatus, and the molecular beam, was optimised with the decel-

erator off by detection of the molecules above apertures A0 and A2. A0 was located

at the photoexcitation position, ∼ 4 mm away from the centre of the 1st electrode in

the deceleration array, and A2 at same z-position as A1 but at the same x-position

as A0, i.e., on the molecular beam axis.

Laser photoexcitation to Rydberg states was performed between the electrodes

E1 and E2. The particular photoexcitation schemes used for NO and N2 are de-

scribed in the following chapters. However, in general the molecules were ex-

cited to high-n Rydberg-Stark states by the fundamental, frequency-doubled, or
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frequency-tripled outputs of two Nd:YAG pumped dye lasers with wavenumbers υ1

and υ2, with full-width-at-half-maximum (FWHM) spectral widths of ∼ 0.2 cm−1,

and FWHM temporal widths of ∼ 8 ns. The lasers were not focused into the ex-

citation region of the experiment unless specified in the following chapter. The

fundamental wavenumbers of the dye lasers were monitored using a fibre-coupled

wavelength meter with an absolute accuracy of ±0.005 cm−1.

After photoexcitation the excited bunches of Rydberg molecules travelled

∼ 4 mm before being loaded into a single travelling electric field trap of the

transmission-line decelerator. The 3-dimensional electric field traps were generated

by applying time dependent potentials of the form,

Vj(t) =V0 sin
[
−2π j

N
+2π fosc(t)t +φ

]
, (4.5)

to the jth electrode in the array, and a constant potential of −V0/2 to E2. In Eq. 4.5:

V0 is the amplitude of the potentials applied to the electrode array, fosc(t) is a time

dependent oscillation frequency of the potentials, and φ is a constant phase. The

N = 5 independent oscillating potentials were generated at a low voltage using ar-

bitrary waveform generators and then amplified using 5 MHz bandwidth amplifiers.

The potentials generated were linearly ramped on from an amplitude of zero to V0

in a time of 4 µs. The maximum value of V0 was limited to 150 V by the max-

imum peak-to-peak voltage output of the high frequency amplifiers. An example

of the electric field distribution within the decelerator structure, calculated by finite

element methods in the SIMION software package, for V0 = 149 V is shown in

Fig. 4.2.

By appropriately choosing the time-dependence of fosc(t) it was possible to

guide at a constant speed, decelerate, or trap molecules in LFS Rydberg-Stark states.

The general form of fosc(t) was chosen to be,

fosc(t) =
1
L

(
vi +

1
2

att
)
, (4.6)

where vi is the initial speed of the trap, set such that vi ' v̄z, and at is the tan-
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Figure 4.2: Example of the amplitude of the electric fields beneath a section of the
transmission-line decelerator electrode array, for V0 = 149 V. The slices shown
intersect the minimum of the field distribution. The black regions represent
electrodes and the dotted lines are the projected positions of the electrodes.

gential acceleration of the trap. Guiding at a constant speed was achieved by setting

at = 0 ms−2 such that the trap moves at a constant speed vi. Deceleration of the trap,

i.e., at < 0 ms−2, was achieved by chirping the oscillation frequency of the applied

potentials. The amount of chirp required was set by the desired final velocity of

the trap, vf, at the position 101st electrode, i.e., above A1, with at =
(
v2

f − v2
i
)
/2d,

where d ' 100 mm is tangential distance from the initial position of the travelling

trap in which the molecules are transported to the centre of aperture A1. Elec-

trostatic trapping was achieved by decelerating the traps such that vf = 0 ms−1,

with the trap brought to rest above the detection aperture A1. The curved geome-

try of the transmission-line decelerator was chosen to minimise collisions between

the Rydberg molecules undergoing deceleration and undecelerated molecules in the

trailing edge of the supersonic beam. However, this meant that molecules in the

travelling traps also experience a centripetal acceleration of ac = v2(t)/R, where

v(t) = vi +att.

The molecules were detected in situ within the transmission-line decelerator

by pulsed electric field ionisation (PFI). This was implemented by the application
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of a pulsed potential of up to +500 V, with a rise time of ∼ 50 ns, to the side

electrodes [see Fig. 4.1]. The resulting molecular cations were then accelerated

through aperture A1, out of the cryogenic region of the apparatus, and collected on a

room temperature microchannel plate (MCP) detector. By varying the time at which

the PFI potential was applied, relative to the time of photoexcitation, time-of-flight

(TOF) distributions of guided or decelerated Rydberg molecules were obtained. For

molecules electrostatically trapped above A1 the change in the PFI signal, at times

after the trap was brought to rest, reflecting the decay of molecules from the trap

and their motion.

To obtain information on the distribution of Rydberg states populated, i.e.,

the range of states with different values of n, at the time of ionisation, state

selective ionisation (SFI) was implemented using a slowly rising pulsed ionisa-

tion potential. This had a time dependence that could be expressed as Vramp =

Vmax[1− exp(−t/τramp)], where τramp was 1 - 5 µs. When this slowly rising po-

tential was applied, with Vmax < 0, to ionise the trapped molecules the resulting

electrons were accelerated through A1 and collected at the MCP detector. The elec-

tron’s shorter flight time to the MCP detector (typically . 10 ns), than the molecular

cations (typically ∼ 1 µs), permitted the most direct mapping of the detected elec-

tron signal to the applied potential at the time of ionisation [146].

Examples of measured TOF distributions, recorded with the decelerator on and

off, are shown in Fig. 4.3 for NO molecules excited into Rydberg states with pre-

dominantly n = 43, N+ = 2 character. The mean initial longitudinal speed of the

molecular beam in the experiment was determined to be v̄z = 810 ms−1 from the

TOF distribution with the decelerator off, by detection above aperture A2. With the

decelerator on, and programmed for an initial trap speed of vi = 795 ms−1, guiding

and deceleration were achieved. The decrease in the amplitude of the TOF dis-

tributions with increased deceleration |at| results from: (i) the finite lifetime of the

Rydberg states populated, (ii) the reduced phase-space acceptance of the decelerator

for larger values of |at|, and (iii) the geometry of the in situ detection region [134].

Electrostatic trapping of NO molecules was achieved using a deceleration of
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Figure 4.3: Measured TOF distributions from the time of photoexcitation of NO molecules
into Rydberg states with predominantly n = 43, N+ = 2 character (υ1 =
44193.99 cm−1 and υ2 = 30475.08 cm−1). The TOF distribution recorded
with the decelerator off and detected above aperture A2 is indicated by the
continuous black curve. The other TOF distributions were measured with the
decelerator on and programmed for an initial speed vi = 795 ms−1 and decel-
erated to the final velocities indicated. All measurements were recorded with
the apparatus cooled to ∼ 30 K, V0 = 125 V. Adapted from Ref. 143.

at =−3.15×106 ms−2. Under these condition, the trap was brought to rest above

aperture A1 at a time∼ 250 µs after photoexcitation. Changes in the NO+ ion signal

at times later than this reflected the decay of the molecules from the trap. Exam-

ple measurements of the decay of the molecules from the trap, recorded with the

apparatus operated at temperatures Tenv = 295 K and 30 K, are shown in Fig. 4.4.

These data were normalised for comparison since fewer molecules where trapped

with Tenv = 295 K than when Tenv = 30 K. By fitting a single exponential be-

tween trapping times of 50 µs and 350 µs (see Fig. 4.4) it can be seen that at

295 K the trap decay occurs much quicker than at 30 K. When Tenv = 295 K the

decay of the molecules from the trap is strongly affected by blackbody photoion-

isation [126, 137], which reduces the decay time constant when compared to that

recorded for Tenv = 30 K. As a result, the data recorded at 295 K reaches the level

of background noise after ∼ 600 µs, while it was possible to trap molecules for
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Figure 4.4: Decay of electrostatically trapped Rydberg NO molecules, initially excited
into Rydberg states with predominantly n = 43, N+ = 2 character (υ1 =
44193.99 cm−1 and υ2 = 30475.08 cm−1), recorded with the apparatus op-
erated at 295 K, or cooled to 30 K (as indicated). The trapping time of 0 µs
indicates the time at which the electrostatic trap was brought to rest in the lab-
oratory frame of reference, at a time 250 µs after photoexcitation. The con-
tinuous (dashed) line represents the single exponential fit to the data between
trapping times of 50 µs and 350 µs. For both measurements V0 = 125 V. From
Ref. 143.

times up to 1 ms when Tenv = 30 K. The effects of blackbody induced transitions

during deceleration and trapping were therefore minimised by performing the ex-

periments at Tenv = 30 K. The number of molecules trapped per experimental cycle

was estimated from the detected ion signal and electron counts to typically be ∼ 10

- 100 at this temperature, such that the number density in the trap was ∼ 104 -

105 cm−3. This low density of molecules in the trap meant that effects of collisions

within the trap should not significantly affect the measured trap decay rates, and

collisions with background gases can also be neglected. Electric field ionisation

is also not expected to significantly affect the measured trap decay rates. Numeri-

cal particle trajectory calculations (described below in Section 4.3), that include a

Monte-Carlo treatment of the electric field tunnel ionisation process at each time

step, indicate that electric field ionisation contributes < 1 s−1 to the total decay rate

of the molecules from the trap for the range of values of n studied here.
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4.3 Numerical trajectory calculations

To aid the interpretation of the experimental data, numerical particle trajectory cal-

culations were performed. In these calculations the electric field distribution for a

section of the decelerator, such as that shown in Fig. 4.2, was calculated by finite el-

ement methods in the software package SIMION. Trajectory calculations were then

performed in the moving frame of reference of the travelling electric field traps,

which is centred on the electric field minimum of the trap that the molecules were

loaded into. In this moving frame of reference, the total potential energy, at the

position~r, where~r = (0,0,0) is the position of the electric field minimum, can be

expressed as by [128, 133, 147]

Vtot(~r) =VStark(~r)+Vpseudo(~r) (4.7)

where VStark(~r) is the Stark potential energy, and Vpseudo(~r) is pseudo-potential that

accounts for the acceleration of trap in this moving frame of reference. The Stark

energy at the position ~r is given by the first order Stark effect (see Eq. 3.6), i.e.,

VStark(~r) = 3
2nkea0|~F(~r)| where |~F(~r)| is the magnitude of the electric field at posi-

tion~r. The pseudo-potential, for a moving frame of reference centred on the electric

field minimum of the trap, is given by [128, 133, 147]

Vpseudo(~r) = m~atrap ·~r, (4.8)

where m is the mass of the molecule,~atrap is the acceleration of the trap, and~r is the

position relative to the electric field minimum. For the transmission-line Rydberg-

Stark decelerator described here, there is both tangential and centripetal acceleration

in the directions along and perpendicular to the array of electrodes, respectively.

The tangential and centripetal accelerations are at =
(
v2

f − v2
i
)
/2d and ac = v2(t)/R,

respectively, as described in Section 4.2. An example of the effect of the pseudo-

potential on the trapping potential experienced by NO molecules in the moving

frame of reference is shown in Fig. 4.5.
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Figure 4.5: Total potential energy of NO molecules, in a hydrogenic n = 38, k = 33
Rydberg-Stark state with a static electric dipole moment of 4781 D, in the frame
of reference of the electrostatic trap when it is: (a) stationary, and (b) experi-
encing tangential and centripetal accelerations of at = −3.15× 106 ms−1 and
ac =−1.21×106 ms−1, respectively. Panels (i) and (ii) show the 2D-slices of
the potential through the electric field minimum for planes in the y-tangential
and y-radial directions, respectively. The tangential and radial directions to the
decelerator axis are as indicated in Fig. 4.1(b). Isopotential-energy curves for
Vtot(~r)/kB, where kB is the Boltzmann constant, are shown in 5 K intervals. All
positions are given relative to the position of the minimum of the electric field
of the trap.

Classical numerical particle trajectory calculations were then performed, in the

moving frame of reference of the trap, using the velocity Verlet algorithm (leapfrog

variant) [148, 149]. In this algorithm the position~r j(t), and velocity ~v j(t), of the

jth molecule at time t, subjected to an acceleration of ~a j(t) in a time step ∆t were

updated at each new time t +∆t using

~r j(t +∆t) =~r j(t)+~v j(t)+
1
2
~a j(t)∆t2 (4.9)

~v j(t +∆t) =~v j(t)+
1
2
[
~a j(t)+~a j(t +∆t)

]
∆t, (4.10)

where ~a j(t +∆t) was calculated at position ~r j(t +∆t). The force exerted on the

molecule at time t, was obtained from the local gradient of the total potential in the
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moving frame of reference, i.e.,

~f (~r j(t)) =−~∇ [Vtot(~r)]|~r=~r j(t) , (4.11)

where Vtot(~r) is given by Eq. 4.7. However, as Vtot(~r) is time dependent, because

of the time dependence of the centripetal acceleration of the trap, ac, it was also

updated at each time step. Once the trap came to rest, i.e., when t ≥ 2d/vi for a

final velocity of v f = 0 ms−1, the total potential Vtot(~r) no longer depends on time

and has no contributions from Vpseudo(~r).

Electric field ionisation of the molecules during the deceleration and trapping

processes was accounted for in the trajectory calculations using Monte-Carlo meth-

ods. Since the molecules that were decelerated and trapped were high-|MN | Ry-

dberg states, which have been previously observed in NO to ionise hydrogenically

with the avoided crossings in the Stark map traversed diabatically [90], their electric

field tunnel ionisation rates can be approximated using the hydrogenic electric field

ionisation rate [145, 150],

Γnn1 n2 m`
=

EHar

}
(4R)2n2+m`+1

n3 n2!(n2 +m`)!
exp

[
−2

3
R− 1

4
n3 ea0|~F |

EHar

×
(

34n2
2 +34n2m`+46n2 +7m2

` +23m`+
53
3

)]
, (4.12)

where

R =
1

ea0
√

EHar

(−2Enn1 n2 m)
3/2

|~F |
(4.13)

and Enn1 n2 m =−[EHar/(2n2)]+EStark, with k = n1−n2 the difference between the

parabolic quantum numbers n1 and n2, and EHar = 2hcRM is the Hartree energy

where RM is the Rydberg constant adjusted for the reduced mass. The ionisation

rate of a Rydberg-Stark state |nk m`〉was determined using Eq. 4.12 and the relation

that n2 = (n−k−|m`|−1)/2 in the calculation.1 For a molecule in an electric field

|~F(~r j(t))| at time t, the probability of surviving without ionising in the time step ∆t

1This relation can be derived from the relations that k = n1−n2 and n = n1 +n2 + |m`|+1 [66].
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was obtained from

P∆t(~r j(t)) = exp
[
−Γion(~r j(t))∆t

]
(4.14)

where Γion(~r j(t)) was calculated using Eq. 4.12. In the Monte-Carlo approach the

value of P∆t(~r j(t)) was then compared a random number, PRand, between 0 and

1 sampled from a uniform distribution. If PRand ≥ P∆t(~r j(t)), the molecule was

considered to ionise in that time-step, whereas if PRand < P∆t(~r j(t)) the molecule

was not field ionised and the calculation continued.

Numerical particle trajectory calculations for between 15000 and 30000

molecules were performed for NO Rydberg molecules, with a mass of mNO =

4.98263× 10−26 kg. These calculations were primarily performed for values of

n between 30 and 50 for the outermost m` = 4 LFS Stark-states, i.e., the k = n−5

Stark state. The trajectories of the molecules were calculated for the full deceler-

ation period and for trapping times up to ttrap = 400 µs. In the calculations pre-

sented here, the initial trap velocity was set to vi = 795 ms−1 with v f = 0 ms−1

and d = 100.25 mm. The trapping potentials applied to electrodes were determined

by Eq. 4.5 with V0 = 149 V and a constant potential of −V0/2 applied to electrode

E2. The initial positions of the molecules were generated from a Gaussian distri-

bution, centred on ~r = (0,0,0) with a standard deviation of σ = 0.5 mm in each

dimension. Similarly, the initial velocities in the moving frame of reference of the

trap were also sampled from a Gaussian distribution, centred on ~v = (0,0, v̄z− vi),

where v̄z = 810 ms−1, with a standard deviation of ~σ~v = (2,2,90) ms−1.

One important output from these calculations was that, for the range of val-

ues of n studied here, the majority (∼ 99 %) of losses by electric field ionisa-

tion occurred during deceleration before the trap was brought to rest, i.e., at times

< 250 µs. Approximately 95 % (64 %) of these losses occur within 100 µs (50 µs)

of the deceleration process starting. The effect of electric field ionisation on the

decay of molecules from the stationary electrostatic trap was studied in a general

way by introducing a Monte-Carlo trap decay at a rate of γtrap = 3.3×103 s−1 (i.e.,

with a decay time constant of τtrap = 300 µs) to represent the decay of the ex-

ited molecules, e.g., by spontaneous emission or predissociation, in addition to the
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Monte-Carlo treatment of the electric field ionisation. A fit of a single exponential

function with a decay rate γfit to the resulting number of trapped molecules between

trapping times of ttrap = 50 µs and 350 µs with and without inclusion of electric

field ionisation were performed. The difference between the values of γfit in these

two cases was < 1 s−1 across the range of values of n investigated. Therefore it was

concluded that electric field ionisation does not play a significant role in the mea-

sured total decay rates of the molecules from the trap. Finally, the numerical particle

trajectory calculations were used to calculate the mean time-averaged field experi-

enced by molecules in the trap. This was found to be approximately 95 Vcm−1

with a standard deviation of 30 Vcm−1. These values were approximately constant

across the range of values of n investigated here.



Chapter 5

Trap decay measurements of v+ = 0

Rydberg NO

Detailed studies of high Rydberg states of NO are of interest to atmospheric

physics [41–44] and ultracold molecular plasma dynamics [50–53]. In addition,

the significant body of work in the literature, and the range of intramolecular in-

teractions that occur in the Rydberg states of NO make it an ideal candidate for

studies of the properties, and slow decay dynamics, of molecular Rydberg states.

In this chapter, Section 5.1 provides a general overview of the laser photoexcitation

schemes used to excite NO molecules into the high-n Rydberg states. Section 5.2

is based on work published in Ref. 98, but adapted to the requirements of this the-

sis. This section contains a description of experiments performed to trap long-lived

Rydberg NO molecules, in series converging to the v+ = 0 state of the NO+ cation.

Conclusions are then drawn in Section 5.3.

5.1 Excitation scheme
In the experiments described in this thesis NO molecules were excited into high

Rydberg states using the resonance-enhanced two-colour two-photon

X 2
ΠΩ′′(v

′′, J′′)→ A 2
Σ
+(v′, N′, J′)→ n`X+ 1

Σ
+(v+,N+) (5.1)

excitation scheme [84, 85, 88, 90, 151]. Here, X 2Π1/2 is the ground electronic

state of NO, A 2Σ+ is the intermediate state, and n`X+ 1Σ+ represents the high-n
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Figure 5.1: Schematic diagram of sublevels in the X 2Π1/2 and X 2Π3/2 states and the A 2Σ+

intermediate state in NO. Examples of allowed transitions from the ground to
intermediate states are indicated by the vertical arrows.

Rydberg states that converge to the ground electronic state of the NO+ molecular

cation.

In the ground X 2ΠΩ′′(v′′, J′′) state, which is most closely described by Hund’s

case (a), J′′ is the total angular momentum quantum number including spin, Ω′′ is

the projection of ~J′′ onto the internuclear axis, and v′′ is the vibrational quantum

number. The total angular momentum excluding spin N′′ is not a well defined quan-

tum number for the X state. As is depicted in the schematic energy level diagram

in Fig. 5.1, the rotational energy levels of the ground state are split into two spin-

orbit components for which Ω′′ = 1/2 and 3/2 [88, 105, 151, 152]. The wavenum-

ber interval between the X 2Π1/2 and X 2Π3/2 levels is ∼ 125 cm−1 [153, 154].

In each of these levels, rotational states with quantum numbers J′′ ≥ Ω′′ are
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present at wavenumbers given, to first order, by B′′J′′(J′′+1) [78, 105] where

B′′ ' 1.7 cm−1 [72].

The A 2Σ+(v′, N′, J′) state in NO is the nominal 3sσ Rydberg state and is

best described by Hund’s case (b). For the A 2Σ+(v′, N′, J′) state, J′ is the to-

tal angular momentum quantum number including spin, N′ is the total angular

momentum quantum number excluding spin, and v′ is the vibrational quantum

number. In the A state, the rotational energy is predominately determined by

the value of N′ such that, to first order, E ′rot./hc = B′N′(N′ + 1) [78, 105] with

B′ ' 2.0 cm−1 [72]. Each rotational state is split, because of spin-rotation interac-

tions into two levels for which J′ = N′± 1/2, as shown schematically in Fig. 5.1,

for the same value of N′ [88, 105, 151, 152]. However, this spin-rotation splitting is

∼ 0.005 cm−1 [155, 156], and is therefore much smaller than the wavenumber inter-

val between adjacent rotational states. The lifetime of the A state is∼ 200 ns [157].

The X 2ΠΩ′′(v′′, J′′) → A 2Σ+(v′, N′, J′) ground-to-intermediate-state transi-

tions are single-photon transitions driven in the experiments described here by

laser radiation at wavenumber, υ1. Examples of available, electric dipole allowed,

X→A transitions are shown schematically in Fig. 5.1. These are labelled using the

∆J f i(J′′) notation [152, 158], in which P, Q, and R correspond to ∆J = −1, 0, and

+1, respectively. The subscripts f and i indicate the spin-rotation and spin-orbit

levels of the A and X states, respectively. For the ground state i = 1 represents the

X 2Π1/2 level and i = 2 the X 2Π3/2 level. For the A 2Σ+ state f = 1 and f = 2

correspond to J′ = N′+1/2 and J′ = N′−1/2 level, respectively [152].

Examples of measured spectra of X 2Π1/2(v′′ = 0)→A 2Σ+(v′ = 0) transitions

are shown in Fig. 5.2. These were recorded using one-colour (1+1) and two-colour

(1+ 1′) resonance-enhanced multi-photon ionisation (REMPI) spectroscopy. The

wavenumbers indicated by the labelled vertical bars were calculated using the elec-

tronic, rotational, and vibrational constants for the X and A states, see Table 5.1,

provided in Refs. 121 and 159. In the spectra in Fig. 5.2 transitions between states

with the same values of J′′ and N′, but different values of J′ were not spectrally

resolved, i.e., the Q11 and P21, along with the R11 and Q21 transitions, because
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Figure 5.2: Example one-colour (1+ 1) [black dotted line] and two-colour (1+ 1′) [solid
black line] REMPI spectra of the v′′ = 0→ v′ = 0 case of the X 2Π1/2→A 2Σ+

transition in NO. The calculated spectrum [inverted continuous blue line] is
also shown for a rotational temperature of 18K. Adapted from Ref. 90.

of the small spin-rotation splitting in the A state. The P11 and R21 transitions

were spectrally resolved. However, X 2ΠΩ′′(v′′, N′′, J′′)→ A 2Σ+(v′, N′, J′) tran-

sitions for which ∆v 6= 0 are also possible, reflecting the non-zero overlap of the

vibrational wavefunctions of these two electronic states. An example of a (1+ 1′)

REMPI spectrum of the X 2Π1/2(v′′ = 0)→ A 2Σ+(v′ = 1) transition is shown in

Fig. 5.3. For the experiments reported in this thesis, both the X 2Π1/2(v′′ = 0,J′′)→

A 2Σ+(v′ = 0,N′,J′) and the X 2Π1/2(v′′ = 0,J′′) → A 2Σ+(v′ = 1,N′,J′) transi-

tions were used for resonance-enhanced multi-photon excitation of high-n Rydberg

states.

To determine which Rydberg states can be accessed from the A 2Σ+ state in

the A 2Σ+ (v′,N′,J′)→ n`X+ 1Σ+ (v+,N+) transition, it is necessary to consider

the selection rules that arise from: (i) the conservation of angular momentum, (ii)

the required change in parity in the electric dipole allowed transitions from the
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Figure 5.3: Two-colour (1+1′) REMPI spectrum of the X 2Π1/2 (v′′ = 0)→ A 2Σ+ (v′ = 1)
transitions in NO. From Ref. 160.

Table 5.1: Electronic, vibrational, and rotational constants of the X 2Π1/2 and A 2Σ+ states
in 14N16O. All quantities are given in cm−1. Values from Refs. [121, 159].

Quantity X 2Π1/2 A 2Σ+

Te 0 43965.7
ωe 1904.2 2374.31

ωeχe 14.075 16.159
Be 1.67195 1.9965
αe 0.0171 0.01915
De 5.4×10−7 5.4×10−6

A 2Σ+ to high-n Rydberg states, and (iii) the electron orbital angular momentum

character decomposition of the A 2Σ+ state. Since the high-n Rydberg states of

interest here converge to the closed-shell1 X+ 1Σ+ (v+,N+) state of the NO+ cation,

Hund’s case (d) is the most appropriate angular momentum coupling scheme with

which to describe them. The total angular momentum of the high-n Rydberg states

can therefore be expressed as ~J = ~N++~̀+~s, where ~N+ is the rotational angular

momentum of the ion core, and ~̀ and ~s are the Rydberg electron orbital and spin

angular momentum, respectively [71, 77, 88].

1Where the sum of individual electron orbital and spin angular momentum are both zero.
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Explicitly, Rydberg states that have a non-zero probability of single-photon

electric dipole excitation from the intermediate A 2Σ+ state satisfy the conditions

imposed by the conservation of angular momentum, i.e., that ~J = ~J′+~γ where ~γ

is the photon angular momentum, and the requirement that parity changes between

the A 2Σ+ state and the high-n Rydberg state, i.e., that p+p′ = −1, where p+ =

(−1)N++` and p′ = (−1)N′ [43, 71, 153, 161].2 Since s = 1/2 for the Rydberg

electron, these single-photon transitions must therefore satisfy the conditions that

|N+− J′| ≤ `+3/2 and N++ J′ ≥ |`−3/2| [71].

However, although a range of electric-dipole transitions are allowed, they do

not necessarily occur with a significant probability. Propensity rules must be applied

to determine which of the allowed transitions occur with significant intensity in ex-

periments. The relevant propensity rules in this case are that: (i) strong transitions

follow the rotation spectator model, in which all the photon angular momentum is

imparted to the excited electron and not to the molecular ion core [71, 153, 162];

and (ii) the spin of the excited electron is conserved in strong transitions from the in-

termediate state to the Rydberg states [71, 153]. From these considerations, the Ry-

dberg electron orbital and spin angular momentum are therefore given by ~̀= ~̀′+~γ

and ~s =~s′, respectively, where ~̀′ and ~s′ represent the orbital and spin angular mo-

mentum of the electron in the intermediate state, respectively [71, 153]. Combining

these two conditions with the conservation of total angular momentum, and the ob-

servation that the total spin and Rydberg-electron spin are equivalent, i.e., ~S′ =~s′, in

the A 2Σ+ state because all more tightly bound electrons are in closed shells, results

in the final condition that ~N′ = ~N++~̀′ for these transitions. Therefore, the com-

plete set of the propensity rules for strong transitions from the intermediate A 2Σ+

state to high-n Rydberg states is [71, 153],

∆`=±1, (5.2)

∣∣N′− `′
∣∣≤ N+ ≤ N′+ `′, (5.3)

2More generally the parity of states described by Hund’s case (b) is given by p = (−1)N−Λ+q,
where q is the orbital reflection symmetry index and q = 0 for all states of all symmetries other than
the Σ− state for which q = 1 [77, 78].
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Table 5.2: Optically accessible Hund’s-case-(d) basis states [n`(N+)] based on propensity
rules (Eqs. 5.2 - 5.4) for transitions, from the different `′ character components
of the A 2Σ+ intermediate state with rotational quantum number N′.

N′ `′ = 0 `′ = 2 `′ = 1
0 np(0) np(2), nf(2) ns(1), nd(1)
1 np(1) np(1), np(3), nf(1), nf(3) ns(0), ns(2), nd(0), nd(2)
2 np(2) np(0), np(2), np(4), nf(0), nf(2), nf(4) ns(1), ns(3), nd(1), nd(3)
3 np(3) np(1), np(3), np(5), nf(1), nf(3), nf(5) ns(2), ns(4), nd(2), nd(4)
4 np(4) np(2), np(4), np(6), nf(2), nf(4), nf(6) ns(3), ns(5), nd(3), nd(5)
5 np(5) np(3), np(5), np(7), nf(3), nf(5), nf(7) ns(4), ns(6), nd(4), nd(6)
6 np(6) np(4), np(6), np(8), nf(4), nf(6), nf(8) ns(5), ns(7), nd(5), nd(7)

N++ `+N′ = odd. (5.4)

In addition, the vibrational quantum number is not likely to change in the transitions,

i.e., v+ = v′, since the Franck-Condon factor significantly favours ∆v= 0 transitions

because of the similarity of the potential energy surfaces of the Rydberg and A 2Σ+

states [88].

At this point it is necessary to consider the mixed `′ and ` character of the

A 2Σ+ state and the high-n Rydberg states, respectively. An excited electron in

the A 2Σ+ state is predominantly of 3sσ character, although the state is better de-

scribed as a mixture of orbitals with different `′ character. The A 2Σ+ state has

94.0 % s character, 5.4 % d character, 0.3 % p character, and 0.3 % higher `′ char-

acter [163, 164]. Therefore, considering the propensity rules (Eqs. 5.2 - 5.4), the

distribution of `′ character of the intermediate state determines which Hund’s-case-

(d) basis states, n`(N+), can be accessed in single-photon electric-dipole-allowed

transitions from the A 2Σ+ state. Table 5.2 gives examples of these accessible

Hund’s-case-(d) basis states. Although all transitions listed are possible, they do

not occur with equal strength. For example, it has been observed that the transition

moments of the d′→ nf(N+) transitions are significantly larger than those for the

d′ → np(N+) transitions [71, 88]. In addition, the dominant transitions from the

N′ = 0 (J′ = 1/2) level of the intermediate A 2Σ+ state are to the np(0) and nf(2)

Rydberg states [71, 88]. Furthermore, the Rydberg states are not of a pure n`(N+)

character. This is a consequence of the effects of intramolecular interactions. The
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efficiency with which particular Rydberg states can be excited using this excitation

scheme therefore depends on the strengths of the transitions from the intermediate

state to different Hund’s-case-(d) basis states, and the composition of the Rydberg

state in terms of these basis states.

5.2 State-dependent trap-decay rates of v+ = 0 Ryd-

berg NO molecules

5.2.1 Experimental methods

For the experiments discussed in this section, the methods of Rydberg-Stark decel-

eration were implemented, using the general approach described in Chapter 4. In

the case of interest here, the molecules were excited using the resonance-enhanced

two-colour two-photon

X 2
Π1/2

(
v′′ = 0, J′′ = 3/2

)
→ A 2

Σ
+
(
v′ = 0, N′ = 0, J′ = 1/2

)
→ n`X+ 1

Σ
+
(
v+ = 0, N+

)
(5.5)

excitation scheme [84, 85, 88, 90], depicted in Fig. 5.4. This was performed us-

ing the frequency-tripled and doubled outputs of two Nd:YAG pumped dye lasers.

The frequency-tripled output of the first laser was set to υ1 = 44193.99 cm−1

(≡ 226.275 nm) [with an energy of ∼ 10 µJ/pulse], to drive the X→ A transition.

The frequency-doubled output of the second laser was tuned over the wavenum-

ber range from υ2 = 30420 cm−1 to 30500 cm−1 (≡ 328.7 nm to 327.8 nm) [with

an energy of ∼ 1.6 mJ/pulse, collimated to a beam waste of ∼ 2-mm], to Ryd-

berg states with np(0) and nf(2) character from the A 2Σ+ intermediate state. At

the time of photoexcitation, gated time-varying electric potentials could be applied

to electrode E1 (see Fig. 4.1) to enhance population transfer to long-lived `-mixed

Rydberg-Stark states.

The electrostatically trapped molecules in these experiments were detected
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Figure 5.4: Resonance-enhanced two-colour two-photon excitation scheme employed in
the preparation of Rydberg states in NO converging to the lowest vibrational
state (v+ = 0) of the NO+ ion core. Low-n states in the v+ = 1 series that are
located close to the v+ = 0, N+ = 0 series limit are also shown.

in situ within the cyrogenically cooled decelerator structure by PFI upon the ap-

plication of a pulsed potential of +500 V to the side electrodes [see Fig. 4.1],

as described in Chapter 4. The resulting NO+ ions were then collected at an

MCP detector operated at room temperature for collection. To obtain informa-

tion on the populations of the Rydberg states at the time of ionisation, slowly-

rising pulsed potentials could also be applied to perform SFI. These potentials had

the form VRamp(t) = Vmax[1− exp(−t/τ)], with the time constant τ = 4.4 µs and

Vmax =−220 V. Under these detection conditions electrons produced by the ioni-

sation of the Rydberg molecules were accelerated to the MCP detector.
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5.2.2 Trap decay measurements

To measure rates of decay of electrostatically trapped Rydberg NO molecules, laser

photoexcitation and Rydberg-Stark deceleration were performed as described in

Chapter 4. When the traps in which the molecules were confined were brought

to rest, at time ttrap = 0 µs in the following, detection by PFI was performed for

times up to ttrap = 1 ms. Examples of the results of such trap decay measurements,

for molecules photoexcited on the 38f(2) resonance (υ2 = 30458.37 cm−1), can be

seen in Fig. 5.5. These data demonstrate that Rydberg NO molecules can be ef-

ficiently decelerated and electrostatically trapped for times on the order of 1 ms.

There are two main components to the decay observed in these data: (i) At early

trapping times, i.e., for times ttrap . 400 µs, a fast reduction in signal is observed.

This reflects the decay of the Rydberg states predominantly populated upon pho-

toexcitation. (ii) At later times the rate of decay of molecules from the trap slows

down. This suggests the presence of a small fraction of molecules in Rydberg states

with longer lifetimes that remain in the trap at late times [143, 165].

The data represented by the orange open squares in Fig. 5.5 correspond to

measurements made upon laser photoexcitation in nominally zero electric field,

VMod = 0 V. As discussed in Chapter 4, the high-|MN | Rydberg-Stark states fil-

tered out by deceleration and trapping, are populated following the interaction of

excited molecules with time-varying stray electric fields close to the time of pho-

toexcitation [76, 91]. To explore this process further, the application of rapidly-

varying fields in the excitation region when the laser radiation is present was inves-

tigated, to see if this could be used to enhance population transfer into higher-|MN |

states. The effect of this sinusoidal field modulation, generated by applying a gated

few-cycle oscillating electric potential to electrode E1 (i.e., the field was in the di-

rection perpendicular to electrodes E1 and E2, see Fig. 4.1) with an amplitude of

VMod = 7.5 V and a frequency of 50 MHz for a time of 50 ns at the time of pho-

toexcitation, can be seen by comparing the data recorded with (blue circles) and

without (orange open squares) this modulation applied. These data are shown in

Fig. 5.5 with the measured NO+ ion signal at ttrap = 0 µs normalised to 1 for both
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Figure 5.5: Decay of trapped Rydberg NO molecules photoexcited on the 38f(2) reso-
nance at υ2 = 30458.37 cm−1 with (VMod = 7.5 V) and without (VMod = 0 V)
a 50 MHz gated sinusoidal potential applied to the electrode E1 at the time
of photoexcitation (see text for details). For both measurements V0 = 149 V
and the data were normalised to a value of 1 for the NO+ signal recorded at
time ttrap = 0 µs. An example of a fitted exponential function, encompass-
ing the times from ttrap = 0 and 500 µs, to the trap decay data recorded with
VMod = 7.5 V is shown. All measurements were recorded with the apparatus
cooled to ∼ 30 K.

measurements. The field modulation resulted in a factor of ∼ 30 increase in the

NO+ signal from molecules in long-lived high-|MN | Rydberg-Stark states detected

by PFI, when compared to that obtained for VMod = 0 V, and hence an increase in

the number of molecules in long-lived Rydberg-Stark states that were trapped. This

meant that upon the application of the field modulation, molecules could be ob-

served in the trap for times in excess of 1 ms, whereas without this field modulation

the NO+ signal reduced to the level of the background noise after a trapping time of

∼ 500 µs. The application of the short pulsed field modulation did not change the

measured decay time constants from the trap at early times. An exponential function

fit to both sets of data in Fig. 5.5, for trapping times between 0 and 500 µs, resulted

in decay time constants of 366±6 µs and 377±21 µs with and without the mod-

ulation, respectively. It was therefore concluded that the applied short few-cycle

pulsed modulation to the electric field close to the time of laser photoexcitation re-
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sulted in population transfer to Rydberg-Stark states with similar characteristics to

those populated solely as a result of effects of electric field noise, and the presence

of ions or electrons around the time of photoexcitation. All measurements discussed

in the following were performed with the field modulation applied.

To obtain state-dependent information on the rate of decay of the trapped

molecules single exponential functions were fit to experimental data, of the kind

in Fig. 5.5, over a range of early trapping times to obtain the trap-decay time con-

stant, τdecay. To validate the fitting procedure, and minimise spurious effects aris-

ing from the motion of the molecules in the trap, the range of trapping times over

which the fit was performed was tested to ensure the stability of values of τdecay

obtained. This was done for molecules excited on the 38f(2) resonance as shown

in Fig. 5.6(a). In Fig. 5.6(b) the variation in the values of τdecay obtained for fixed

fit start times of 50 µs or 100 µs, and a range of fit end times can be seen. For fit

end times up to ∼ 350 µs the value of τdecay remains constant within the the ex-

perimental uncertainties. However at later end times, the value of τdecay gradually

increases as the experimental data deviates from a single exponential function. This

change in the decay time constant at later trapping times reflects the fact that a range

of Rydberg-Stark states are populated close to the time of photoexcitation and the

trap decay dynamics are no longer dominated by molecules in one particular set of

states [165]. Molecules in shorter lived states decay more quickly from the trap,

and therefore at later times only molecules in states with longer lifetimes remain.

To minimise the effects of these decay dynamics on the values of τdecay, the fit end

time was chosen to be 350 µs for all analysis described below.

Fig. 5.6(c) shows the values of τdecay obtained for a range of fit start times.

For trapping times ≤ 50 µs the value of τdecay varied with the fit start time. This

behaviour is a consequence of the motion of the molecules in the trap after it was

brought to rest [136, 143]. During deceleration, the molecules are generally lo-

cated ahead of the electric field minima of the travelling traps [133]. After a trap is

stopped the molecules oscillate with a period of ∼ 50 µs, as they evolve to fill it.

From these considerations, the start time of the fitting process was therefore set to
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Figure 5.6: (a) Measured decay of Rydberg NO molecules, excited on the 38f(2) reso-
nance, from the electrostatic trap, with an example of a fitted exponential func-
tion encompassing the times from ttrap = 50 µs to 350 µs. (b) The variation in
τdecay associated with fitting between 50 µs (orange circles) or 100 µs (black
open-squares) and the fit end times indicated on the horizontal axis. (c) The
variation in τdecay associated with fitting between the fit start times indicated on
the horizontal axis, and 350 µs.

50 µs.

To ascertain the range of Rydberg states suitable for decelerating and elec-

trostatically trapping, a laser photoexcitation spectrum, shown in Fig. 5.7, was
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Figure 5.7: Laser photoexcitation spectrum of long-lived Rydberg states in NO recorded
after deceleration and trapping for ttrap = 350 µs, with υ1 = 44193.99 cm−1,
and V0 = 149 V.

recorded with detection after a trapping time of ttrap = 350 µs. The spectral in-

tensities of each of the features in this spectrum reflect the combined contributions

from the efficiency with which long-lived LFS hydrogenic Rydberg-Stark states

were populated, the deceleration and trap loading efficiencies, and the excited state

decay rates. The reduced spectral intensities at lower values of n in this spectrum

reflect the n2 dependence of the maximal electric dipole moments of the Rydberg

states, that reduce the deceleration and trapping efficiency for lower n states. The

spectral intensities in Fig. 5.7 also reduce for high values of n. This is a conse-

quence of the lower threshold for electric field ionisation during deceleration and

trap loading, and, in this particular case with NO, the lifetimes of the states.

The deceleration and trapping efficiency of the NO molecules depends on ef-

fects of intramolecular interactions between the optically accessible np(0) or nf(2)

states, and nearby `-mixed hydrogenic Rydberg-Stark states. The resonances as-

sociated with transitions to the nf(2) states in Fig. 5.7 arise because of their close

proximity to, and mixing with, the n(2) hydrogenic Stark states [90, 143]. Spec-

tral features that arise as a result of mixing of the np(0) states with hydrogenic

Stark states are also observed. Despite the np(0) states being shorter lived than the
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nf(2) states [81, 82], the hydrogenic states populated in both cases are long lived.

Two manifolds of `-mixed hydrogenic Stark states are accessible upon excitation

because of mixing with the np(0) states. These are (i) n′(1) hydrogenic Stark states

for which n′ 6= n that mix as a result of intramolecular charge-dipole interactions and

accidental near degeneracies with np(0) states [86, 90]. These coincide with reso-

nances denoted np(0) in Fig. 5.7. (ii) n(0) hydrogenic Stark states that mix with the

[n+ 1]p(0) states in the electric fields present close to the time of photoexcitation.

These states are denoted n(0) in Fig. 5.7.

The use of SFI to detect trapped Rydberg NO molecules allowed information

on the time-evolution of the excited state populations to be obtained. To achieve

this, PFI was performed by turning off the trapping potentials, resulting in nomi-

nally zero electric field, and ∼ 1 µs later applying a slowly-rising ionising potential

VRamp(t) to the side electrodes of the decelerator. Although diabatic transitions

from the trapped LFS to HFS states are possible when the trapping potentials are

turned off, these are not expected to result in any change in the principal quan-

tum number, n, of the states initially trapped. The time-dependence of VRamp(t)

is shown Fig. 5.8(a). The electron signal recorded by single-event counting at a

trapping time of ttrap = 0 µs, for molecules excited on the 38(2) and 43(2) reso-

nances, are shown in Fig. 5.8(b)(i). From these data the electron detection times,

and hence the ionisation fields of the molecules in each of these states, can be distin-

guished. The maxima in the signals recorded following excitation on the 38(2) and

43(2) resonances, occur at tRamp ∼ 5.9 µs [VRamp(5.9 µs)∼−160 V] and ∼ 3.3 µs

[VRamp(3.3 µs)∼−110 V], respectively. Since the maximum signal associated with

the 43(2) resonance occurs earlier than that associated with the 38(2) resonance, it

is concluded that excitation on the 43(2) resonance leads to ionisation in smaller

electric fields. This is expected from the n-dependence of the ionisation field and

previous detailed measurements of the electric field ionisation dynamics of long-

lived hydrogenic states in NO [90]. The width of the distributions in Fig. 5.8(b)(i)

reflect the combined effects of a distribution of Stark states present in the trap at

the time of SFI, the inhomogeneity of the ionisation field caused by the electrode
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Figure 5.8: (a) The potential VRamp(t) applied to the side electrodes (Fig. 4.1) during SFI.
(b) Electron signals recorded by single-event counting following excitation of
NO molecules on (i) the 38(2) and 43(2) resonances after a trapping time of
ttrap = 0 µs, (ii) the 38(2) resonance at ttrap = 0 µs and ttrap = 400 µs, and
(iii) the 43(2) resonance at ttrap = 0 µs and ttrap = 400 µs.

geometry in the decelerator, and the motion of the molecules in this time-varying

inhomogeneous electric field after the trap was switched off. The tails in the elec-

tron signals at late times in Fig. 5.8(b)(i) are attributed in part to secondary electron

generation following SFI.

The expected ratio of the ionisation fields for LFS hydrogenic Rydberg-Stark

states with different values of n was determined from the ionisation field, Fion(n),

of the outermost LFS Stark state [66, 145],

Fion(n) = 2F0/9n4, (5.6)
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in which F0 = 2hcRNO/eaNO. For the 43(2) and 38(2) states, this ratio was

Fion(43)/Fion(38) = 0.6. This value is comparable to the ratio of the values of

VRamp(t) at the maxima of the electron distribution for the molecules excited on the

43(2) and 38(2) resonances of VRamp(3.3 µs)/VRamp(5.9 µs) ∼ 0.7. It is therefore

concluded that the molecules trapped in these states are predominately undergoing

diabatic electric field ionisation [90].

Using the SFI detection scheme, information on the evolution of the excited

state populations was also obtained by comparing the electron signals recorded

when ttrap = 0 µs and 400 µs. This was done for the 38(2) and 43(2) resonances

with the resulting electron time-of-flight distributions, scaled so that the signal max-

imum in each case was 1, shown in Fig. 5.8(b)(ii) and (b)(iii), respectively. For

molecules excited on the 43(2) resonance, no significant change in the general form

of the electron TOF distribution was observed between ttrap = 0 µs and 400 µs.

For molecules excited on the 38(2) resonance this was not the case. Under these

conditions when ttrap = 400 µs the maximum of the electron signal occurred at

tRamp ∼ 4.8 µs [VRamp(4.8 µs) ∼ −140 V], i.e., approximately 1.1 µs before that

recorded when ttrap = 0 µs. This suggests that the molecules detected at late times

in this case are in higher-n states. From the ratio of the corresponding values of

Vtrap(t), this shift in the maximum of the electron signal was estimated to corre-

spond to a change in n of ∼+2.

By carrying out numerical particle trajectory calculations under conditions that

match those in the experiments (see Section 4.3), the typical distribution of maximal

electric fields experienced by molecules in the trap was determined. The mean of

this distribution was∼ 150 Vcm−1. To estimate the electric field ionisation rates of

the trapped NO molecules in the experiments, it was determined that for hydrogenic

Rydberg-Stark states with n = 38, |m| = 4, k = +33 (n = 43, |m| = 4, k = +38),

tunnel ionisation occurs at a rate of ∼ 10−30 s−1 (∼ 10−3 s−1) in this field [145]

(k = n1−n2 is the difference in the parabolic quantum numbers n1 and n2 obtained

by solving the Schrödinger equation for a pure Coulomb potential in parabolic co-

ordinates [66]). Additionally, explicit inclusion of electric field ionisation into the
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particle trajectory simulations, see Section 4.3, indicated that the contribution from

electric field ionisation to the observed trap decay rates was < 1 s−1. Hence, it is

concluded that electric field ionisation arising from the motion of molecules in the

trap does not affect the distribution of states with these values of n over time.

In a similar vein, for hydrogenic Stark states with n = 38, |m`| = 4, k = +33

(n = 43, |m`| = 4, k = +38), the ∆n = ±1 and ±2 blackbody transitions rates at

30 K are calculated to be ∼ 9× 102 s−1 and ∼ 4× 102 s−1 (∼ 7× 102 s−1 and

∼ 3× 102 s−1), respectively. At this temperature these depopulation rates scale

approximately with n−2. However, because the molecules are trapped ∼ 2 mm

above a 2-mm-diameter aperture in the heat shield surrounding the decelerator (A1

in Fig. 4.1), the blackbody field that the molecules interact with has a room temper-

ature component. From the position of the minimum of the trap the 2-mm-diameter

aperture subtends approximately 0.25 of the total solid angle. Modifications to the

blackbody spectrum arising from the dimensions of the electrode structure are not

accounted for in the following. At 300 K the ∆n =±1 and±2 blackbody depopula-

tion rates, for n = 38, |m`|= 4, k = 33 (n = 43, |m`|= 4, k = 38), are∼ 1×104 s−1

and ∼ 5× 103 s−1 (∼ 7× 103 s−1 and ∼ 3× 103 s−1), respectively. Therefore the

total ∆n =±1 and ±2 blackbody depopulation rates for these states at the position

of the trap are estimated to be below 0.75γBB(30 K)+ 0.25γBB(300 K) and hence

∼ 3×103 s−1 and ∼ 1×103 s−1 (∼ 2×103 s−1 and ∼ 1×103 s−1), respectively.

These blackbody transition rates are similar for both n = 38 and n = 43. There-

fore any blackbody-induced changes in the electron distribution, measured by PFI,

are not expected to differ for the molecules excited to the 38(2) and 43(2) states.

Consequently, the change in the n = 38 electron distribution with trapping time

[see Fig. 5.8(b)(ii)] is interpreted to arise from the initial population of the Rydberg

states close to the time of photoexcitation and before deceleration and trapping. Ex-

cited states with longer lifetimes remain in the trap for longer times. Therefore if an

ensemble of molecules is prepared in a set of states with different lifetimes, the mea-

sured distribution of these changes over time. This behaviour has been discussed

previously by Seiler et. al. in the interpretation of experiments with electrostati-
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Figure 5.9: Measured values of τdecay of Rydberg-Stark states in NO with (a) N+ = 0,
(b) N+ = 1, and (c) N+ = 2. In all measurements V0 = 149 V.

cally trapped Rydberg H atoms [165]. In the case of interest here, this suggests that

excitation of the NO molecules on the 38f(2) resonance resulted in the population

of at least two Rydberg states with different values of n(N+), while excitation on

the 43f(2) resonance lead predominantly to the population of states with a single

values of n(N+).

5.2.3 Decay rate measurements

Measurements of the trap decay time constants, τdecay, for NO molecules in n(0),

n(1), or n(2) Stark states were performed for values of n between 32 and 50. The

value of τdecay in each case was determined by fitting a single exponential function

to the experimental data between ttrap = 50 µs and 350 µs, as described in Sec-

tion 5.2.2. The error weighted mean of up to 6 separate measurements of τdecay for

each set of values of n(N+) were calculated, with the uncertainty on this weighted

mean also calculated. These values of τdecay obtained for the n(0), n(1), and n(2)

states, with V0 = 149 V, can be seen in Fig. 5.9. For reference, the decay time con-

stants of the 38(2) and 43(2) states in this figure were τdecay = 346.2±3.4 µs and

290.0±4.7 µs, respectively.

From the measured trap decay times in Fig. 5.9 it is seen that there is a general

trend for the measured value of τdecay to decreases with increasing values of n, and

therefore also increasing excitation wavenumber, υ2. This behaviour occurs for
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states in each N+ series studied. For the n(0) and n(1) states this trend is seen for

n ≥ 40. For the N+ = 2 series, the general reduction in the value of τdecay with n

begins at lower values of n. But for n = 34, 35, 40, 43, 45, and 46, deviations from

this general behaviour are observed. For n = 34 and 35 the measured values of

τdecay are shorter than those of the surrounding states that follow the general trend.

While, for n = 40, 43, 45, and 46 the measured values of τdecay are longer.

In the hydrogen atom, the fluorescence lifetimes of `-mixed Rydberg states

scale approximately with n4 [66, 76, 91]. Therefore, the observed general reduction

in τdecay with n for long-lived ‘hydrogenic’ Rydberg-Stark states in NO in Fig. 5.9

indicates that intramolecular interactions with short-lived states must occur. The

significance of these interactions must in general increase with n. However, for

particular values of n at which deviations from this general trend occur, additional

contributions from interactions with more energetically localised states must arise.

5.2.4 Vibrational channel interactions

The general reduction in the measured values of τdecay as the value of n, and

hence υ2, increases in the data in Fig. 5.9, is attributed to the effects of weak in-

tramolecular interactions. A possible explanation of the origin of these intramolec-

ular interactions is that they involve the mixing of the high-n Rydberg states

with v+ = 0 with short-lived low-n electronic states in series that converge to the

X+ 1Σ+ (v+ = 1,N+) state of NO+. As can be seen in the energy-level diagram in

Fig. 5.4, the n = 7 states in the v+ = 1 series lie above, but close to, the v+ = 0,

N+ = 0 series limit. The lifetimes of these states in the v+ = 1 series are domi-

nated by fast non-radiative decay processes, i.e., a combination of predissociation

and vibrational autoionisation [71]. They have lifetimes of ∼ 1 ps and hence spec-

tral widths of ∼ 5 cm−1 [71, 166]. Studies have been reported previously of the

∆v+ 6= 0 vibrational channel interactions in NO between Rydberg states in series

converging to the v+ = 1 series limit, and the v+ = 0 continuum that give rise to

autoionisation [71, 167]. In the case of interest here effects these same vibrational

channel interactions seen between states with v+ = 0 and v+ = 1 below both series

limits.
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To estimate the scale of the effects of these vibrational channel interactions in

the experiments here, calculations of τdecay were performed including contributions

from the v+ = 0 fluorescence and dissociation decay rates, as described in Chapter 3

Section 3.5. In these calculations the interactions between states in the v+ = 0 and

v+ = 1 series were treated semi-empirically. The amount of low-n, v+ = 1 character

mixed into a v+ = 0 Rydberg-Stark state |i〉 was assumed to follow the amplitude

of a Lorentzian function,

L(N+)(Ei) = a(N+)

[
(Γv+=1/2)2

(Ei/hc−Ev+=1/hc)2 +(Γv+=1/2)2

]
, (5.7)

at the off-resonance wavenumber Ei/hc of the Rydberg-Stark states for which the

trap decay time was measured. Ev+=1/hc is the wavenumber of the peak of the

Lorentzian function, Γv+=1 is the v+= 1 spectral width (Γv+=1 = 1/2πcτv+=1 where

τv+=1 ∼ 1 ps), and a(N+) is a scaling factor. In the interpretation of the experimental

data in Fig. 5.9, Ev+=1 and a(N+) were chosen to be fit parameters. Their values

depended on the dominant N+ character of the state |i〉. The total decay rate, γtot(i),

of the state |i〉 was then considered to be,

γtot(i) =
[
1−L(N+

i )(Ei)
]

γ0(i)+L(N+
i )(Ei)γv+=1, (5.8)

where γv+=1 = 1/τv+=1 is the v+ = 1 decay rate, and γ0(i) is given by Eq. 3.33.

The decay time constant of the state |i〉 was then τtot(i) = 1/γtot(i). This approach

allowed the v+ = 1 character of the n(N+) Stark states prepared in the experiments

to be estimated.

Because the data in Fig. 5.9 were recorded for times greater than 250 µs after

laser photoexcitation, the decay rates after this time were calculated using a similar

procedure to that employed by Bixon and Jortner [86]. This involved considering

the population of all accessible short and long lived n(N+) Stark states, each of

which decay exponentially. The resulting exponential functions were summed,

P(t) = ∑
i

exp
(
−t/τtot(i)

)
, (5.9)
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to give the total excited state population, P(t), where t = 0 µs corresponds to the

photoexcitation time. A single exponential function was then fit to the results of

these calculations between t = 300 µs and 600 µs, i.e., between the times corre-

sponding to ttrap = 50 µs to 350 µs. Because the deceleration and trapping process

only accepted the outer LFS Rydberg-Stark states, this procedure was implemented

for the outer quarter of the Stark manifold for each value of n(N+) to obtain the

calculated time constant τcalc.

Calculations of τcalc were carried out using fixed values of the electric field,

Fz, and MN . The value of Fz was taken to be equal to the time-averaged field expe-

rienced by the molecules in the electrostatic trap that are obtained from numerical

particle trajectory calculations, as described in Section 4.3. For V0 = 149 V this

field was Fz = 95 Vcm−1, and was approximately constant across the range of val-

ues of n studied. The values of MN were restricted to |MN | > |N+−3| such that at

least one of the 2N++1 Stark manifolds, for each n(N+), contained no short-lived

`≤ 3 character, i.e., for N+ = 0, 1, and 2, MN ≥ 4, 3, and 2, respectively.

The decay time constants, τcalc, where first calculated without including effects

of vibrational channel interactions (i.e., a(N+) = 0 in Eq. 5.7). In this case only the

intrinsic v+ = 0 fluorescence and dissociation decay rates were considered. For

the n(2) v+ = 0 states, the resulting time constants are shown for MN = 2 to 5 in

Fig. 5.10(a). From these data it is seen that when only v+ = 0 fluorescence and

dissociation decay rates were included the value of τcalc increases with n, as would

be expected in an atom. This does not however reflect the general trend observed in

the experimental data in Fig. 5.9.

To determine the values of Ev+=1 and a(N+) for each N+ series, a fit was

performed of τcalc to τdecay. In this fitting process the reduced chi-squared

χ2 = ∑n
(
τdecay(n)− τcalc(n)

)2
/∆τdecay(n)2 was minimised in each N+ series. For

N+ = 0 and 1, all measured values of n were used in the fitting process. For N+ = 2,

the fitting was performed for the data points between n = 36 and 48 where the val-

ues of τdecay change smoothly. The values of τdecay of the 40(2), 43(2), 45(2), and

46(2) states were not included in the fit because of their deviation from the general
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Figure 5.10: (a) Calculated decay time constants, τcalc, excluding effects of vibrational
channel interactions for MN = 2, 3, 4, and 5 LFS n(2) Rydberg-Stark states
in NO. (b) Fraction of v+ = 1 (τv+=1 ∼ 1 ps) character mixed into the n(2)
v+ = 0 Stark states. The red shaded region represents the uncertainty in the fit
parameters (see text for details). (c) Comparison of the experimentally mea-
sured values of τdecay for n(2) states (filled red circles) with calculated values
of τcalc for LFS n(2), MN = 4 Stark states including effects of vibrational
channel interactions (open black squares). The grey shaded region represents
the uncertainty in τcalc resulting from the uncertainty in the fit parameters.
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Table 5.3: Parameters associated with the Lorentzian function in Eq. 5.7, representing the
strength of the vibrational channel interactions between the short-lived (τv+=1 ∼
1 ps) low-n states with v+ = 1 and the high Rydberg states with v+ = 0, obtained
by minimising the reduced chi-squared of τcalc with respect to τdecay for the dif-
ferent N+ hydrogenic series separately. The fitting process was performed with
the data recorded for V0 = 149 V. Values of MN = 4 and Fz = 95 Vcm−1 were
used in the calculations.

N+ Ev+=1/hc(cm−1) a(N+)/10−6

0 −7±7 0.18±0.08
1 45±10 3.0±0.7
2 31±3 2.0±0.2

trend followed at surrounding values of n. A value of MN = 4 was used in determin-

ing τcalc because it is the smallest value of MN for which all N+ series considered

contain at least one set of Stark states without any short lived low-` (` ≤ 3) char-

acter. The values of Ev+=1 and a(N+) which resulted in the minimum chi-squared,

χ2
min, can be seen in Table 5.3. The uncertainties on these values were estimated

by considering the change required in Ev+=1 or a(N+) to increase the chi-squared to

χ2 = χ2
min +1.

Comparison of the best-fit values of Ev+=1 in Table 5.3 with the energy-level

structure in Fig. 5.4 shows that the peaks of the Lorentzian functions, which ap-

proximately represent the positions of the v+ = 1 (τv+=1 ∼ 1 ps) states mixed into

the v+ = 0 Stark states, lie close to or above the v+ = 0, N+ = 0 series limit and are

in the vicinity of the calculated energies of the (n = 7)X+ 1Σ+ (v+ = 1,N+) states.

From the values of Ev+=1 and a(N+), in Table 5.3 and Eq. 5.7 it can be estimated

that the fraction of short lived (τv+=1 ∼ 1 ps) n = 7, v+ = 1 character mixed into

the n(N+) v+ = 0 Stark states is between 10−10 and 10−9. For example, a 10−9

contribution from a short-lived state with a lifetime of 1 ps, mixed into a long-lived

state with a lifetime of 1 ms, yields a total decay rate of 2000 s−1 and a lifetime of

500 µs.

Fig. 5.10(b) shows the fraction of (n = 7)X+ 1Σ+ (v+ = 1,N+) character

mixed into the predominantly v+ = 0, N+ = 2 Rydberg states below the v+ = 0,

N+ = 0 series limit as given by Eq. 5.7. The shaded region corresponds to the
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range of mixing fractions that arise from the uncertainty in the fit parameters. As

can be seen in Fig. 5.10(b) the fraction of this n = 7, v+ = 1 character mixed into

the n(2) Stark states increases by approximately a factor of 5 over the wavenum-

ber range studied. In Fig. 5.10(c) the effects of these vibrational channel inter-

actions on the values of τcalc for the n(2) states (black squares) can be seen, and

these results are compared to the measured values of τdecay (red circles). The gray

shaded region in this panel of Fig. 5.10 corresponds to the uncertainty in τcalc aris-

ing from the uncertainty in the fit parameters. The calculated decay time constant

obtained for the 38(2), MN = 4 [43(2), MN = 4] state using this approach was

τcalc = 343± 30 µs [τcalc = 279± 35 µs]. It can be seen in Fig. 5.10(c) that, in

contrast to the case in which only v+ = 0 fluorescence and dissociation rates were

considered [Fig. 5.10(a)], this type of vibrational channel interaction leads to a de-

pendence of the excited state decay times on the value of n that follows the trend

observed in the experiments. The contributions from this interaction to the excited

state decay rates are ∼ 103 s−1.

To aid in this interpretation of the experimental observations as arising from

vibrational channel interactions, a two state quantum mechanical model was imple-

mented. To approximate the interaction between a v+ = 0 and v+ = 1 state, a 2×2

Hamiltonian, Hvib, was constructed,

Hvib =

Ev+=0 Ivib

Ivib Ev+=1

 , (5.10)

where Ev+=0 and Ev+=1 represent the energies of the v+ = 0 and v+ = 1 states, re-

spectively, and Ivib represents the strength of the interaction. Within the harmonic

oscillator approximation, ∆v+ = 1 mixing occurs when an interaction is present

that causes the Hund’s-case-(b) quantum defects to have a non-zero derivative with

respect to the internuclear separation R, when evaluated at the equilibrium inter-

nuclear distance Re, i.e., dµ
(b)
`Λ

dR

∣∣∣∣
R=Re

6= 0. [27, 28, 71, 72, 77, 168]. For the Ryd-

berg states of NO the dependence of µ
(b)
`Λ on R arises as a result of the interaction

of the Rydberg electron with the R-dependent multipole moments of the NO+ ion
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core [71, 73]. The off-diagonal matrix elements associated with this interaction,

Ivib in Eq. 5.10, can therefore be estimated by considering the interaction between

the |n`N+N MN v+ = 0〉 and |n′ `′N+′N′MN
′ v+′ = 1〉 Hund’s-case-(d) basis states.

This interaction can be expressed as [77]

Ivib '−
2hcRNO

ν3/2ν ′3/2 δ`,`′δN,N′δMN ,MN
′∑

Λ

A(N `)
N+Λ

β
Λ

v+′,v+(`) sec2
[

π µ
(b)
`Λ

∣∣∣
R=Re

]
A(N `)

N+′Λ
,

(5.11)

where, for ∆v+ = 1,

β
Λ

v++1,v+(`) =
dµ

(b)
`Λ

dR

∣∣∣∣∣
R=Re

√
(v++1)}
2µredωe

, (5.12)

with µred and ωe the reduced mass and vibrational frequency of NO+, respectively.

The units of the coupling given by Eq. 5.11 are introduced through the density of

Rydberg states as in the first order approximation of MQDT [27, 70]. It is assumed

that the values of the Hund’s-case-(b) quantum defect at the equilibrium internuclear

distance, µ
(b)
`Λ

∣∣∣
R=Re

, are small because ` ≥ 4, and hence sec2
[

π µ
(b)
`Λ

∣∣∣
R=Re

]
' 1.

The derivatives of the quantum defects, for Λ ≤ 2, were obtained by considering

the low-n, R-dependent quantum defects calculated in Ref. 73. For Λ ≥ 3, it was

assumed that dµ
(b)
`Λ

dR

∣∣∣∣
R=Re

= 0. Values of Ivib were then determined by considering

the interactions between states for which v+ = 0, N+ = 2, and n = 38, and those

for which v+ = 1, N+ = 0 and 4, n = 7, and ` = 4 and 5. Following this approach

the interaction strength Ivib was calculated to be between Ivib/hc ' 1×10−3 cm−1

and 5× 10−2 cm−1. The effect of this interaction on the v+ = 0 and v+ = 1 states

was then determined by considering that (Ev+=1 − Ev+=0)/hc ∼ 100 cm−1, and

calculating the eigenvalues and eigenvectors of the Hamiltonian in Eq. 5.10. The

resulting mixed states contain 10−10 to 10−7 of the minority component, i.e., the

absolute values of amplitudes of the minority component in the wavefunctions are

10−5 to 10−3.5. These mixing fractions are consistent with those expected from the

measured trap decay times. Using this two-state model it can also be estimated that

the vibrational channel interaction considered here would give rise to wavenumber
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shifts of the v+ = 0 and v+ = 1 states of∼ 10−8 cm−1 to 10−5 cm−1 (i.e., frequency

shifts of ∼ 100 Hz to 100 kHz).

5.2.5 Rotational channel interactions

To interpret the trap decay time constants for the individual Rydberg states that

deviate from the general trend in Fig. 5.9, i.e., that τdecay decreases with increasing

n, it is necessary to consider the role of rotational channel interactions between

states with v+ = 0. As discussed by Bixon and Jortner [86], and in Section 5.2.2,

the hydrogenic Stark states populated by photoexcitation in the experiments here

are those that undergo intramolecular interactions with nearby optically accessible

np(0) or nf(2) states. These interactions can be induced solely by external electric-

fields, as is the case for n(2) states that mix with nf(2) states, or by a combination of

intramolecular charge-multipole interactions and external electric-fields, that occur,

for example, in the case of n(1) states populated because of accidental degeneracies

between np(0) and n′d(1) states (where n′ 6= n), with the n′d(1) states further mixing

with the n′(1) hydrogenic states. Although population of n(N+) and n
′
(N+

′
) states,

at near accidental degeneracies, could occur in a coherent way the measurements

presented here are not sensitive to this effect.

In Fig. 5.9(c) the measured values of τdecay for the 40(2), 43(2), and 45(2)

Rydberg-Stark states are larger than expected from the behaviour of the surrounding

states. These n(2) hydrogenic Stark states are populated because of the effects

of mixing with the nf(2) states. However, the charge-quadrupole interactions that

couple states for which ∆N+ = ±2 and ∆` = 0 lead to mixing between nf(2) and

n′f(0) states, which, in the presence of an electric field also mix with the n′(0) states.

This type of interaction with intramolecular and external field contributions leads

to the population of n′(0) states upon photoexcition if they are energetically close

to an nf(2) resonance. Hence, because of accidental degeneracies with n′(0) states,

photoexcitation on the 40f(2), 43f(2), and 45f(2) resonances leads to the population

of both the 40(2) and 44(0), the 43(2) and 48(0), and the 45(2) and 51(0) states,

respectively. Since the n′(0) states have longer decay time constants than the n(2)

states at a particular excitation wavenumber (see Fig. 5.9), trapped molecules in
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these states have larger values of τdecay than those excited on resonances where

only n(2) states are populated. This increase in the observed decay time constant

also depends on the ratio of the n(2) and n′(0) state populations.

Further deviations from the general trend in the values of τdecay in Fig. 5.9 are

also seen for the 34(2) and 35(2) states. In these cases, charge-dipole interactions

that couple states for which ∆N+ = ±1 and ∆` = ±1 lead to mixing of the nf(2)

and n′`′(3) states. These result in the population of n′(3) states, in addition to n(2)

states, upon photoexcitation. Consequently, excitation on the 34f(2) and 35f(2)

resonances leads to the population of both the 34(2) and 32(3), and the 35(2) and

33(3) states, respectively. The reduced decay time constants observed for n = 34

and 35 in Fig. 5.9(c), when compared to the surrounding states, suggests that the

32(3) and 33(3) states have shorter lifetimes than the 34(2) and 35(2) states.

The measured decay time constant for the 46(2) state in Fig. 5.9, is larger than

expected from the trend in the surrounding states. In this case the presence of both

the optically accessible 46f(2) and 53p(0) states within the laser spectral width, and

the increasing overlap of Stark manifolds at these high values of n complicate the

interpretation of this feature. However, based upon similar arguments to those out-

lined above, an estimate of the states that can be populated in both of these cases can

still be made. Although a rigorous treatment, e.g., by combining particle trajectory

calculations with MQDT, will be required to determine the relative populations of

each Stark state and the efficiency with which each can be decelerated and trapped,

in this instance it is considered that:

• The 46(2) Stark states are populated because of electric-field-induced mixing

with the 46f(2) states.

• The 50(1) Stark states are almost degenerate with the 46(2) states and can

therefore be populated as a result of charge-dipole interactions that (i) couple

the 46f(2) states and 50d(1) or 50g(1) states, or (ii) couple the 53p(0) state

with the 50s(1) or 50d(1) states. These are then mixed with the hydrogenic

50(1) states in the electric field.
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Figure 5.11: Measured values of τdecay, for states in the N+ = 2 series. The data were
recorded for V0 = 100V (black triangle), 125V (blue open diamonds), and
149V (red circles).

• Finally, 52(0) Stark states can be populated as a result of electric-field-

induced mixing with the 53p(0) state.

Since, at a particular excitation wavenumber the N+ = 0 Stark states were observed

to exhibit longer decay time constants than the N+ = 1 and 2 Stark states (see

Fig. 5.9), the presence of 52(0) states is expected to increase the value of τdecay

measured at the wavenumber associated with the excitation of the 46(2) states when

compared to the other surrounding states. This is consistent with the experimental

observations.

The dependence of τdecay on the trap depth was measured for the n(2) states in

the range from n = 38 to 44, see Fig. 5.11. The data in this figure were recorded

for three different trap depths with V0 = 149 V (red circles), V0 = 125 V (blue open

diamonds), and V0 = 100 V (black triangle). From these data, it is seen that in

general τdecay is insensitive to the value of V0, and hence the trap depth. This is

consistent with the results of calculations for Fz = 95 Vcm−1 (V0 = 149 V) and

Fz = 80 Vcm−1 (V0 = 125 V) in which the reduction in the electric field strength

caused τcalc to change by < 5 µs over this range of values of n. However, two

exceptions to this general trend are seen in Fig. 5.11. These occur for the 40(2) and
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43(2) states where the value of τdecay increased as the value of V0 was decreased.

As discussed above, photoexcitation on the 40f(2) and 43f(2) resonances re-

sults in the population of the 40(2) and 44(0), and the 43(2) and 48(0) Stark states,

respectively. The increase in τdecay on these resonances as V0 was decreased indi-

cates that in these cases the fractions of trapped molecules in the longer lived 44(0),

or 48(0), states also increase as V0 decreases. For states with n > 40 the trapping

efficiency is limited by electric field ionisation during deceleration and trap loading,

with the ionising field scaling with n−4. For lower values of V0, the electric field

experienced by the molecules during deceleration and trapping is reduced. This

leads to an increase in the trapping efficiency for molecules in higher n states, be-

cause of reduced loses from electric field ionisation and the resulting increase in

the effective volume of the trap. This increase in trap loading efficiency is greater

for states with higher values of n. Therefore, for the measurements performed fol-

lowing excitation on the 40f(2) resonance, the trapping efficiency for molecules in

the 40(2) states only changes a little between V0 = 149 V and 125 V, whereas the

efficiency of trapping molecules in near the degenerate 44(0) states increases as the

values of V0 is reduced. This results in an increase in the fraction of molecules in

the longer-lived 44(0) state present in the trap when V0 = 125 V, compared with

V0 = 149 V, and therefore τdecay is observed to increase. The situation is similar

for the 43f(2) resonance, where the trapped molecules are in the 43(2) and 48(0)

states, and the fraction of molecules in the longer-lived 48(0) states increases as V0

decreases resulting in an increase in τdecay.

5.3 Conclusions

In this chapter measurements of the decay of electrostatically trapped Rydberg NO

molecules were presented. These molecules were excited in Rydberg states in se-

ries converging to the v+ = 0 and N+ = 0 to 2 states of the NO+ cation, with the

molecules trapped on timescales up to 1 ms. Trap decay time constants of∼ 300 µs

were determined, by fitting a single exponential function to the measured trap de-

cays between trapping times of 50 µs and 350 µs for Rydberg states with principal
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quantum numbers n between 32 and 50, and were observed to generally decrease

with increasing value of n for each N+ series. These measured trap decay time

constants therefore did not follow the ∼ n4 scaling typically expected of atomic

Rydberg states. The general trend is therefore attributed to effects of weak in-

tramolecular interactions. Interactions between the long-lived high-n v+ = 0 Ry-

dberg states and short-lived (∼ 1 ps) n = 7 v+ = 1 states that are located close to

the v+ = 0 ionisation limit were identified as being the most likely cause of these

effects. These interactions resulted in a mixing of∼ 10−9 of this short-lived charac-

ter into the long-lived Rydberg states, and contributed ∼ 103 s−1 to the total decay

rate. Deviations from this general trend were also observed, and attributed to the

excitation of long-lived v+ = 0 Rydberg states in series converging to multiple val-

ues of N+. These states were populated through a combination of charge-multpole

interactions of optically accessible n`(N+) states with n′`′(N+′) states of a different

N+. These n`(N+) and n′`′(N+′) states were then mixed, by time varying electric

fields present close to the time of photoexcitation, with the long-lived n(N+) and

n′(N+′) Rydberg-Stark states.





Chapter 6

Vibrationally and rotationally excited

Rydberg NO

In this chapter experiments in which the effects of vibrational and rotational excita-

tion of the NO+ ion core on the slow decay of cold electrostatically trapped Rydberg

NO molecules are presented. In Section 6.1 the first demonstration of the Rydberg-

Stark deceleration and trapping of vibrationally excited molecules is described. The

rates of decay of these cold trapped samples were measured and compared to those

presented in Chapter 5 for v+ = 0 Rydberg states. A systematic study of the effect

of rotational excitation on the decay of NO molecules in long-lived Rydberg-Stark

states was also carried out with these results presented in Section 6.2. Conclusions

are drawn in Section 6.3. The contents of Sections 6.1 and 6.2 draw on work pub-

lished in Refs. 160 and 169, respectively, with appropriate adaptations made to align

with the structure of this thesis.

6.1 Trap decay rates of vibrationally excited Ryd-

berg NO

6.1.1 Experimental methods

In the experiments described in this section, the NO molecules were excited into

high-n Rydberg states in series converging to the v+ = 1 state of the NO+ cation.

This was achieved using a similar excitation scheme to that described in Chapter 5,
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Figure 6.1: Resonance-enhanced two-colour two-photon excitation schemes used to pre-
pare Rydberg states in NO converging to the (a) v+ = 0, and (b) v+ = 1 vibra-
tional states in the X+ 1Σ+ ground electronic state of NO+. Low-lying n = 7
Rydberg states with v+ = 1 and 2 are also included in each panel. All energies
are displayed with respect to the energy of the N+ = 0, v+ = 0 Rydberg series
limit.

but with the first step in this case involving the excitation from the v′′= 0 vibrational

level of the X state to the v′ = 1, first excited vibrational level, of the A state, i.e.,

the resonance-enhanced two-colour two-photon

X 2
Π1/2

(
v′′ = 0, J′′ = 3/2

)
→ A 2

Σ
+
(
v′ = 1, N′ = 0, J′ = 1/2

)
→ n`X+ 1

Σ
+
(
v+ = 1, N+

)
(6.1)

excitation scheme. A comparison of this excitation scheme to that used for prepa-

ration of Rydberg states with v+ = 0 is shown in Fig. 6.1.

Since the intermediate A 2Σ+ state in NO is a low-lying Rydberg state, it has a

similar potential energy curve to the high-n Rydberg states, and that of the ground

electronic state of NO+. Consequently, the Franck-Condon principle results in a
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propensity for ∆v = v+− v′ = 0 transitions from the intermediate A state to the

high Rydberg states upon laser photoexcitation. Therefore the preparation of the

A 2Σ+(v′) intermediate state with v′ = 1 allows access to high Rydberg states in

series converging to the v+ = 1 vibrational level in the ground electronic state of

NO+. To implement this excitation scheme the frequency-tripled output of the first

laser was set to υ1 = 46535.87 cm−1 (≡ 214.888 nm) [∼ 80 µJ/pulse] to drive

the X 2Π1/2 (v′′ = 0, J′′ = 3/2)→ A 2Σ+ (v′ = 1, N′ = 0, J′ = 1/2) transition. The

second laser was then adjusted in the range from υ2 = 30420 cm−1 to 30500 cm−1

(≡ 328.7 nm to 327.8 nm) [∼ 1.0 mJ/pulse, collimated to a beam waste of∼ 2-mm]

to excite high-n Rydberg states from the intermediate A state.

As discussed in Chapter 5, the long-lived `-mixed Rydberg-Stark states pre-

pared in the experiments discussed here were populated upon the interaction of

molecules in optically accessible low-` Rydberg states with time-varying stray elec-

tric fields in the apparatus, associated with electrical noise and the presence of

charged particles, close to the time of photoexcitation. The procedure employed

for deceleration and trapping the molecules was the same as that described in Chap-

ters 4 and 5. Detection of the trapped molecules was performed using both PFI and

SFI. For the SFI the form the rising ionisation pulse was the same as in Chapter 5,

but with a maximum potential of Vmax =−200 V.

6.1.2 Laser spectroscopy of v+ = 1 Rydberg states

To determine the range of values of n, and N+, of the Rydberg states in NO with

v+ = 1 that could be decelerated and electrostatically trapped, laser photoexcitation

spectra were recorded with selective detection of molecules that were successfully

trapped. To achieve this, PFI was performed after a trapping time of ttrap = 360 µs

with the resulting spectra presented in Fig. 6.2. All of the resonances in this figure

correspond to the excitation of Rydberg states in series for which v+ = 1 and repre-

sent resonances on which optically accessible np(0) or nf(2) character is mixed into

near-degenerate long-lived Rydberg-Stark states. Spectra recorded for V0 = 149 V

and 100 V are displayed in Fig. 6.2(b) and (c), respectively. As in the data in Chap-

ter 5 for the v+ = 0 Rydberg states, the relative intensities of the features in these
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Figure 6.2: Spectra of long-lived v+ = 1 Rydberg states in NO recorded by PFI after decel-
eration and electrostatic trapping for ttrap = 360 µs with υ1 = 46535.87 cm−1.
When recording the data in spectrum (b) V0 = 149 V, and (c) V0 = 100 V. The
upper part (a) of the figure, contains electron time-of-flight distributions ob-
tained by SFI, using single-event counting, with the ramped ionisation voltage
VRamp(t) indicated on the top right. These data were recorded for ttrap = 100 µs,
with V0 = 149 V and excitation on the resonances indicated in (b). The red
horizontal line within each panel denotes the intensity maximum in each distri-
bution.

spectra reflect the combined effects of the efficiency with which long-lived LFS

Rydberg-Stark states were populated, the deceleration and trap loading efficiency,

and the lifetimes of the Rydberg states.

The transitions with maximal spectral intensity in Fig. 6.2 occur for higher

values of n when V0 is reduced to 100 V. For a given value of V0, i.e., a particular

depth of the electric field minima in the travelling electric traps, the optimal range

of values of n for which deceleration and trapping can be achieved is determined

by the Rydberg-state electric-dipole moments and ionisation electric fields. For

lower values of n, the deceleration and trapping efficiency is reduced because of

the n2 dependence of the maximal static electric-dipole moments of the Rydberg-

states, and therefore the maximal force that can be exerted on the molecules. On
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the other hand, the n−4 dependence of the threshold ionisation electric field for high

Rydberg states results in a reduction in the deceleration and trapping efficiency for

higher values of n [90, 145, 146]. This is because, during the deceleration and

trap loading process, molecules in higher n states are more likely to ionise, and

the phase-space acceptance of the travelling electric traps for these states reduces.

From numerical particle trajectory calculations (see Chapter 4) it was determined

that the lower threshold for electric field ionisation of higher-n Rydberg states does

not result in a significant increase in field ionisation after the traps are brought to

rest.

As was the case for the Rydberg states with v+ = 0, transitions to nf(2) Ryd-

berg states dominate the spectra in Fig. 6.2 because of the comparatively small nf

quantum defects of ∼ 0.02 in NO, and therefore the close proximity of these states

to long-lived higher-` n(2) states. However, `- and N+-mixing involving optically

accessible np(0) states can also lead to the population of [n−1](0) and n′(1) Stark

states. In these cases [n− 1](0) states are populated as a result of direct electric-

field-induced mixing with np(0) states. n′(1) Stark states are populated in situa-

tions where mixing with near degenerate np(0) and n′d(1) states occurs because

of intramolecular charge-dipole interactions, combined with electric-field–induced

mixing of n′d(1) character into the n′(1) states [67, 86]. The measurements of trap

decay rates discussed in this section focus primarily on n(2) Stark states excited on

the nf(2) resonances indicated by the horizontal bar across the top of Fig.6.2.

In addition to standard laser-photoexcitation spectra, SFI of the Rydberg

molecules was performed after deceleration and trapping for ttrap = 100 µs with

V0 = 149 V [separated panels in Fig. 6.2(a)]. This detection methodology allowed

changes in the ionisation fields of the molecules in states with different values of

n to be identified. These measurements were made by applying the slowly-rising

potential, VRamp(t), in the right-hand panel of Fig. 6.2(a) to the side electrodes after

switching off the deceleration and trapping potentials. Normalised electron time-of-

flight (TOF) distributions recorded by SFI, using single-event counting, following

excitation on the resonances with values of n between 36 and 46 are displayed across
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the left part of Fig. 6.2(a). The location of the maximum in each time-of-flight dis-

tribution is denoted by a red marker. The widths of the distributions in the time

domain reflect (i) the distribution of Rydberg-Stark states populated at the time of

SFI, (ii) the inhomogeneity of the ionisation fields within the decelerator structure,

and (iii) the motion of the molecules during SFI.

In general for the nf(2) resonances, the maxima in the electron TOF distri-

butions in Fig. 6.2(a) occur at earlier times as the value of n increases. This re-

flects the n−4 scaling of the threshold ionisation electric field [66]. SFI measure-

ments performed following excitation on the resonances at υ2 = 30462.50 cm−1

and 30463.24 cm−1, i.e., the two resonances between the 38f(2) and 39f(2) fea-

tures, aided in the characterisation of these states. The maxima in the electron TOF

distributions in both of these cases occur at earlier times (4.49 and 4.68 µs, respec-

tively) than those associated with these nf(2) resonances. Therefore the molecules

excited on these resonances ionise in lower electric fields. This suggests excita-

tion into states with values of n > 39. These states must therefore have values of

N+ < 2, and the higher wavenumber feature at υ2 = 30463.24 cm−1 must have a

higher value of n than the lower one. From the calculated energy-level structure of

the Rydberg states, these resonances were attributed to the population of 42(0) and

41(1) Rydberg-Stark states, respectively.

6.1.3 Trap decay rates

Measurements of the decay of the electrostatically trapped NO molecules in these

v+ = 1 Rydberg states were performed in a similar manner to those described in

Chapter 5 for v+ = 0. After laser photoexcitation the molecules were decelerated

and electrostatically trapped. The integrated NO+ ion signal, recorded after PFI of

the trapped molecules was then measured for values of ttrap up to 1 ms. Trap-decay

time-constants, τdecay, were then obtained by fitting single exponential functions to

these data between ttrap = 50 and 350 µs. The results of this process are presented

in Fig. 6.3. Each point in this figure corresponds to the weighted mean of up to 15

separate measurements of τdecay. The error bars represent the uncertainties on these

mean values.
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Figure 6.3: Measured trap-decay time constants, τdecay, for n(2) Rydberg states converging
to the v+ = 0 [filled red circles – from Fig. 5.9(c) in Chapter 5], and v+ = 1
[open blue diamonds] states in the ground electronic state of NO+. For all
measurements V0 = 149 V.

In Fig. 6.3, the measured values of τdecay for n(2) Rydberg states with v+ = 0

[filled red circles – from Fig. 5.9(c) in Chapter 5] and v+ = 1 [open blue diamonds],

are shown for n = 32− 48. All measurements were performed for V0 = 149V.

The general trend seen in these data is that as the value of n is increased, τdecay

decreases. This dependence is seen for the n(2) states in both the v+ = 0 and v+ = 1

series, and was previously also observed for n(0) and n(1) states with v+ = 0 in

Chapter 5. The measured values of τdecay, for states with v+ = 0 and 1 agree within

the measurement uncertainties. For example, in the case of the 38(2) states τdecay =

346.2±3.4 µs when v+ = 0, and 351.4±3.5 µs when v+ = 1. For individual states

in both series, deviations from the general trend are observed. These occur, for

example, on the 43(2) resonance were the measured values of τdecay are larger than

expected from the surrounding states.

The trap-decay times, τdecay, in Fig. 6.3, do not follow the ∼ n4 scaling ex-

pected for the lifetimes of `-mixed Rydberg-Stark states in atoms [66]. The general

trend in the measured values of τdecay, and the deviations from this trend result from

weak intramolecular interactions. As described in Chapters 4 and 5, contributions

from collisions (the number density of the trapped molecules is . 105 cm−1), and



102 Chapter 6. Vibrationally and rotationally excited Rydberg NO

black-body-induced transitions (the trap environment being maintained at ∼ 30 K),

can be ruled out as playing a significant role. Effects of electric field ionisation are

also expected to contribute < 1 s−1 to the decay rate from the traps for the values

of n studied here. In addition to this, the radiative lifetime of the v+ = 1 vibrational

state of the NO+ ion core, in the X+ 1Σ+ electronic ground state, is known to be

∼ 90ms [170], and is therefore not expected to play a significant role on the ∼ 1 ms

timescale of the experiments reported here.

As in Chapter 5, the general decrease in the values of τdecay with increasing

n for both v+ = 0 and v+ = 1 Rydberg states can be attributed to effects of weak

vibrational channel interactions. These interactions occur between v+ = 0 high-n

Rydberg states, and short-lived n = 7 states with v+ = 1. In v+ = 1 high-n Rydberg

states these interaction occur with short-lived n = 7 states with v+ = 2. As seen in

Fig. 6.1 in both cases, the n = 7 states with v+ = 1 (v+ = 2) lie energetically above,

but close to, the N+ = 0, v+ = 0 (v+ = 1) Rydberg series limit and decay rapidly by

fast non-radiative processes with lifetimes of ∼ 1 ps [71, 166].

In the data in Fig. 6.3, the values of τdecay for the n(2) Rydberg states with

v+ = 0 and 1 are similar, and in both cases decrease as n increases. This leads to the

conclusion that the interaction strengths are similar to those of the v+ = 0 Rydberg

states, and as a result a comparable amount of mixing occurs between the n(2) states

with v+ = 1 and the n = 7, v+ = 2 states. As seen in Fig. 6.1, the n = 7, v+ = 1

and 2 states lie in similar energetic positions with respect to the n(2), v+ = 0 and 1

states, respectively, which is consistent with similar contributions from vibrational

channel interactions in both cases.

For several of the n(2) resonances in Fig. 6.3, deviations from the general

trend exhibited by the data are seen for states with v+ = 0 and 1. In each of these

cases, because of near degeneracies, Rydberg-Stark states with more than one set

of values of n and N+ are simultaneously populated upon photoexcitation, decel-

erated and trapped. For the v+ = 0 states, these near degeneracies were also dis-

cussed in Chapter 5 . For v+ = 1, the main deviation from the general trend is seen

on the 43(2) resonance. In this instance, molecules in 43(2) and 48(0) Rydberg-
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Stark states are simultaneously confined in the trap following photoexcitation on

the 43f(2) resonance. The 43(2) Rydberg-Stark states are populated because of

electric-field-induced mixing with the optically accessible 43f(2) states. Charge-

quadrupole interactions, that couple states for which ∆N+ = ±2 and ∆` = 0, also

mix 43f(2) character into the near degenerate 48f(0) state, which, in the presence

of weak stray electric fields mix further with the 48(0) Stark states. Since the 48(0)

Stark states decay more slowly from the trap than the 43(2) states – because of their

lower value of N+ and higher value of n – simultaneously trapping molecules in

both states results in a value of τdecay that is longer than for surrounding states in

the n(2) series.

6.1.4 Deceleration and trapping field strengths

The dependence of τdecay on the strength of the trapping fields was investigated

by comparing measurements for n(2) states with v+ = 1 made with V0 = 149 V

[open blue diamonds] and 100 V [filled orange squares] as presented in Fig. 6.4.

No measurement of τdecay was made for the 40(2) state with V0 = 100 V because

the signal was insufficient. In general, for both values of V0, τdecay decreases with

increasing n. However, the values of τdecay for V0 = 100 V are in many instances

greater than those for V0 = 149 V. Although, for excitation on the 38(2) and 39(2)

resonances the opposite behaviour is seen.

The measurements in Fig. 6.4 demonstrate the persistence of the intramolecu-

lar interactions that cause the general reduction in the measured values of τdecay

with increasing n at lower trap depths. The slight increase in τdecay for values

of n between 41 and 48 when V0 = 100 V, compared to that for V0 = 149 V, re-

flects the lower time-averaged field-strength experienced by the trapped molecules.

This lower field results in smaller Stark shifts, by a factor of ∼ 2/3, of the trapped

molecules. Since the Stark shifts of the LFS Stark states suitable for trapping are

positive, reducing them leads to an increase in the average energy separation from

the short-lived n = 7 states with v+ = 2 which do not shift appreciably in the trap-

ping fields. As a result the amount of mixing with these states that occurs is slightly

reduced and the trap decay times are longer.
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Figure 6.4: Measured trap-decay time constants, τdecay, for n(2) Rydberg states with
v+ = 1. The data were recorded for V0 = 149 V (open blue diamonds), and
V0 = 100 V (filled orange squares).

The deviation of the value of τdecay for the 43(2) resonance in Fig. 6.4, from

the general trend exhibited by the surrounding states, is more pronounced when

V0 = 100 V than when V0 = 149 V. This is because the difference in the deceler-

ation and trapping efficiency for the 43(2) and 48(0) Stark states excited on this

resonance is more pronounced for lower values of V0. Consequently, the fraction of

trapped molecules in the longer-lived 48(0) states is greater under these conditions

and τdecay increases.

Finally, the values of τdecay decrease on the 38(2) and 39(2) resonances when

V0 is reduced to 100 V. This is attributed to a change in the distribution of Stark states

populated in the trap. For lower trap potentials, states with smaller dipole moments

are trapped less efficiently than those with larger dipole moments. Therefore, for

a given value of n, a smaller range of Stark states will be efficiently trapped when

V0 = 100V, than when V0 = 149V. The changes in these measured values of τdecay

reflect differences in the lifetimes of individual components within a manifold of

`-mixed Rydberg-Stark states, and in particular the fact that the outermost Stark

states with the largest static electric dipole moments generally exhibit the shortest

of these lifetimes.
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6.1.5 Vibrational autoionisation

Because the Rydberg-Stark states with v+ = 1 lie above the v+ = 0 series limit, they

can decay by vibrational autoionisation. Spontaneous emission from these states,

and predissociation are expected to contribute in a similar way to the total decay

rates of n(2) Stark states with both v+ = 0 and 1. Therefore, a comparison of the

values of τdecay for states in these two Rydberg series allows effects of vibrational

autoionisation on the decay of the long-lived v+ = 1 Rydberg-Stark states in the trap

to be inferred. Because the values of τdecay for the v+= 0 and 1 states agree to within

the experimental uncertainties, it is concluded that vibrational autoionisation does

not play a significant role in the decay of the trapped molecules when v+ = 1. An

upper bound on the rate of vibrational autoionisation of these states, γvib−trap, can

be obtained by considering the contribution required for τdecay to change by twice

the measurement uncertainty. This suggests that for n = 38, γvib−trap . 60 s−1.

Studies reported previously of the decay dynamics of Rydberg states in NO

with values of `≤ 4, included detailed analyses of effects of vibrational autoionisa-

tion [71, 80, 89, 166, 167]. In these works it was shown that these low-` Rydberg

states with v+ = 0 and 1 decay predominantly by fast non-radiative processes. How-

ever, in contrast to the v+= 0 states, for which predissociation is the dominant decay

pathway, the v+ = 1 Rydberg states predissociate and autoionise. Recent measure-

ments of the decay rates of ng(N+) Rydberg states with v+ = 1 and n = 22, 25,

and 28, yielded total decay rates that were proportional to n−3 (∼ 4×1011n−3 s−1

averaged over all rotations and sub-states, i.e., ∼ 2×107 s−1 at n = 28) [80]. Cal-

culations of the autoionisation rates, using a long-range potential model [69, 80],

indicated that ∼ 70% of the total decay rate of these states could be attributed to

autoionisation, with the remaining ∼ 30% associated with predissociation. This

is in line with previously measured predissociation rates of ng(N+) states with

v+ = 0 [89]. For all of the short-lived states studied in these works, the sponta-

neous emission rates were approximately three orders of magnitude lower than the

autoionisation rates.

To connect these previous results to the measurements described here for long-



106 Chapter 6. Vibrationally and rotationally excited Rydberg NO

lived, `-mixed Rydberg-Stark states, the vibrational autoionisation rates predicted

by the long-range potential model were extrapolated to higher values of ` [69, 80].

This allowed an estimate of the order of magnitude of the n- and `-dependent vibra-

tional autoionisation rates, γvib(n, `), given by

γvib(n, `) ' 1016n−3 `−8 s−1. (6.2)

From this expression it can be determined that the vibrational autoionisation

rates of n = 38 Rydberg states with values of ` between 4 and 12 lie between

γvib(38,4)∼ 106 s−1 and γvib(38,12)∼ 102 s−1. The spontaneous emission rates

of these same states are between 104 and 103 s−1.

The molecules that were successfully decelerated and trapped in the experi-

ments reported here were those in outer LFS Rydberg-Stark states. Calculations

of the vibrational autoionisation rates of these states, for n = 38 and MN = 4, and

in Stark manifolds with `min = 4, 5, and 6 (in an atom these would correspond to

m` = 4, 5, and 6 manifolds, respectively) were therefore made to aid in the interpre-

tation of the experimental data. In these calculations, the vibrational autoionisation

rate of a Stark state |i〉was determined by decomposing it into Hund’s-case-(d) basis

states |k〉=
∣∣nk `k N+

k Nk MNk
〉
, such that

γvib−calc,i = ∑
k
|cik(Fz)|2 γvib(nk, `k), (6.3)

where cik(Fz) = 〈k|i(Fz)〉 are the coefficients of the corresponding eigenvector in the

electric field, Fz. These coefficients were calculated by the matrix diagonalisation

methods described in Chapter 3. The mean time-averaged electric field strength of

Fz = 95 Vcm−1, experienced by the molecules as they move within the traps was

determined through numerical particle trajectory calculations, see Chapter 4, and

used in the calculations. By accounting for the n- and `-dependence of γvib(n, `)

using the expression in Eq. 6.2, the vibrational autoionisation rates obtained for the

outermost LFS Stark states with `min = 4, 5, and 6 were ∼ 3×103, ∼ 7×102, and

∼ 2×102 s−1, respectively. These rates are all an order of magnitude, or more,
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larger than the experimentally determined bound of γvib−trap . 60 s−1.

To obtain further insight into the link between the experimental data and these

crude order of magnitude estimates, the vibrational autoionisation rates of the field-

free |n`〉 Rydberg states were considered more generally to have the form

γvib(n, `) = An−3 `−p, (6.4)

where A and p are adjustable parameters. To explore the range of values of A and

p that could result in Rydberg-Stark state vibrational autoionisation rates . 60 s−1,

these parameters were constrained to ensure that γvib(n,4) was equal to the values

reported recently for Rydberg states in Ref. 80. This was achieved by adjusting

the value of A for each value of p. For these tests the value of p was chosen to

lie between 6 and 18 because the intramolecular charge-dipole, charge-quadrupole,

and charge-polarisability interactions scale with between `−5− `−7, `−3− `−9, and

`−5− `−7, respectively [67]. And, considering Fermi’s Golden Rule, the corre-

sponding vibrational autoionisation rates would depend on the square of these quan-

tities.

The calculated values of γvib−calc for the outermost LFS Stark states with

n = 38 and MN = 4 in manifolds with `min = 4, 5, and 6 are shown in Fig. 6.5. From

these data it is seen that when `min = 4, γvib−calc converges to∼ 600 s−1 as the value

of p is increased. This represents the contribution to autoionisation rate of the out-

ermost Stark-State from the field-free ` = 4 vibrational autoionisation rate for this

value of n. Because the experimental bound on the vibrational autoionisation rates

in the work reported here (dashed horizontal line) lies below γvib−calc for all values

of p under these conditions, it is concluded that the Rydberg states of the deceler-

ated and trapped molecules cannot possess any `≤ 4 character. For `min = 5 and 6,

the calculated vibrational autoionisation rates do reduce below 60 s−1 for p & 12,

and 10, respectively. In both of these cases the fluorescence rates of the field-free

Rydberg states exceed the vibrational autoionisation rates for ` & 8. The `-scaling

suggested by these observations is stronger than that in Eq. 6.2. However, because

even crude estimates of the kind outlined here of vibrational autoionisation rates
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Figure 6.5: Calculated vibrational autoionisation rates of the outermost LFS Stark states
with n = 38 and MN = 4 in manifolds for which the minimum ` character con-
sidered was `min = 4 (black circles), 5 (open blue squares), and 6 (red triangles)
(see text for details).

of `-mixed Rydberg-Stark states are very sensitive to the vibrational autoionisation

rates of the field-free low-` states, a more precise interpretation of the experimental

results will require more accurate values of the vibrational autoionisation rates of

the field-free Rydberg sates with ` > 4.

6.2 Effects of rotational excitation on decay rates of

Rydberg NO

6.2.1 Experimental methods

In the experiments presented in this section, the NO molecules were photoexcited

using the resonance-enhanced two-colour two-photon

X 2
Π1/2

(
v′′ = 0, J′′ = 5/2

)
→ A 2

Σ
+
(
v′ = 0, N′ = 4, J′ = 7/2

)
→ n`X+ 1

Σ
+
(
v+ = 0, N+

)
(6.5)
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Figure 6.6: Resonance-enhanced two-colour two-photon excitation scheme utilised in the
experiment to prepare high-n Rydberg states of NO, in series converging to the
N+ = 2, 4, and 6 rotational states of the v+ = 0 vibrational state of NO+. The
grey boxes indicate the zero-field zero-quantum-defect energies of states with
n = 38 to 44, in their respective series. The zero-field energies of n = 7, v+ = 1
states, located close to the v+ = 0, N+ = 0 ionisation limit, are also shown.

excitation scheme depicted in Fig. 6.6. The frequency tripled, υ1, and doubled,

υ2, outputs of two counter-propagating Nd:YAG pumped dye lasers were used to

drive the X 2Π1/2→ A 2Σ+ and A 2Σ+→ n`X+ 1Σ+ transitions, respectively. Here,

υ1 = 44225.35cm−1 (≡ 226.115 nm) [∼ 90 µJ/pulse], and υ2 was varied in the

range of 30384 cm−1 to 30511 cm−1 (≡ 329.12 nm to 327.75 nm) [∼ 0.7 mJ/pulse,

collimated to a beam waste of ∼ 2-mm]. In addition, the intensity of the tuneable

radiation at wavenumber υ2 was monitored throughout the measurements on a pho-

todiode.

After photoexcitation, three types of measurements were performed. Either
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the Rydberg molecules (i) travelled for a short distance beyond the excitation po-

sition for a time t = 1 µs before detection by SFI; (ii) were loaded into a single

travelling electric trap of the Rydberg-Stark decelerator and guided at a constant

speed of 795 ms−1 to the detection position ∼ 100 mm downstream in the appa-

ratus, with delayed PFI then performed at a time t = 132 µs after photoexcitation;

or (iii) were decelerated in a travelling trap in the decelerator from 795 ms−1 to

rest in the laboratory-fixed frame of reference, with PFI at times t ≥ 250 µs af-

ter photoexcitation. The deceleration and trapping was performed as described in

Chapter 4. The SFI potential in measurement type (i) was applied to electrode E1

[see Fig. 4.1], and had the same form as the SFI potential described in Chapter 5

but with Vmax =−250 V. For measurement type (ii) and (iii), the rapidly-rising PFI

potential of +500 V was applied to the side electrodes [see Fig. 4.1]. The ions or

electrons generated by PFI or SFI were accelerated out of the decelerator structure

and cryogenic region of the apparatus, to either one of two MCP detectors operated

at room temperature for collection.

6.2.2 Results and discussions

As in Chapter 5, the photoexcitation scheme used allowed access to Rydberg states

in NO with np or nf character. The presence of weak time-varying electric fields

gave rise to population transfer from the optically-accessible Rydberg states into

longer-lived `-mixed Rydberg-Stark states [76, 91]. This processes occurred most

efficiently for states with nf character because of their comparatively small quantum

defects of ∼ 0.02 [82, 86], and hence their energetic proximity to higher-` states

with the same value of n. Because the quantum defects of the nf states are not

strongly dependent on the rotational quantum number, N+, of the NO+ ion core [82],

the mechanisms by which the long-lived Stark states are populated are similar for

Rydberg series with different values of N+. By exciting the molecules through the

level in the intermediate A-state with a rotational quantum number N′ = 4, it was

therefore possible to prepare molecules in similar distributions of `-mixed Rydberg-

Stark states in series with N+ = 2, 4, and 6.

The spectrum of Rydberg states prepared in the experiments, with lifetimes
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Figure 6.7: Laser photoexcitation spectra of Rydberg states in NO recorded after: (a) de-
celeration and trapping at t = 300 µs, (b) guiding at t = 132 µs, and (c) free-
expansion at t = 1 µs after photoexcitation. All measurements recorded with
υ1 = 44225.35cm−1. The vertical red dotted line in (c) represents the position
of the N+ = 2 series limit at υ2 = 30494.90cm−1. The spectra shown in (a) and
(b) were detecting NO+ ions using PFI, and in (c) SFI was used with electrons
detected.

sufficient for detection 1 µs after excitation, can be seen in Fig. 6.7(c). This spec-

trum was recorded by SFI so that the signal from the bound Rydberg states dis-

played, could be separated from that of free electrons generated by direct photoion-

isation close to, or above the series limits for the lower values of N+. This, and the

other spectra in Fig. 6.7, represent the mean of between 7 and 16 individual mea-

surements. When recording these spectra, the intensity and wavenumber of υ2 was

monitored and recorded for each data point. The NO+ ion, or the electron signal
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recorded on the MCP was then normalised to account for effects of shot-to-shot in-

tensity fluctuations by dividing by the laser intensity. Since the sets of values of υ2

sampled in each individual spectrum were not exactly the same from one measure-

ment to the next, because of the way in which the tuneable dye laser was scanned,

to average the spectra, an equally spaced set of wavenumbers covering the entire

measurement range was generated. At each wavenumber in this set, the average

spectral intensity was then obtained from the weighted mean of the individual spec-

tra using a Gaussian weighting function with a standard deviation σ = 0.075 cm−1

corresponding to that of the laser spectral profile. Uncertainties were calculated us-

ing the standard error on the weighted mean. The absolute signal levels cannot be

directly compared between the spectra presented in Fig. 6.7 because of the differing

detection efficiencies associated with each spectrum reported.

The spectrum in Fig. 6.7(c) contains transitions to states with values of n be-

tween 33 and approximately 55 in the N+ = 2 (lowest wavenumber resonances),

N+ = 4 (middle section of the spectrum between ∼ 30430 and 30480 cm−1), and

N+ = 6 (high wavenumber resonances) series. Each of the features observed can

be associated with transitions to the individual Rydberg states in these series as in-

dicated by the vertical bars at the top of the figure. The series observed are those

expected from the propensity rules for strong transitions from the intermediate A

state to the high Rydberg states, see Section 5.1. The spectra are dominated by tran-

sitions to nf(N+) Rydberg states. However, there are several features corresponding

to excitation on np(4) resonances. These typically arise as a result of intramolec-

ular charge-multipole interactions between near degenerate states [67, 86, 90]. In-

teractions of this kind mix optically accessible np(4) character into n′`′(N+′) states

which further evolve in the time-varying electric fields close to the time of excita-

tion into long-lived n′(N+′) `-mixed Rydberg-Stark states. The intensities of the

resonances in the spectrum depend on the efficiency with which long-lived Ryd-

berg states are populated in each case. The increase in the intensity of the signal

associated with the excitation of N+ = 6 Stark states with values of n > 38 and

υ2 > 30490 cm−1 is attributed to an increase in the number of ions and electrons,
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and enhanced electric-field-induced `- and MN-mixing close to the time of photoex-

citation, in this spectral region which is close to or above the N+ = 2 series limit

(dashed red vertical line).

The spectrum in Fig. 6.7(b) was recorded by detection of molecules that were

loaded into a single travelling electric trap in the Rydberg-Stark decelerator and

transported without deceleration over a distance of∼ 100 mm to a second detection

region in the apparatus. There, upon switching off the guiding fields, the molecules

were detected by PFI at a time t = 132 µs after photoexcitation. The resulting

spectrum is very different to that in Fig. 6.7(c). It is dominated by the features

in the wavenumber range between 30400 and 30460 cm−1 that are also present in

panel (c). However, the spectral intensity distribution is different. The stronger

features in the delayed PFI spectrum correspond to excitation on nf(2) resonances,

while the resonances for which N+ = 4 are weaker. Transitions to Rydberg states

with N+ = 6 are almost completely absent from this spectrum. They can however

be identified in the wavenumber range between 30460 and 30510 cm−1 if the signal

amplitude is scaled by a factor of 15 [orange spectrum inset and vertically offset

in panel (b)]. The intensities of the observed features arise from a combination

of (i) the efficiency with which long-lived Rydberg states were populated, (ii) the

efficiency with which the molecules were loaded into the travelling electric trap of

the decelerator, (iii) the detection efficiency, and (iv) the excited-state decay rates.

However, across this spectrum molecules excited to n(N+) states with the same

value of n are expected to be loaded, guided and detected with a similar efficiency

because these processes are dominated by the behaviour of the Rydberg electron

and not strongly affected by the rotational state of the ion core. The differences

in spectral intensities in Fig. 6.7(c) and (b) therefore suggest that the molecules

prepared in the more highly excited rotational states, i.e., those with N+ = 4 and

6, decay more rapidly from the travelling electric traps as they are guided to the

position where delayed PFI was performed than those in the N+ = 2 states.

Further information on the decay dynamics of the excited molecules was ob-

tained by deceleration to rest in the laboratory-fixed frame of reference and elec-
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trostatic trapping. For molecules travelling with an initial longitudinal speed of

795 ms−1 this deceleration process took ∼ 250 µs. A spectrum recorded with de-

tection after a subsequent trapping time of 50 µs, and therefore at a total time after

photoexcitation of t = 300 µs is displayed in Fig. 6.7(a). This spectrum contains

fewer strong resonances than that in panel (b). The features observed are predomi-

nantly those associated with the transitions to Rydberg states in the N+ = 2 series.

This further reduction in signal from molecules in the more highly excited rotational

states at this later detection time lends additional weight to the suggestion that for a

similar range of values of n, the Rydberg states excited in series converging to more

highly excited rotational states of the NO+ ion core decay more rapidly than those

associated with lower rotational states.

Quantitative information on the decay rates of the decelerated and electrostat-

ically trapped molecules was obtained by direct measurements of trap loss, as de-

scribed in Chapter 5. These were carried out for molecules excited on N+ = 2

resonances only. This involved measurements of trap decay time constants for val-

ues of n between 38 and 44 inclusive, over times ranging from 300 to 600 µs after

photoexcitation, i.e., for trapping times between 50 and 350 µs. The results of these

measurements are presented in Fig. 6.8(a). The measured trap decay time constants

range from 340 to 275 µs and generally decrease as the value of n increases. These

values agree within the experimental uncertainties with those measured upon pho-

toexcitation from the A 2Σ+ (v′ = 0, N′ = 0, J′ = 1/2) intermediate state, seen in

Fig. 5.9. As in Chapter 5, the observed decrease in the trap decay time constant

with n was attributed to the increase in the coupling, as the excitation wavenumber

is increased, to the short-lived, ∼ 1 ps, n = 7 states with v+ = 1 located close to

the N+ = 2 series limit (see Fig. 6.6). The deviations of the trap decay time con-

stants from this general trend, for example at n = 43, can be attributed to effects

charge-quadrupole interactions that result in the population of pairs of near degen-

erate Rydberg states in series with values of N+ that differ by 2. In the particular

case of the Rydberg states with n = 43 in the N+ = 2 series, the coupling that oc-

curs is with the longer-lived near degenerate n = 48 states in the N+ = 0 series.
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Figure 6.8: (a) Measured trap-decay time constants of long-lived n(2) Rydberg states. De-
cay time constants for the (b) n(4), and (c) n(6), states inferred from the relative
spectral intensities measured at 1 µs and 132 µs after photoexcitation. See text
for details.

The decay time constants of molecules excited to states with N+ = 4 and 6 could

not be measured by monitoring loss rates from the electrostatic trap because of the

insufficient signal strength at later times after photoexcitation.

Although the decay time constants of n(4) and n(6) states could not be ob-

tained from trap decay measurements, they could be determined from the changes
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in the relative spectral intensities of the corresponding resonances in the spectra

recorded at t = t0 = 1 µs [Fig. 6.7(c)] and t = t1 = 132 µs [Fig. 6.7(b)] after pho-

toexcitation. To achieve this, the decay rates of the molecules in the n(2) Rydberg

states measured after deceleration and electrostatic trapping were used for calibra-

tion, and the assumption was made that the decay of the molecules in the time

between laser photoexcitation and t = t0 = 1 µs could be neglected. This is consid-

ered reasonable since this period of time is < 1% of the typical decay time constant

of the molecules in these states.

For each value of n, the efficiency with which long-lived Rydberg-Stark states

were populated was assumed to be similar for all values of N+ studied. This as-

sumption is based on the fact that the quantum defects of the optically accessible

nf Rydberg states, and hence their proximity to the manifold of long-lived `-mixed

Rydberg-Stark states into which population evolves after excitation, are not strongly

dependent on the value of N+. From this starting point, the differing contributions

from the detection and guiding efficiencies in the spectra recorded directly after

photoexcitation at t0 = 1 µs, and after confinement and guiding in the travelling

trap of the decelerator for t1 = 132 µs, could be accounted for by scaling the data

recorded at the later detection time by a factor Cscale(n, t1). The value of Cscale(n, t1)

was calculated such that the ratio of the resulting normalised spectral intensities,

Cscale(n, t1) In(2)(t1) to In(2)(t0), on the n(2) resonances was equal to that expected

from an exponentially decaying function with the corresponding decay time con-

stant, τn(2), in Fig. 6.8(a), i.e.,

Cscale(n, t1) In(2)(t1)
In(2)(t0)

= exp

[
−t1− t0

τn(2)

]
. (6.6)

This same scaling factor was used to normalise the signal amplitude associated with

the n(4) and n(6) resonances in the same spectrum. The decay rates of these states

could then be obtained by determining τn(N+) from

Cscale(n, t1) In(N+)(t1)
In(N+)(t0)

= exp

[
− t1− t0

τn(N+)

]
(6.7)
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when N+ = 4 and 6. This procedure was repeated for each individual value of n be-

tween 38 and 44 for which the measurements were made, with the results presented

in Figs. 6.8(b) and (c).

The data in Fig. 6.8(b) and (c) indicate that the decay time constants of the

N+ = 4 and 6 Rydberg-Stark states populated in the experiments range from 50 to

150 µs, and from 23 to 29 µs, respectively. These are significantly shorter than the

values of τn(2) in Fig. 6.8(a). The general trend observed is therefore that the decay

time constants for a given value of n reduce as the value of N+ is increased, i.e.,

the Rydberg state decay rates increase with N+. However, the general trend within

each individual N+ Rydberg series, that the decay time constants decrease as the

value of n increases, persists for each value of N+. Although this general trend is

less apparent for the shorter-lived states with N+ = 6.

The spontaneous emission rates of the Rydberg states studied are not expected

to exhibit a strong dependence on N+. Therefore, the observation of a decrease

in the measured decay time constants with N+ point to an increase in the rates of

non-radiative decay processes, i.e., rotational autoionisation or predissociation, as

the value of N+ increases. Since the N+ = 2 and 4 states studied lie below all

lower-N+ Rydberg series limits (see grey rectangles in Fig. 6.6), these states cannot

decay by rotational autoionisation. The change, by a factor of approximately 1/3,

in the lifetimes of the Rydberg states with N+ = 4 compared to those with N+ = 2

in Figs. 6.8(a) and (b) therefore cannot be attributed to rotational autoionisation. As

can be seen in Fig. 6.6, the N+ = 6 Rydberg states studied do lie above the ioni-

sation limits of all series with N+ ≤ 3. However, the strongest rotational channel

interactions that could give rise to rotational autoionisation are the charge-dipole

interaction between the Rydberg electron and the static electric dipole moment of

the NO+ ion core, and the charge-quadrupole interaction. The charge-dipole inter-

action couples states for which ∆N+ = 1, while the charge-quadrupole interaction

couples states for which ∆N+ = 0 or 2. Since couplings between the bound Rydberg

states in the N+ = 6 series and the ionisation continuum with N+ ≤ 3 necessitate an

interaction for which ∆N+ ≥ 3 this can only occur through higher-order processes
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which do not have a strong propensity. For the particular states studied here it is

therefore concluded that the observed dependence of the Rydberg state decay rates

on the value of N+ is not dominated by effects of rotational autoionisation, and must

therefore be caused by changes in the Rydberg-state predissociation rates.

Changes in the rates of predissociation of the Rydberg states with N+ = 2, 4,

and 6 studied are attributed to differences in the amount of low-` character, i.e.,

` . 3, of the Rydberg-Stark states populated in the excitation process as the value

of N+ increases. From the measured decay time constants of the Rydberg states in

the N+ = 2 series in Fig. 6.8(a), and the data reported in Sections 5.2 and 6.1, it

was concluded that the molecules in long-lived Rydberg states that are successfully

decelerated and trapped must be in states with high-|MN | values, i.e., |MN |& 4. For

N+ = 2, there exist 2N++ 1 = 5 manifolds of `-mixed Rydberg-Stark states, and

when |MN | = 4 the minimal short-lived low-` character in each of these manifolds

ranges from 2 to 6 (see Section 3.5 in Chapter 3). Because of this there are many

Rydberg-Stark manifolds that do not possess any low-`, i.e., ` . 3, character. The

molecules in these manifolds are therefore most likely to be decelerated and trapped

as they are the longest-lived.

This situation is, however, different for N+= 4 or 6. For N+= 4, the manifolds

of Rydberg-Stark states for which |MN | = 4 can contain values of ` down to zero.

The short-lived ` . 3 character in these manifolds of Rydberg-Stark states, results

in shorter measured decay times for each value of n than observed when N+ = 2.

For N+ = 6, this situation is even further exaggerated, and the decay times of the

states populated in the excitation process further reduced. Although the distribution

of values of |MN | of the excited molecules is expected to be similar for each value

of N+, contributions from states with short-lived low-` character differ significantly

as the value of N+ is increased. The observed reduction in the decay time constants

of the molecules for each particular value of n with increasing N+ is therefore at-

tributed to changes in the underlying low-` character of the states that are populated.

This is consistent with the behaviour of the trap decay time constants for Rydberg

states with N+ = 0, 1, and 2 discussed in Chapter 5.
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6.3 Conclusions
The experiments described in this chapter allowed the investigation of the effects

of vibrational and rotational excitation on the decay of Rydberg NO molecules in

long-lived high-n Rydberg-Stark states. This work included the first demonstration

of electrostatic trapping vibrationally excited molecules following Rydberg-Stark

deceleration. The trap decay time constants for NO molecules in Rydberg states

converging to the v+ = 1 series limit, were found to exhibit the same general trend

as those measured for v+ = 0 Rydberg states with the same value of N+. Indeed, the

measured trap decay time constants for molecules in v+ = 0 and 1 Rydberg-Stark

states were found to be equal within the measurement uncertainties. It was therefore

concluded that the v+= 1 Rydberg states prepared in the experiments did not exhibit

a significant rate of decay by vibrational autoionisation. An upper limit on the of

rate of vibrational autoionisation of 60 s−1 could be placed on the states prepared in

the experiment. Studies of the decay time constants of molecules in v+ = 0 Rydberg

series, but converging to more highly excited rotational states of the NO+ ion core,

i.e., those for which N+ = 4 and 6, indicated that molecules in states with higher

values of N+ decayed more rapidly. This observation was attributed to the increase

in the amount of short-lived predissociative low-` character as the value of N+ was

increased for similar values of |MN |. These unique measurements demonstrate for

the first time that Rydberg states in small molecules that have lifetimes on the order

of 100 µs do not simply behave like atomic Rydberg states as is often assumed

when simple n-scaling rules are applied. Instead, the same rich decay dynamics

that occurs in the short-lived low-` Rydberg states persist and are observable in

experiments.





Chapter 7

Spectroscopy and

electrostatic-trapping of Rydberg N2

N2 is the most abundant molecule in air. Studies of Rydberg states in N2 are there-

fore of interest in understanding the physics and chemistry of plasmas generated

by electrical discharges including lighting [171–174], and photoionisation by solar

radiation [47, 48, 175–177]. Because N2 has no ground state electric or magnetic

dipole moment cold, trapped gas-phase samples have never before been prepared.

Samples of this kind offer opportunities for detailed studies of weak transitions, in-

teractions, and slow decay processes. These effects can be otherwise challenging to

study quantitatively in the laboratory, but for atmospheric quantities of N2 irradiated

by the sun can have a significant impact. In addition, the preparation of cold electro-

statically trapped samples of Rydberg N2 opens opportunities to study the slow de-

cay dynamics of long-lived Rydberg states in a homonuclear molecule, and allows

comparison with the measurements made with NO presented in the previous chap-

ters. In this chapter, laser spectroscopic studies of high-n Rydberg states in N2 are

first presented in Section 7.1. The aim of these experiments was to identify an ap-

propriate excitation scheme by which molecules in long-lived Rydberg-Stark states

could be prepared. Following this, in Section 7.2, deceleration and electrostatic

trapping N2 molecules in these long-lived Rydberg-Stark states is demonstrated for

the first time.
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7.1 Ion-dip and photoabsorption spectroscopy of Ry-

dberg states in N2

7.1.1 Experimental methods

In the experiments described in this section, photoexcitation of N2 molecules to

long-lived Rydberg-Stark states was studied, with the aim of preparing samples

suitable for Rydberg-Stark deceleration and electrostatic trapping. To achieve this

pulsed supersonic beams of N2 were intersected with co-propagating frequency-

tripled and fundamental outputs of two Nd:YAG-pumped pulsed dye lasers, be-

tween electrodes E1 and E2 in the Rydberg-Stark decelerator apparatus depicted in

Fig. 4.1. These lasers were operated at wavenumbers υ1 and υ2, respectively, to

photoexcite or photoionise the ground-state molecules. Both lasers were focused

into the vacuum chamber using the same 300 mm focal length lens, to a minimum

beam waist of ∼ 100 µm FWHM. In the experiments performed υ1 = 49415 -

49440 cm−1 (≡ 202.37 - 202.27 nm) [at either ∼ 35 µJ/pulse or ∼ 200 µJ/pulse],

and υ2 = 26665 - 26830 cm−1 (≡ 375.02 - 372.72 nm) [at ∼ 4 mJ/pulse]. The

pulse-length of the laser radiation was ∼ 8 ns, with a FWHM spectral width of

∼ 0.25 cm−1. The output of the dye lasers was monitored using a fibre-coupled

wavelength meter.

After laser photoexcitation or photoionisation, photo-ions and Rydberg N2

molecules were detected and distinguished by ramped pulsed electric field ioni-

sation. This was carried out by applying a slowly rising potential of the form

Vramp(t) = Vmax
[
1− exp(−t/τramp)

]
, with Vmax = +400 V and τramp = 1.55 µs,

to E1, see Fig. 7.1(a). This potential: (i) accelerated the photo-ions extracted at

early times in these potentials through a 2 mm diameter aperture in E2 to be col-

lected on an MCP detector, and (ii) ionised the molecules excited into the Rydberg

states at higher potentials with the resulting ions accelerated to the MCP. Since the

molecules in the Rydberg states ionise at times t > 0, in the rising potential, the re-

sulting ions were accelerated through a larger potential difference than the prompt

photo-ions. As a result these “Rydberg-ions” arrived at the MCP earlier than the
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Figure 7.1: Potentials applied to electrodes (i) E1, and (ii) E2, for N+
2 ion detection at times

(a) 150 ns, and (b) 650 ns after photoexcitation.

prompt photo-ions. The ramped ionisation pulse was applied 150 ns after photoex-

citation [Fig. 7.1(a)], to allow both the changes in the number of prompt photo-ions

and molecules in Rydberg states, to be monitored simultaneously. Examples of the

N+
2 signal recorded at the MCP detector using this detection scheme are shown in

Fig. 7.2. The time on the horizontal axis of this figure is the time elapsed after the

rising potential was applied to electrode E1. In Fig. 7.2 three time-of-flight dis-

tributions are shown for: (i) υ2 = 26735.22 cm−1 (orange line), which is not on

resonance with any transition to a Rydberg state, (ii) υ2 = 26733.41 cm−1 (green

line) which is resonant with the transition to the predissociative 35p(N+ = J′) state,

that results in depletion of the photo-ion signal, and (iii) υ2 = 26776.80 cm−1 (blue

line) which is resonant with the transition to the 47f(N+ = J′) state, that leads to the

population of Rydberg states that ionise in the rising electric field. These “Rydberg-

ions” are indicated by the blue shaded region.

To detect only the bound Rydberg states, a pulsed-potential was applied to E2

200 ns after laser photoexcitation to deflect the prompt photo-ions, see Fig. 7.1(b).
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Figure 7.2: Signal from MCP detector with 2υ1 = 98840.7 cm−1, and υ2 as indicated in the
legend (see text for details). The time indicated is that elapsed after the rising
potential was applied to electrode E1.

This potential had a total duration of ∼ 300 ns and a maximum at ∼ 5.5 V. The

maximal electric field of ∼ 18.3 Vcm−1 during this pulse also resulted in the dia-

batic electric field ionisation of molecules in Rydberg states with n & 75 - 89. This

pulsed potential was followed at 650 ns after photoexcitation by the main high volt-

age ramped ionisation potential that allowed the detection of molecules in Rydberg

states at this later time.

7.1.2 Excitation scheme

In the experiments described in this section, N2 molecules were excited into high-n

Rydberg states using the resonance-enhanced two-colour three-photon

X 1
Σ
+
g
(
v′′ = 0, J′′

)
→ a′′ 1Σ

+
g
(
v′ = 0, J′

)
→ n`X+ 2

Σ
+
g
(
v+ = 0, N+

)
(7.1)

excitation scheme [95, 96]. This is depicted schematically in Fig. 7.3. The

X(v′′ = 0)→ a′′(v′ = 0) transition was driven through the absorption of two pho-

tons at wavenumber υ1. Single-colour (2+1) resonance enhanced multi-photon ion-

isation (REMPI) spectra were recorded to characterise this ground-to-intermediate

state transition. Examples of these spectra are shown in Fig. 7.4. The transitions in
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Figure 7.3: Resonance-enhanced two-colour three-photon excitation scheme used to pre-
pare high-n Rydberg states in N2. For clarity only the N+ = J′ cases of the
allowed a′′(v′ = 0,J′)→ n`X+(v+ = 0,N+) transitions are shown (see text for
more details).

this figure are labelled using the ∆J(J′′) notation, where the labels Q and S refer to

∆J = 0 and +2 transitions, respectively. The energies of the transitions were cal-

culated using the constants in Table 7.1. However, because the rotational constants

of the X and a′′ states are very similar, see Table 7.1, the Q-branch transitions were

not rotationally resolved.

The long lifetime of the intermediate a′′ state of∼ 3.5 µs [178], and the strong

Franck-Condon overlap with the ground state of the N+
2 molecular cation, arises

because the a′′ state is a low-lying Rydberg state, therefore make it an ideal choice

of intermediate state from which to access high-n Rydberg states. Transitions from

the a′′ state to the high-n Rydberg states, labelled using the n`(N+) notation, were

driven using laser radiation at wavenumber υ2 in the experiments. This scheme was
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Figure 7.4: Single-colour (2+1) REMPI spectra of the X 1Σ+
g (v′′ = 0, J′′) →

a′′ 1Σ+
g (v′ = 0, J′) transitions in N2. The two spectra shown are not on

same scale, with the blue spectrum being recorded with a laser pulse energy of
∼ 35 µJ/pulse, and the orange spectrum with ∼ 200 µJ/pulse.

Table 7.1: Electronic and rotational constants of the X 1Σ+
g (v′′ = 0) and a′′ 1Σ+

g (v′ = 0)
states in 14N2, and the X+ 2Σ+

g (v+ = 0) state in 14N+
2 . All quantities are given

in cm−1. Values from Refs. 92, 94, 121 and 179.

Quantity X 1Σ+
g (v′′ = 0) a′′ 1Σ+

g (v′ = 0) X+ 2Σ+
g (v+ = 0)

Te 0 98840.59993 125667.0
Brot. 1.9895776 1.9137062 1.92234
Drot. 5.74137×10−6 6.0000×10−6 6.10×10−6

implemented by excitation to the a′′ state through: (i) the rotationally unresolved Q-

branch transitions at wavenumber 2υ1 ' 98840.7 cm−1 [∼ 35 µJ/pulse], or (ii) the

rotationally resolved S(0) branch at 2υ1 ' 98852.2 cm−1 [∼ 200 µJ/pulse].

7.1.3 Results and discussions

Before discussing the recorded spectra, it is worth considering which a′′(J′) →

n`(N+) transitions are likely to occur. Since the a′′ intermediate state is nominally a

3sσg Rydberg state, it has predominately `′ = 0 character with the most significant

higher `′ character being `′ = 2 [95, 96]. It can therefore be expected that single-
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photon electric dipole transitions from the a′′ to np(N+) and nf(N+) Rydberg states

are most likely.

More generally, the strong electric dipole transitions that will occur must:

(i) conserve total angular momentum, i.e, ~J = ~J′+~γ [where ~γ is the photon an-

gular momentum, and ~J′ and ~J are the total angular momentum in the a′′ and

high-n Rydberg states, respectively], and (ii) result in a change of total parity, i.e.,

pa′′ pn`(N+) = −1 [where pa′′ and pn`(N+) are the parities of the a′′ and high-n Ry-

dberg states, respectively]. In addition, the transitions with the highest propensity

will: (i) follow the rotational spectator model [71, 153, 162] where, ~̀ = ~̀′+~γ , i.e.,

the laser field acts on what is nominally the 3sσg electron to excite it into a higher-

lying Rydberg state, and (ii) not result in a change in total spin, i.e., since the a′′

state is a singlet state the high-n Rydberg states excited will also be singlet states,

such that ~S′ = ~S =~0 [where ~S′ and ~S are the total spin angular momenta of the a′′

and high-n Rydberg states, respectively].

The a′′ state is a 1Σ+
g state. It can therefore be described in Hund’s case (b),

with a total angular momentum of ~J′ = ~N′, since ~S′ =~0, and a total parity given by

pa′′ = (−1)J′ (since in general the parity is given by p = (−1)N′−Λ′ , where Λ′ is the

projection of ~N′ onto internuclear axis, but Λ′ = 0 for 1Σ+
g states and J′ = N′) [78].

The high-n Rydberg states, converging toward the X+ 2Σ+
g state of the N+

2 cation,

can be described using Hund’s case (d). In this coupling scheme the total angular

momentum is ~J = ~N +~S, where ~N = ~N+ + ~̀ and ~S =~0. The total parity of the

Rydberg state is pn`(N+) = (−1)N++` (since Λ+ = 0, where Λ+ is the projection of

~N+ onto the internuclear axis, for the X+ 2Σ+
g state of the N+

2 ion core) [77, 78]. By

combining these with the conservation of angular momentum and the propensity

rules discussed above, it can be determined that the strongest transitions from the

a′′ state to the Rydberg states are those for which:

`= `′±1 (7.2)

∣∣J′− `′
∣∣≤ N+ ≤ J′+ `′ (7.3)
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Figure 7.5: Spectra of transitions to high Rydberg states in N2 recorded with photoexcita-
tion though the rotationally unresolved Q-branch of the X→ a′′ transition at
2υ1 = 98840.7 cm−1. (a) Prompt N+

2 photo-ion signal, and (b) Rydberg field
ionisation signal. In each case the detection electric field pulse was applied
150 ns after the laser pulse. The thick grey dashed line at 26826.40 cm−1 indi-
cates the N+ = J′ = 0 series limit.

J′+N++ `= odd. (7.4)

It was therefore expected that transitions will be observed from (i) the `′ = 0 com-

ponent of the a′′ state to np(N+) Rydberg states with N+ = J′, and (ii) the `′ = 2

component of the a′′ state to np(N+) and nf(N+) Rydberg states with N+ = J′,

J′± 2 [although from the J′ = 0 intermediate state, only transitions to np(2) and

nf(2) Rydberg states are likely to occur from the `′ = 2 character component of the

a′′ state]. Transition wavenumbers υ2, can then be calculated using the molecular

constants in Table 7.1, together with the Rydberg formula, and the Hund’s-case-(d)

quantum defects µp = 0.646 and µf = 0.01 for ` = 1 and 3 high-n Rydberg states,

respectively [93, 94].

Fig. 7.5 shows spectra recorded by scanning the wavenumber of the second

laser, υ2, with the first laser wavenumber set to be resonant with the rotationally

unresolved Q-branch X→ a′′ transition at 2υ2 = 98840.7 cm−1. For these mea-
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surements detection was implemented as in Fig. 7.1(a), with the ramped ionisation

potential applied 150 ns after the laser pulse. A spectrum representing the change

in the prompt photo-ion signal as υ2 was scanned is shown in Fig. 7.5(a). The

corresponding signal resulting from electric field ionisation of molecules in bound

Rydberg states is shown in Fig. 7.5(b). The similarity of the rotational constants

in the a′′ and X+ states, see Table 7.1, means that transitions to high-n Rydberg

states for which N+ = J′ occur at similar transition wavenumbers for N+ = J′ = 0

to 4. For example, the difference between the wavenumbers for transitions in which

N+= J′= 0 and N+= J′= 2 (N+= J′= 4) is 0.05 cm−1 (0.17 cm−1) and is smaller

than the laser bandwidth (∼ 0.25 cm−1). Therefore when these transitions occur,

molecules in all accessible J′ intermediate states are excited to Rydberg states of

the same values of n and `, leading to strong spectral features. On the other hand,

transitions to Rydberg states with N+ = J′±2 can only occur from the `′ = 2 com-

ponent of the a′′ state. In this case rotational state resolution can be achieved, and

not all molecules in the a′′ state are excited to high-n Rydberg states at any given

laser wavenumber.

The spectrum in Fig. 7.5(a) reflects the changes in the prompt photo-ion signal

obtained as υ2 was scanned. The main features in this spectrum are dips in signal,

corresponding to the depletion of the number of prompt photo-ions, at wavenum-

bers of υ2 . 26795 cm−1. These dips form a Rydberg series. Each resonance cor-

responds to a transition to an np(N+ = J′) Rydberg state, with n = 27 to 56. Since

no bound Rydberg states survived to be detected by electric field ionisation on these

resonances, i.e., see Fig. 7.5(b), it is inferred that the reduction in the number of

prompt N+
2 photo-ions on these resonances reflects the excitation of np Rydberg

states that rapidly predissociated into nitrogen atoms which were not detected. The

spectral widths of the np(N+ = J′) resonances in the spectrum in Fig. 7.5(a) were

obtained by fitting a Lorentzian function to each. The n-dependence of the resulting

FWHM spectral widths is show in Fig. 7.6. These FWHM spectral widths generally

decrease as the value of the principal quantum number, n, increases. However, for

values of n & 45 they converge to a value of ∼ 0.25 cm−1. It is therefore concluded
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Figure 7.6: Measured FWHM spectral widths of a′′ → np(N+ = J′) resonances obtained
by fitting Lorentzian functions to the ion-dip spectrum in Fig. 7.5(a).

that the FWHM spectral widths at these higher values of n are limited by the laser

spectral resolution. On the other hand, at smaller values of n the predissociation

lifetimes of the np(N+ = J′) states are sufficiently short that the FWHM become

dominated by the short predissociation lifetimes of these Rydberg states.

In Fig. 7.5(a), an enhancement is seen in the prompt photo-ion signal at

wavenumbers υ2 & 26795 cm−1. This plateaus as the N+ = J′ = 0 to 4 series

limits are approached, at transitions wavenumbers in range from 26826.40 cm−1

to 26826.57 cm−1. This enhancement is therefore attributed to a combination of

increased direct near resonant (2+ 1′) photo-ionisation, and the excitation of high

Rydberg states that ionise prior to the application of the detection pulse.

Transitions to nf(N+ = J′) Rydberg states dominate the electric field ionisa-

tion spectrum in Fig. 7.5(b). However, there are also interloping resonances in this

spectrum that can be attributed to transitions to N+ = J′±2 Rydberg states for par-

ticularly values of J′ in the a′′ intermediate state. For υ2 & 26810 cm−1 a spectrally

unresolved signal is observed. This is attributed to a high density of transitions

to N+ = J′, J′± 2 Rydberg states from the rotationally unresolved intermediate

state. When υ2 . 26750 cm−1, no Rydberg states electric field ionisation signal
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is observed. The maximum electric field generated by the slowly rising ionisation

potential in Fig. 7.1(a) is ∼ 1333 Vcm−1. This field exceeds the classical adia-

batic ionisation limit for n & 22, and the diabatic ionisation limit for n & 25− 30.

Therefore the absence of nf(N+ = J′) resonances in Fig. 7.5(b) suggests that Ry-

dberg states with sufficiently long lifetimes to allow detection were not populated

for n . 40. Indeed there is evidence of weak dip features in the prompt photo-ion

signal in Fig. 7.5(a) at the position of the transitions to these nf(N+ = J′) Rydberg

states for smaller values of n. Given that the field-free hydrogenic fluorescence life-

times of such states would range from∼ 15 µs to 70 µs for 25≤ n≤ 40 nf Rydberg

states, it is suggested here that the decay of molecules excited on these resonances

is dominated by fast predissociation.

To further study the Rydberg states populated on the nf(N+ = J′), and

nf(N+ = J′±2) resonances, a second type of spectrum was recorded. In this case

the photo-ions were deflected prior to the application of the electric field ionisa-

tion pulse used to identify the Rydberg molecule signal. This detection scheme

is shown in Fig. 7.1(b). The spectrum in Fig. 7.7 was recorded in this way, with

the slowly rising electric field ionisation pulse applied 650 ns after the laser radi-

ation. Transitions to many individual nf(N+ = J′) Rydberg states are resolved for

υ2 . 26790 cm−1 in this spectrum. However, the high density of transitions at

higher transition wavenumbers leads to an inability to assign individual features. In

addition, for υ2 & 26805 cm−1 there is a general reduction in the intensity of the

signal from the bound Rydberg states as υ2 increases. The electric field associated

with the ion deflection pulse, applied before the ionisation pulse, had a maximum

value of ∼ 18.3 Vcm−1. In this field Rydberg states with n & 75 - 89 are expected

to ionise diabatically. The general reduction in the Rydberg signal at the higher

transition wavenumbers, and hence higher values of n in this spectrum, is therefore

attributed to this ionisation of Rydberg states excited on nf(N+ = J′) resonances.

This, together with the observation that Rydberg states with sufficiently long life-

times for detection are only seen for n ≥ 38, suggests that the states detected are

long-lived `-mixed Rydberg-Stark states. These hydrogenic Stark state are popu-



132 Chapter 7. Spectroscopy and electrostatic-trapping of Rydberg N2

26740 26760 26780 26800 26820
υ2 (cm−1)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

N
2+

 si
gn

al 
(a

rb
. u

ni
ts.

)

np(N+ = J  )

nf(N+ = J  )

nf(N+ =0← J =2)

nf(N+ =4← J =2)

nf(N+ =3← J =1)

nf(N+ =2← J =0)

40 45 50 55 60 65 70 75 80 85←0

40 45 50 55 60 65 70 75 80 85←0

40 45 50 55 60 65 70 75 80 85

35 40 45 50

35 40 45 50 55 60

35 40 45 50 55 60 65 70

′

Figure 7.7: Laser photoexcitation spectrum of long-lived Rydberg states in N2. When
recording this spectrum the electric field ionisation pulse for detection was ap-
plied 650 ns after the laser pulse as in Fig. 7.1(b). Photoexcitation was carried
out though the rotationally unresolved Q-branch of the X→ a′′ transition at
2υ1 = 98840.7 cm−1. The thick dashed grey line at 26826.40 cm−1 indicates
the N+ = J′ = 0 series limit.

lated by `-mixing of optically accessible nf(N+ = J′) character into the higher-`

states by weak stray electric fields close to the time of photoexcitation [76, 91].

These fields can be produced by ions and electrons or laboratory electrical noise.

The absence of features associated with excitation on nf(N+ = J′) resonances at

lower values of n, in both Fig. 7.5(b) and Fig. 7.7, indicate that the nf(N+ = J′)

states were sufficiently separated in energy from the higher-` hydrogenic states such

that significant `-mixing did not occur to prevent the decay of the excited molecules

by predissociation.

The nf(N+ = J′) Rydberg states in N2 can be populated from all J′ compo-

nents of the intermediate a′′ state present. However, the majority of the addition-

ally resolved features in Fig. 7.7 can be attributed to transitions to nf(N+ = J′±2)

states with J′ = 0, 1, and 2. These also only appear in the spectrum for n & 38,

which is consistent with the situation described above for nf(N+ = J′) states. These

nf(N+ = J′± 2) transitions, are also responsible for the sharper features seen at

υ2 & 26805 cm−1, where the nf(N+ = J′) signal intensity decreases. For exam-
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ple, the strong feature indicated by the ∗ at υ2 ' 26809.5 cm−1 occurs where the

62f(N+ = 2← J′= 0), 55f(N+ = 3← J′= 1) and 50f(N+ = 4← J′= 2) transitions

are near degenerate with each other.

In addition to the measurements described above, it was also possible to record

spectra by scanning the wavenumber of the second laser, υ2, while the first laser

was tuned to excite the N2 molecules via the rotationally resolved S(0) X→ a′′

transition at 2υ1 = 98852.2 cm−1. This only leads to the population of the J′ = 2

rotational level of the a′′ state. However, because this is a weaker transition than the

Q-branch transitions [96], the reduction in signal meant that only spectrum recorded

at the earlier detection time, 150 ns after photoexcitation [Fig. 7.1(a)], yielded useful

information. These spectra are presented in Fig. 7.8. Fig. 7.8(a) shows the prompt

photo-ion signal, while Fig. 7.8(b) shows the corresponding Rydberg state electric-

field-ionisation signal.

From the a′′(J′ = 2) intermediate state the propensity rules, Eq. 7.2 - 7.4, in-

dicate that that the strongest transitions should be to np(N+) and nf(N+) Rydberg

states for which N+ = 0, 2, and 4. Transitions for which N+ = J′ = 2 are expected

to be strongest on the np(N+) resonances as they originate from the majority `′ = 0

character component of the a′′ state.

In the spectrum recorded by monitoring the prompt photo-ion signal [see

Fig. 7.8(a)], the main features are the dips in signal intensity at wavenumbers

υ2 . 26790 cm−1. These dips correspond to depletion of the number of prompt

ions. The resonances that dominate this spectrum are those that correspond to

transitions to np(N+ = J′ = 2) Rydberg states, with n = 35 to 55. However, no

corresponding bound Rydberg-state electric field ionisation signal is observed in

Fig. 7.8(b) on these resonances. It may therefore be concluded that these Rydberg

states predissociate rapidly upon excitation, resulting in a reduction in the number

of N+
2 photo-ions detected. The transitions to np(N+) Rydberg states with N+ = 0

and 4, expected from the propensity rules do not give rise to strong features in the

spectrum in Fig. 7.8(a), nor do they correspond to any features in the spectrum

recorded by Rydberg state electric field ionisation in Fig. 7.8(b).
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Figure 7.8: Laser photoexcitation spectra of transitions to Rydberg states of N2 from the
intermediate a′′ state excited using the the S(0) X→ a′′ transition at 2υ1 =
98852.2 cm−1. (a) Shows the prompt N+

2 photo-ion signal, and (b) shows the
Rydberg state field ionisation signal. In both cases the pulsed ionisation electric
field was applied 150 ns after the laser pulse. The thick grey dashed line at
26826.45 cm−1 represents the N+ = J′ = 2 series limit.

The remaining strong dip features in Fig. 7.8(a) correspond to transitions to

nf(N+) Rydberg states, with N+ = 0, 2, and 4. These dip features are more pro-

nounced for transitions to nf(N+) states with n . 40, where there is no correspond-

ing signal observed from Rydberg states detected by electric field ionisation in

Fig. 7.8(b). Examples of such dips in the spectrum in Fig. 7.8(a), that do not corre-

spond to features in Fig. 7.8(b), are seen at the nf(N+ = 4) resonances for n = 30

to 35. It can be inferred that, for these values of n, sufficient mixing of the optically
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accessible nf(N+) character into the long-lived Rydberg-Stark states does not occur

to preclude rapid decay by predissociation.

For higher values of n in Fig. 7.8, i.e. n & 40, the nf(N+) resonances do cor-

respond to features in the spectrum in Fig. 7.8(b). In these cases dips are also in

the spectrum in Fig. 7.8(a). This suggests that `-mixing does occur to transfer pop-

ulation into long-lived Rydberg-Stark states. The larger spectral intensity of the

43f(N+ = 0) resonance, indicated by the ∗, in Fig. 7.8(b) compared to those sur-

rounding it is likely to reflect the near degeneracy between the 40p(N+ = 2) and

43f(N+ = 0) states, which can mix as the result of the intramolecular interaction of

the Rydberg electron with the quadrupole moment of the N+
2 ion core [67, 86]. In

this instance, the strongly optically accessible 40p(N+ = 2) character mixes into the

43f(N+ = 0) state, which further mixes with the long-lived Rydberg-Stark states in

the weak stray electric fields.

7.2 Electrostatic-trapping Rydberg N2 molecules

7.2.1 Experimental methods

In the experiments discussed in this section, the N2 molecules were excited to long-

lived high-n Rydberg states using the two-colour three-photon

X 1
Σ
+
g
(
v′′ = 0, J′′

)
→ a′′ 1Σ

+
g
(
v′ = 0, J′

)
→ n`X+ 2

Σ
+
g
(
v+ = 0, N+

)
(7.5)

excitation scheme presented in Section 7.1, and depicted in Fig. 7.3. The first

transition in this excitation scheme is a two-photon transition driven at 2υ1 =

98841.1 cm−1 [∼ 150 µJ/pulse, focused with 300 mm focal length lens to a FWHM

beam waist of∼ 100 µm]. This excited the molecules on the rotationally unresolved

X(J′′)→ a′′(J′ = J′′) Q-branch transitions, with J′′ = 0, 1, and 2 being most pop-

ulous. Transitions from the a′′ state to the high-n Rydberg states were then driven

by counter-propagating radiation at υ2 ' 26735−26810 cm−1 [∼ 4 mJ/pulse col-

limated to a beam waste of ∼ 2 mm]. This primarily enabled the excitation of

Rydberg states with np(N+) and nf(N+) character where N+ = J′ (as discussed in
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Section 7.1). Time varying electric fields caused by ions, electrons, or laboratory

electrical noise, close to the time of photoexcitation cause `-mixing and population

transfer into long-lived `-mixed Rydberg-Stark states with high values of |MN |, i.e.,

|MN | & 4, as was discussed in Chapters 5 and 6 for the case of NO [76, 91]. The

decay of molecules in these `-mixed Rydberg-Stark state are dominated by fluores-

cence and not by rapid predissociation. After photoexcitation molecules could be

detected at aperture A2 in electrode E2 (see Fig. 4.1), with no decelerating poten-

tials applied in the experiment, or at aperture A1 in electrode E2, after molecules

were guided, decelerated, or trapped in the transmission-line decelerator. In all ex-

periments described here the decelerator was operated as described in Chapter 4. In

this particular case, the guiding or deceleration potentials were ramped on 6.0 µs

after photoexcitation, and a deceleration potential of V0 = 149 V was used. Detec-

tion of the Rydberg molecules was performed by PFI, with a fast rising potential

of +460 V applied to the side electrodes to ionise the molecules and accelerate the

resulting N+
2 ions out of the cryogenic region of the apparatus to the MCP detector.

7.2.2 Deceleration and trapping

The range of values of n of the long-lived Rydberg states that could be prepared in

the experiments was identified by recording laser photoexcitation spectra with de-

tection by delayed PFI 130 µs after photoexcitation. When recording these spectra,

the wavenumber, υ2, of the laser used to drive the a′′ 1Σ+
g → n`X+ 2Σ+

g transition

was scanned while PFI was performed with ion extraction through the aperture A2

on the axis of the molecular beam (see Fig. 4.1). The resulting spectrum is presented

in Fig. 7.9(a). Although this spectrum exhibits a high density of spectral features, it

can be seen that in general Rydberg states with sufficiently long lifetimes to permit

detection 130 µs after photoexcitation were populated following excitation on the

nf(N+ = J′) resonances for values of n > 35.

The small quantum defects of µnf ' 0.01 [94], of the optically accessible

nf(N+) states in N2, allow efficient mixing into longer-lived Rydberg-Stark states

close to the time of photoexcitation. This mixing can be induced by weak time-

varying electric fields – associated with laboratory electrical noise, or arising from
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Figure 7.9: Laser photoexcitation spectra recorded by delayed PFI with (a) the decelerator
off and detection on the molecular beam axis 130 µs after photoexcitation, and
(b) following deceleration and electrostatic trapping for ttrap = 100 µs.

collisions with ions and electrons close to the time of laser photoexcitation – and

results in the evolution of some excited-state population into the `-mixed Rydberg-

Stark states [76, 91]. A subset of these states, with azimuthal quantum numbers

|MN | & 4 have predominantly high-`, i.e., ` & 3, character. For these states rapid

predissociation, which typically dominates the field-free decay dynamics of Ryd-

berg states in N2 for values of ` . 3, as discussed in Section 7.1, is inhibited. The

molecules in these long-lived Rydberg-Stark states were selectively detected in the

delayed PFI spectrum in Figure 7.9(a) and are also suitable for deceleration and

electrostatic trapping.

The short-lived, predissociative np(N+) states, with larger quantum defects of

µnp ' 0.646 [93], which are also accessible in the excitation scheme presented in

Fig. 7.1, require larger electric fields to undergo complete `-mixing. Excitation on

np(N+) resonances therefore only leads to the population of long-lived Rydberg-

Stark states if intramolecular charge-multipole interactions with accidentally near-

degenerate states with smaller quantum defects occur [67, 86]. This is discussed
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Figure 7.10: TOF distributions of Rydberg N2 molecules excited on the 43f(N+ = J′) res-
onance with υ2 = 26767.10 cm−1 from their position of laser photoexcitation
to detection positions∼ 105-mm downstream within the decelerator structure.
The TOF distribution recorded with the decelerator off is indicated by the con-
tinuous black curve with a maximum close to a time-of-flight of 130 µs. Mea-
surements made with the decelerator on to guide the molecules at 800 ms−1

(red curve) and decelerate them from 800 ms−1 to final speeds of 500, 300 and
100 ms−1 are indicated by the blue, green and orange curves, respectively.

in the context of similar experiments performed with NO in Chapters 5 and 6. An

example of this type of channel interaction is seen on the 40p(N+ = J′) resonance,

at υ2 = 26755.55 cm−1 in the spectrum in Fig. 7.9(a) where there is an accidental

near degeneracy between the 40p(N+ = 2) and 43f(N+ = 0) states that can mix as

a result of the charge-quadrupole interaction between the Rydberg electron and the

N+
2 ion core.

To observe effects of guiding and deceleration of the long-lived N2 Rydberg

molecules using the chip-based Rydberg-Stark decelerator, υ2 was tuned to the

43f(N+ = J′) resonance in Fig. 7.9(a). This resulted in the population of long-

lived hydrogenic Rydberg-Stark states with n = 43 and N+ = J′. To determine the

mean longitudinal speed of the bunch of excited molecules prepared in this way, a

time-of-flight (TOF) spectrum was recorded over the ∼ 105 mm distance from the

position of laser photoexcitation to the on-axis delayed PFI detection position above

aperture A2. This corresponds to the continuous black curve in Fig. 7.10. From

this measurement, a mean longitudinal speed of the bunch of excited molecules of
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810 ms−1 with a standard deviation σ ' 40 ms−1 was determined.

With the decelerator potentials on at a peak-to-peak amplitude of V0 = 149 V,

molecules in LFS Rydberg-Stark states were loaded into a single travelling electric

trap in the decelerator and guided at a constant speed of 800 ms−1. The result-

ing TOF distribution is shown by the red curve in Fig. 7.10, with the grey vertical

line beneath the peak indicating the centre of the TOF distribution expected from

numerical calculations. The TOF distribution of guided molecules has a narrower

FWHM than that recorded with the decelerator off. This arises because when the

molecules are loaded into and transported in the travelling electric trap of the decel-

erator they all pass the detection position at a similar time. However, in free-flight

the same bunch of molecules disperses because of their velocity spread and pass the

detection position at a larger range of times.

Molecules loaded into the travelling electric field traps were also decelerated

from an initial speed of vi = 800 ms−1 to speeds of v f = 500, 300, and 100 ms−1 by

chirping the frequency of the oscillating deceleration potentials. This can be seen

from the corresponding TOF distributions in Fig. 7.10. The final velocities of 500,

300, and 100 ms−1 were achieved for tangential accelerations of at =−1.95×106,

−2.74×106, and −3.14×106 ms−2, respectively. The grey vertical lines indicate

the calculated mid-point of the TOF distributions of the decelerated molecules, and

are in good quantitative agreement with the measurements. The increase in the

FWHM of the measured TOF distributions as the value of v f decreases reflects the

longer time taken by the more slowly moving traps to pass the ∼ 2-mm-diameter

detection region. The reduction in the amplitude of the N+
2 signal for larger values

of |at | reflects a combination of the reduction in the phase-space acceptance of the

decelerator at higher accelerations, and effects of the decay of the molecules that

becomes more pronounced at later times. Minor asymmetries in the measured TOF

distributions, are attributed to slight phase-space mis-matching when incoupling the

molecules into the travelling electric field trap which was optimised for deceleration

to rest.

Deceleration of the molecules from vi = 800 ms−1 to v f = 0 ms−1, in the labo-
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Figure 7.11: Measured decay of Rydberg N2 molecules from the electrostatic trap, for (a)
trapping times up to 10 ms, and (b) trapping times up to 1 ms. The black
horizontal line in panel (a) represents one standard deviation of the back-
ground signal. The molecules were photoexcited either on the 43f(N+ = J′)
resonance (υ2 = 26767.10 cm−1), in panels (a) and (b), or the 39f(N+ = J′)
resonance (υ2 = 26754.21 cm−1), in panel (b) only. In panel (b) single expo-
nential functions were fit to the data between ttrap = 50 and 500 µs (see text
for details).

ratory frame of reference, with a tangential acceleration of at =−3.19×106 ms−2,

allowed electrostatic trapping of the N2 molecules to be achieved at times≥ 250 µs

after photoexcitation. Under these conditions the decay of the molecules from the

trap was monitored through the change in the PFI signal with increased trapping

time, ttrap. Examples of such trap-decay measurements are shown in Fig. 7.11. In

these experiments it was possible to trap molecules for up to 10 ms, as shown in

Fig. 7.11(a). In this figure the horizontal black line represents the standard devia-

tion of the background signal with the weighted mean of the background data points

set to zero. From these data it can be seen that the rate of decay of the molecules
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from the trap changes with trapping time. At earlier trapping times the decay is

faster while at later times it is slower. The low number density of molecules in

the trap of ∼ 104 cm−3 with ∼ 10 molecules trapped per cycle meant that colli-

sions between the trapped molecules are not expected to significantly contribute to

the changing trap decay rate over time. In addition, effects of electric field ioni-

sation have been shown in Section 4.3 to result in contributions of < 1 s−1 to the

trap decay rates after the traps have been brought to rest. Therefore, the observed

changes in the trap decay rate with time are attributed to either (i) effects of black-

body induced transitions, which become important on long timescales, or (ii) the

range of Rydberg-Stark states initially populated having a range of lifetimes, such

that molecules in shorter-lived states decay more quickly from the trap leaving only

molecules in longer-lived states in the trap at later times.

Examples of trap decay measurements, for trapping times of up to 1 ms, are

shown in Fig. 7.11(b) for molecules excited on the 43f(N+ = J′) [blue circles] and

39f(N+ = J′) [orange open squares] resonances. To obtain trap decay time con-

stants, τdecay, from these data, single exponential functions were fitted for trapping

times between 50 and 500 µs. This range of times was employed in the fitting pro-

cedure because (i) after ttrap = 50 µs the motion of the molecules in the trap has

equilibrated [136, 143], and (ii) beyond ttrap = 500 µs the decay in the signal from

the trapped molecules begins to deviate from a single exponential function [see

Fig. 7.11(b)]. From this process the data in Fig. 7.11(b) for molecules excited on

the 43f(N+ = J′) and 39f(N+ = J′) resonances yielded trap-decay time constants

of 622±26 µs and 485±37 µs, respectively.

The range of states for which the deceleration and trapping could be achieved

was ascertained by measuring a laser photoexcitation spectrum with the detection

by delayed PFI at ttrap = 100 µs. Such a spectrum is shown in Fig. 7.9(b). The

relative spectral intensities in this figure reflect the combined effects of (i) the ef-

ficiency with which the long-lived Rydberg-Stark states were populated, (ii) the

deceleration and trapping loading efficiencies which for lower [higher] values of

n are limited by the ∼ n2 dependence of the maximal dipole moment [the ∼ n−4
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dependence of the ionisation electric field], and (iii) the decay of the Rydberg states

populated. As in Fig. 7.9(a), transitions to states with nf(N+ = J′) character can

be identified at lower transitions wavenumbers of approximately υ2 < 26780 cm−1.

However, at higher transition wavenumbers the high spectral density of N+ = J′ and

N+ = J′± 2 transitions to long-lived Rydberg states suitable for deceleration and

trapping significantly increases resulting in a more complex spectrum. Also clearly

observed in Fig. 7.9(b) are the sharp features at υ2 = 26755.55 and 26786.38 cm−1

that correspond to the 40p(N+ = J′) and 53p(N+ = J′) resonances, respectively. On

these resonances, the higher spectral intensities are attributed to effects of charge-

quadrupole interactions mixing the 40p(N+ = 2) [53p(N+ = 1)] and 43f(N+ = 0)

[43f(N+ = 3)] states, which are separated by ∼ 0.06 cm−1 [∼ 0.11 cm−1], which

allows more efficient population transfer into the long-lived `-mixed Rydberg-Stark

states suitable for deceleration and trapping.

7.2.3 Trap decay measurements

For N2 molecules excited on nf(N+ = J′) resonances to Rydberg-Stark states de-

noted n(N+ = J′), trap decay measurements were made for values of n between

n = 39 and 48. Between 3 and 11 measurements were made for each value of n.

The error weighted mean of the decay time constants, τdecay, associated with these

was then computed with the results displayed in Fig. 7.12(a). The error bars asso-

ciated with each point represent the uncertainty on the mean values. The values of

τdecay obtained from these measurements range from∼ 450 to 700 µs and generally

increase with n. For comparison, the trap decay time constants for the n(N+ = 2)

long-lived Rydberg-Stark states in NO measured under the same conditions, as dis-

cussed in Section 5.2, are included in Fig. 7.12(b). These values of τdecay range

from ∼ 400 to 200 µs and generally decrease with increasing principal quantum

number n.

Comparison of the data for N2 and NO in Fig. 7.12 indicates that not only are

the measured values of τdecay different, for the same range of values of n, but the

general trends observed are also different. It may be expected in general that (i) the

total decay rate associated with fluorescence and predissociation for both molecules
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Figure 7.12: Measured trap-decay time constants, τdecay, for: (a) N2 molecules excited
on the nf(N+ = J′) resonances to long-lived n(N+ = J′) Rydberg-Stark
states (green squares). The continuous orange line represents the function
τ = 1.34n1.62 µs fit to the experimental data. (b) NO molecules excited on
nf(N+ = 2) resonances to long-lived n(N+ = 2) Rydberg-Stark states (red
circles - from Fig 5.9), and (c) He atoms in singlet Rydberg states (blue
diamonds).

should decrease with n, and (ii) since all measurements were made in the same

apparatus at the same blackbody temperature, that effects of blackbody induced

transitions or ionisation should be similar. The differences in the observed trends

in the measured values of τdecay for N2 and NO must therefore be attributed to the

difference in the effects of intramolecular interactions. For NO, the general decrease

in the value of τdecay with n was attributed in Section 5.2 to effects of vibrational-

channel interactions that mixed short-lived (∼ 1 ps) n = 7 v+ = 1 character into

Rydberg states converging to the v+ = 0 state of NO+.

To estimate the n-scaling of the N2 trap decay time constants in Fig. 7.12(a)

a least squares fitting procedure was implemented with a scaling factor and the

exponent of the n scaling set as free fit parameters. From this it was found that

τ = 1.34n1.62±0.05 µs. Therefore the measured trap decay time constants for N2 do

not follow the expected scaling of lifetimes of atomic Rydberg states. In this case

an ∼ n4 dependence of the decay time constants would be expected for individual

`-mixed Rydberg-Stark states [76].

To further investigate the role of different decay processes, and the expected
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n-dependence of the measured trap decay time constants, additional deceleration

and trapping experiments were performed with He atoms in singlet Rydberg-Stark

states. This allowed studies of trap decay dynamics to be performed in a system de-

void of intramolecular charge-multipole interactions and non-radiative decay pro-

cesses. In this work, He atoms were excited from the metastable 1s2s 1S0 level

to Rydberg-Stark states with 1snp 1P1 character in a single-photon transition of

∼ 313 nm. The stray time varying electric fields close to the time of photoexci-

tation then resulted in the population of `-mixed Stark states with a distribution of

|m`| values, predominantly |m`| ≤ 2. These Rydberg He atoms were loaded into the

travelling electric traps of the decelerator operated with V0 = 149 V. They were then

decelerated from an initial speed of vi = 2000 ms−1 to a final speed of v f = 0 ms−1

in a time of ∼ 100 µs. Trap decay time constants were determined, using the same

fitting start and end trapping times as for the case of N2, for states with values of n

from n = 34 to 48 with the results presented in Fig. 7.12(c). These measured trap

decay time constants ranged from τdecay = 300 µs to 500 µs and generally increased

as the value of n increased. The smaller values of τdecay, than those measured for

N2, reflect the lower-|m`| character of these atomic Rydberg states excited in this

single-photon excitation scheme, and the fact that lower-|m`| states in atoms can be

decelerated and trapped because the rapid decay by predissociation does not occur.

It is evident from the data in Fig. 7.12(c) that these values of τdecay for He also

do not follow an ∼ n4 scaling [76]. The decay time constants measured do however

increase with n. The observed trend in the measured values of τdecay, with n, in He

is attributed the Rydberg-Stark states populated having a distribution of m` values.

Since these states with different values of m` have a range of lifetimes, that increase

as the value of m` increases, as seen in Section 3.2, the total population in the trap

does not decay exponentially. At lower values of n, i.e., n . 40, the measured

trap decay time constants are dominated by the decay of the longer-lived |m`| ≥ 2

Rydberg-Stark states. This is because, even in He, Stark states with |m`| ≤ 1 are

not sufficiently long-lived to contribute to the trap decay signal. For higher values

of n, the measured values of τdecay increase more slowly with n. This is because for
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these states, the |m`| ≤ 1 Rydberg-Stark states have sufficiently long fluorescence

lifetimes to be trapped, and contribute to the trap decay dynamics at early times.

The balance between these changes in the distribution of values of m` of the trapped

atoms meant that the measured decay time constants did not scale in a simple way

with n. Because of this, the observation that the measured trap decay time constants

for N2 increased with n but did not scale in a simple way is also not surprising, and

considered to be a consequence of the distribution of MN states in the trap.

7.3 Conclusions
In this chapter, a combination of ion-dip and photoabsorption spectroscopy of high-

n Rydberg states in N2, excited though the intermediate a′′ 1Σ+
g state, allowed the

population of Rydberg-Stark states suitable for deceleration and electrostatic trap-

ping to be identified. These spectroscopic studies enabled the predissociative np

Rydberg states to be distinguished from the longer-lived states that can be used to

populate `-mixed Stark-states. This excitation process is similar to that used for the

preparation of Rydberg-Stark states in NO in Chapter 5. The first demonstration

of deceleration and electrostatic trapping N2 molecules was presented. The decel-

eration and trap loading process relied on the results of the spectroscopic studies.

The measured trap decay time constants ranged from 450 µs to 700 µs for states

with values of n between 39 and 48. Unlike in NO, these measured trap decay time

constants were observed to increase with increasing value of n. This difference in

the general trends observed is attributed to the differing effects of intramolecular

interactions on these two molecules. Additional experiments performed to deceler-

ate and trap He atoms in singlet Rydberg states aided the interpretation of the data

recorded for N2.





Chapter 8

Conclusions and outlook

The experiments reported in this thesis include the first demonstration of decel-

eration and electrostatic trapping of neutral NO and N2 molecules. These ad-

vances were enabled through the use of multiphoton excitation schemes to pre-

pare long-lived Rydberg states with high principal quantum numbers in both

species. They also exploited a unique state-of-the-art cryogenically-cooled chip-

based transmission-line Rydberg-Stark decelerator. These molecules are the heav-

iest species to have been decelerated to rest in the laboratory-fixed frame of ref-

erence using the methods of Rydberg-Stark deceleration. Previous related works

were carried out with H, D, H2, and He [62, 63, 125, 128, 134–136]. Because of the

universality of Rydberg-states in all atoms and molecules with a stable ion core, and

the large static electric dipole moments associated with these states, these methods

represents a species-independent way of decelerating and trapping samples of this

kind. The suitability of this approach to the preparation of cold trapped samples of

molecules that do not processes electric or magnetic dipole moments in their ground

electronic state is exemplified by the case of N2 presented here. The cold electro-

statically trapped samples of NO and N2 prepared as part of this thesis allowed for

studies of the slow decay dynamics of long-lived Rydberg states in theses species

over previously inaccessible timescales of up to 10 ms. However, these samples in

velocity controlled beams or in traps are also well suited to studies of cold collisions

and reactions [54–59].

Measurements of the decay of electronically trapped NO molecules in Rydberg-



148 Chapter 8. Conclusions and outlook

Stark states with principal quantum numbers, n, between 32 to 50 were carried out

for Rydberg series converging to a range of selected rotational and vibrational states

of the NO+ cation. For NO molecules in v+ = 0 series, measurements were per-

formed for Rydberg states with rotational quantum numbers N+ = 0 to 6. For the

series with N+ = 0, 1, and 2, the decay of the molecules was monitored directly

through the changes in the trapping signal with time. The trap decay time constants

obtained by fitting single exponential functions to the experimental data between

trapping times of 50 µs and 350 µs ranged from 200 µs to 400 µs and decreased

with increasing values of n. This is contrary to what is typically expected of Ry-

dberg states that decay purely by spontaneous emission. This general trend was

attributed to the effects of weak-vibrational channel interactions between the high-

n v+ = 0 Rydberg states excited in the experiments, and short lived (∼ 1 ps) n = 7

v+ = 1 Rydberg states that lie close to the v+ = 0 ionisation limit. In addition to

this, effects of rotational channel interactions between the optically accessible Ryd-

berg states in one Rydberg series with near degenerate states in a different N+ series

were also identified and found to be in good agreement with expectations from the

literature.

Measurements performed by excitation of Rydberg states in NO through a ro-

tationally excited intermediate state, allowed access to long-lived N+ = 2, 4, and

6 Rydberg states. The decay time constants of these higher N+ Rydberg states

were determined for the first time by a combination of trap decay measurement and

delayed pulsed electric field ionisation measurement. For this range of measure-

ment, it was concluded that the Rydberg states populated with higher values of N+

decayed more quickly than those with lower values of N+ for the same value of

n. This effect was attributed to an increase in the low-` predissociative character

in the states populated at higher N+ under the assumption that states with similar

distributions of values of |MN | were present in each case.

Experiments performed to decelerate and electrostatically trap NO molecules

in the excited v+ = 1 vibrational states allowed direct comparison of the trap decay

time constants to those made for v+ = 0 Rydberg states. The decay time constants
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of the v+ = 1 Rydberg states were found to follow the same general trend as those

of the v+ = 0 states. However, in the v+ = 1 Rydberg states studied, decay by

fluorescence, predissociation, and vibrational autoionisation are possible, while in

the v+ = 0 state vibrational autoionisation is precluded. The measured trap decay

time constants for the v+ = 0 and v+ = 1 Rydberg states agreed to within the mea-

surement uncertainty. This showed for the first time that effects of vibrational au-

toionisation do not significantly affect the decay of long-lived Rydberg-Stark states

suitable for deceleration and trapping. In this work an upper bound of ∼ 60 s−1

could be placed on the vibrational autoionisation rate of the Rydberg states studied.

In the experiments performed with N2 a combination of ion-dip and photoab-

sorption spectroscopy of high-n Rydberg states was used to (i) study the predissoci-

ation of the low-` Rydberg states, and (ii) establish an excitation scheme by which

long-lived `-mixed Rydberg-Stark states could be populated for deceleration and

electrostatic trapping. Molecules prepared in these long-lived Rydberg-Stark states

were decelerated and trapped, in the same way as for NO. The trap decay time

constants measured in this case ranged from 450 µs to 700 µs and increased with

the value of n. The difference in the general trends followed by the N2 and NO

trap decay time constants was attributed to the differing effects of intramolecular

interactions in each species.

Although the experiments reported here represent a significant advance in the

ability to decelerate and trap molecules heavier than H2 by Rydberg-Stark deceler-

ation, and opened access to studies of Rydberg-state decay processes on ∼ 10 ms

timescales, there are still a range of future experiments that must be performed to

completely understand the decay dynamics of the molecules studied. First, despite

the preparation of the Rydberg-Stark states carried out in the work described here

being selective of particular values of n, N+, and v+, individual Rydberg-Stark

states with selected values of MN were not resolved or selectively prepared. In

the future it would therefore be very beneficial to prepare and trap fully quantum-

state-selected molecules. This has been achieved in the trapping experiments with

H2 [62, 63, 180], and could be achieved in NO or N2 by using narrow band lasers,
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or in the case of NO a three-photon excitation scheme though the H state [181],

provided that stray fields resulting from electrical noise and the presence of charge

particles can also be minimised. This would allow detailed comparison with calcu-

lations of the lifetimes of individual Rydberg-Stark states to be performed.

Second, further experiments are required to improve upon the known predis-

sociation decay rates of field-free high-n Rydberg states, and particularly the `-

dependence of these decay rates for ` ≥ 4. Currently, field-free predissociation

decay rates of high-n Rydberg states of NO with `≤ 4 are known [82, 86, 89, 110],

but those for higher-` states are not. This information would be an important input

into final comparisons of measured and calculated Rydberg-Stark state decay rates.

In N2, values of the predissociation decay rates of even the low-` high-n states have

not been reported.

Third, to further study the role of weak intramolecular charge-multipole inter-

actions on the decay, and ultimately lifetimes, of electrostatically trapped Rydberg

molecules it would be desirable to make comparative measurements of trap decay

rates for molecules with similar electronic structure but different multipole mo-

ments. Of particular interest would be a comparison of decay rates of Rydberg states

of heteronuclear and homonuclear molecules with a similar electronic structure.

In these cases the respective presence and absence of an electric dipole moment

of the ion core could provide insight into the effects of charge-dipole and charge-

quadrupole interactions on decays dynamics. A prime pair of candidate molecules

for which such a study are the isoelectronic CO and N2 molecules. The ground

electronic states of the neutral CO and N2 are X 1Σ+ and X 1Σ+
g states, respectively,

and the ground electronic states of the CO+ and N+
2 cations are X+ 2Σ+ and X+ 2Σ+

g

states, respectively. Properties of the ground states of these cations are listed in

Table 8.1. From these, it can be seen that the ground electronic states of CO+ and

N+
2 have similar rotational and vibrational intervals, which will result in Rydberg

states converging to these rotational-vibrational states of the molecular cations at

similar energies relative to the ionisation limits. They also have similar electric

quadrupole moments. However, the CO+ cation has an electric dipole moment and
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Table 8.1: Properties of the electronic ground states of the 12C16O+ and 14N+
2 molecular

cations, at their equilibrium internuclear separation. The values of the electric
dipole and electric quadrupole moments are for the v+ = 0 vibrational state of
the molecular cations.

CO+ N+
2

Quantity X+ 2Σ+ Refs. X+ 2Σ+
g Refs.

(EX+−EX)/hc (cm−1) 113031 [182] 125667.0 [92]
ωe (cm−1) 2214.39 [183] 2207.0 [121]

ωeχe (cm−1) 15.13 [183] 16.10 [121]
Be (cm−1) 1.976964 [183] 1.93176 [121]
αe (cm−1) 1.8952×10−2 [183] 1.88×10−2 [121]
De (cm−1) 6.318×10−6 [183] 6.10×10−6 [121]

Electric dipole
moment (a.u.) 1.015 [184, 185] 0

Electric quadrupole
moment (a.u.) 1.913 [184, 185] 1.72 [186]

the N+
2 cation does not. These studies will also benefit from further investigation

of the `-dependence of predissociation decay rates, in both species, and the decay

dynamics of low-n Rydberg states in vibrationally excited series that lie close to the

ionisation limits of lower-lying series.

The demonstration in this thesis of the preparation, deceleration, and electro-

static trapping of molecules heavier than H2 also opens up the possibility to perform

a range of new experiments with such samples. For example, the generation of

velocity-controlled beams of these Rydberg molecules in particular rotational and

vibrational states are of interest for studies of ion-molecule reactions [55, 56]. The

deceleration of Rydberg NO and N2 therefore opens up the use of this technique

to study such collisions involving molecular ions other than H +
2 and its isotopo-

logues [55, 56, 59, 64]. In addition, experiments could be performed to de-excite

the molecules from the Rydberg states to low-lying electronic states, or the ground

state, following deceleration. This could allows the preparation of cold samples,

with zero mean velocity in the lab frame of reference, of molecules in their ground

or low-lying electronically excited states that could not be efficiently prepared by

other means. This would be of particular interest, for example, in the preparation
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of cold gases of heavy species such as BaF which are of interest in next-generation

experiments to place bounds on the electric dipole moment of electrons [187].
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“So long, and thanks for all the fish”
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