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“Science is the belief in the ignorance of experts.”

Richard Feynman
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Abstract

Christopher W. F. Parsonson

Computer Network Optimisation with Artificial Intelligence and Optics

The last decade has seen a proliferation in data-intensive compute applications

such as artificial intelligence (AI), genome sequencing, and the internet-of-things.

The ever-growing throughput demand of these big-data jobs has coincided with

a slow down in the development of powerful computer chips. Consequently, there

has been a shift away from local computation with general-purpose CPUs towards

remote pooling of specialised high-bandwidth processors in cloud data centres

(DCs) and high-performance compute (HPC) clusters. Such computation relies

on a computer network to facilitate data querying and parallel processing. The

traditional Moore’s Law approach of evaluating compute power and cost purely

in terms of individual end points is therefore no longer appropriate. Instead,

compute must now be thought of as a system of interconnected resources which

can be orchestrated to perform a task.

However, there has been a lack of development in next-generation computer

networks, leading to the performance bottleneck of these systems moving away

from the end point processors themselves and into the network connecting

them. Optical networking is a technology which can offer orders-of-magnitude

improvement in computer network performance. For optical networks to be

widely used in DCs and HPCs, several obstacles related to physical optical device

characteristics and resource management must be overcome. In this thesis, we

develop and evaluate novel AI approaches for addressing these challenges.
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The first part of the thesis looks at optimising the physical plane’s devices

in an optical computer network. Concretely, three gradient-free AI signal

control approaches (ant colony optimisation, a genetic algorithm, and particle

swarm optimisation) are proposed to enable high-bandwidth, low-power optical

switching technologies to operate on the sub-nanosecond timescales required to

realise an optical circuit switched data centre network.

The second part of the thesis considers the problem of optimising the orches-

tration plane’s resource management methods used to control optical computer

networks. A novel algorithm, retro branching, is proposed to improve the solve

time performance of the canonical branch-and-bound exact solver using a graph

neural network (GNN) trained with reinforcement learning (RL). State-of-the-art

RL-for-branching results are achieved, opening the possibility for branch-and-

bound to be applied to large NP-hard discrete optimisation problems such as

those found in computer network resource management. We also propose another

algorithm, PAC-ML (partitioning for asynchronous computing with machine

learning), which trains a GNN with RL to automatically decide how much to

distribute deep learning jobs in an optical HPC architecture in order to meet

user-defined run time requirements, minimise the blocking rate, and maximise

system throughput under dynamic scenarios; the first of its kind to consider

such a problem setting.

So far we have have considered optimising the devices in the physical plane

and the resource managers in the orchestration plane of the computer network.

These areas have both received research attention in prior works. However, what

has not received much consideration is the underlying test bed in which physical

and orchestration plane research and optimisation is typically conducted. Real

DC and HPC environments are generally not available for research due to their

proprietary nature and expensive cost of deployment. Consequently, researchers

rely on simulated computer networks during novel system development. The

fidelity, reproducibility, and flexibility of these simulations is therefore at least as
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important as the development and optimisation of the physical and orchestration

systems for which they are used. Poor simulations will lead to the misguided

development of network systems which do not perform as expected when deployed

in real production environments. With this motivation, the third part of this

thesis considers how to design and optimise the simulator used for computer

network system research and development. A novel open source traffic generation

framework and library, TrafPy, is presented, as well as a subsequent update

to the generation algorithm to make it scalable to computer networks with

thousands of nodes.
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4.1 The proposed retro branching approach used during training.

Each node is labelled with: Top: The unique ID assigned when

it was added to the tree, and (where applicable); bottom: The

step number (preceded by a ‘#’) at which it was visited by the

brancher in the original Markov decision process (MDP). The

MILP is first solved with the brancher and the branch-and-bound

(B&B) tree stored as usual (forming the ‘original episode’). Then,

ignoring any nodes never visited by the agent, the nodes are added

to trajectories using some ‘construction heuristic’ (see Sections

4.4 and 4.6) until each eligible node has been added to one, and

only one, trajectory. Crucially, the order of the sequential states

within a given trajectory may differ from the state visitation order

of the original episode, but all states within the trajectory will

be within the same sub-tree. These trajectories are then used for

training. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
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4.2 Typical 4-stage procedure iteratively repeated by B&B to solve an

MILP. Each node represents an MILP derived from the original

MILP being solved, and each edge represents the constraint added

to derive a new child node (sub-MILP) from a given parent. Each

node is labelled with the decision variable values of the solved LP

relaxation on the right hand side, the corresponding dual bound

in the centre, and the established primal bound beneath. Each

edge is labelled with the introduced constraint to generate the

child node. Green dotted outlines are used to indicate which

node and variable were selected in stages (1) and (2) to lead to

stages (3) and (4). The global primal (P ) and dual (D) bounds

are increasingly constrained by repeating stages 1-4 until P and

D are equal, at which point a provably optimal solution will

have been found. Note that for clarity we only show the detailed

information needed at each stage, but that this does not indicate

any change to the state of the tree. . . . . . . . . . . . . . . . . 108

4.3 Performances of the branching agents on the 500 × 1000 set

covering instances. (a) Validation curves for the reinforcement

learning (RL) agents evaluated in the same non-depth-first search

(DFS) setting. (b) CDF of the number of B&B steps taken by

the RL agents for each instance seen during training. (c) The

best validation performances of each branching agent. (d) The

instance-level validation performance of the retro branching agent

relative to the imitation learning (IL) agent, with RL matching

or beating IL on 42% of test instances. . . . . . . . . . . . . . . 112
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4.4 500× 1000 set covering performances. (a) Validation curves for

four retro branching agents each trained with a different trajectory

construction heuristic: Maximum LP gain (MLPG); random (R);

visitation order (VO); and deepest (D). (b) The performances

of the best retro branching agent deployed in three different

node selection environments (default SCIP, DFS, and breadth-

first search (BFS)) normalised relative to the performances of

pseudocost branching (PB) (measured by number of tree nodes). 116

5.1 Diagram showing a deep neural network (DNN) job DAG being

partitioned. Top: A forward pass DAG where each node has an

associated partition degree (how many times it will be divided

when partitioned). Bottom: A partitioned DAG with forward and

backward passes handled consecutively. Green edges in the graph

represent data flow (i.e. output to input) between consecutive

operations in the forward pass. Orange edges represent gradient

exchanges processed in the backward pass (backpropagation).

Blue edges represent full connectivity collective operations to

synchronise weight updates across partitioned components of an

operation. Note that, for brevity, the top unpartitioned DAG

only shows the forward pass (since, before partitioning, the graph

structure is identical to the backward pass), whereas the bottom

partitioned DAG shows both the forward and backwards passes

(since, after partitioning, the graph structures are different). . . 126
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5.2 The mean network overhead of the 6 distributed deep learning jobs

reported by [Wang et al., 2022] in Meta’s GPU cluster compared

to that of RAMP as reported by Ottino et al. [2022] on the 5 jobs

considered in our work. Note that this is an approximate com-

parison, and that the important takeaway is that RAMP retains

low network overheads as jobs become increasingly distributed. . 129

5.3 (a-b) Demonstration of how more partitioning can lead to a lower

job completion time (JCT) than no partitioning (i.e. sequentially

running the job on a single device), but this may be at the

cost of a higher blocking rate since more cluster resources are

occupied when subsequent jobs arrive. (c-d) Demonstration of

how optimising for the cluster throughput leads to an unfair bias

towards more partitioning, because more parallelism creates more

work for the cluster and therefore artificially increases cluster

throughput even though, from the perspective of the user, the

original offered throughput may be lower. . . . . . . . . . . . . . 134
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5.4 An overview of our PAC-ML approach transitioning from step

t → t + 1. At each time step t when there is a new job to

be placed on the cluster, we: (i) Use a GNN to generate an

embedded representation of the node and edge features in the

job’s computation graph, and a standard feedforward DNN to do

the same for the global job and cluster features; (ii) concatenate

the outputs of (i) and use another feedforward DNN to generate

a logit for each action ut ∈ U t; (iii) pass the chosen action ut

to the environment and partition the job accordingly; (iv) apply

any internal environment allocation heuristics (operation and

dependency placement and scheduling, etc.) to attempt to host

the job on the cluster; (v) if accepted onto the cluster, perform a

lookahead to evaluate the job’s completion time; (vi) fast-forward

the environment’s wall clock time twc to when the next job arrives,

and return the corresponding reward rt+1 and updated state st+1. 137

5.5 The four β distributions used in our experiments in order to

measure the capability of each partitioner to cater to different

user-defined maximum acceptable completion time requirement

settings. In each βX experiment setting, each new job generated

was assigned a β value sampled from βX in order to get the

maximum acceptable job completion time, β · JCTseq (see Section

5.4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.6 Validation performances (higher is better) of each partitioning

agent evaluated across three seeds normalised with respect to the

best-performing partitioner in each BX environment. . . . . . . 144
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5.7 Mean per-job blocking rates of the five job types considered for

each partitioning agent under each βX setting plotted against the

number of operations (ops.), number of dependencies (deps.), the

total job information size, and the sequential run time of the job

were it ran on a single device (JCTseq). . . . . . . . . . . . . . . 146

6.1 TrafPy API user experience for using custom or benchmark TrafPy

parameters D′ to make flow traffic trace D with maximum Jensen-

Shannon distance threshold
√

JSD and minimum flow arrival

duration tt,min for m loads {ρ1, ..., ρm}. The generated trace

D can then be used to benchmark a DCN system test object

(e.g. a scheduler) in a test bed (a simulation, emulation, or

experimentation environment) to measure the key performance

indicators PKP I . The user need only use TrafPy to generate the

traffic; all other tasks can be done externally to TrafPy in any

programming language. . . . . . . . . . . . . . . . . . . . . . . . 161

6.2 How the Jensen-Shannon distances between the original (red)

and sampled (cyan) distributions and the sampled distributions’

characteristic parameters (target from original distribution plotted

as red dotted line) vary with the number of demands for (a) flow

size and (b) inter-arrival time. Note that the first sub-plots of

(a) and (b) are plotting the probability distribution of the flow

characteristic in question, whereas the other sub-plots are plotting

various metrics (
√

JSD, minimum value, maximum value, etc.)

of the generated traffic as a function of the number of demands

(flows) generated. . . . . . . . . . . . . . . . . . . . . . . . . . . 165
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6.3 Visualisation of the packed flow nodes converging on uniform
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Chapter 1

Introduction

1.1 The Information Revolution & Computer

Networks

The information revolution began with the invention of the transistor in the mid-

20th century [Riordan, 2004]. Unlike the agricultural and industrial revolutions

whose effects took millennia and centuries to be felt across the globe, the

information revolution has transformed all facets of society within a single

generation [Davidson and Rees-Mogg, 1999]. The speed of its proliferation is

testament to its importance to the human condition; information technology is

now used everywhere, from the economy and politics to healthcare and education.

Due to this new-found dependence on information technology, society now

allocates a significant amount of capital and resources towards its advancement.

Consequently, as reflected by Moore’s Law, the 1965 observation that the

cost-per-FLOP of a central processing unit (CPU) halves every 18 months

[Thompson and Spanuth, 2018], we have enjoyed decades of exponentially more

powerful compute at ever-lower costs. This has facilitated a range of ubiquitous

technologies, from the internet and video streaming to personal computers and

smart phones. Twenty years ago when computers were 1000× less powerful,

none of these technologies in their present form would have been possible. It is

difficult to imagine what future innovations humanity might miss out on over
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the next twenty years were advances in information technology to slow.

And yet, current trends do indeed suggest that things are slowing. From

1985 to 2005, compute performance increased by 52% per annum. Since 2005,

this rate has fallen to 22% [Hennessy and Patterson, 2017]. The fundamental

reason behind this slow down has been the difficulty of manufacturing transistors

on the nanometre (nm) scale, with the cost of building a chip fabrication plant

having increased 13% annually to reach $16 billion (bn) in 2022 [Rotman, 2020].

In order to circumvent this slow down in the cost-per-FLOP reduction of

CPUs, the last decade has seen three trends emerging (visualised in Fig. 1.11).

Figure 1.1: Visualisation of the three current trends in computing. (a) The
number of hyper-scale cloud data centres world-wide almost doubled in a five year
period [Cisco, 2016]. (b) By 2025, the majority of processors in data centres will no
longer be general-purpose CPUs, but rather specialised high-bandwidth processors
such as GPUs and FPGAs [McKinsey, 2019]. (c) The number of distributed A100
GPUs needed to train the state-of-the-art natural language processing models
released between 2018− 2022 has grown by over 1000× [Kharya and Alvi, 2021].

The first is the proliferation of cloud data centres. Rather than everyone

needing to possess their own compute resources, a host provides compute-as-a-

service to multiple users. In doing so, users avoid the need to directly pay for,

implement, and manage the latest hardware themselves in order to use state-of-

the-art compute. Pooling resources in this way can offset the increasing relative

cost of improving compute performance. Consequently, cloud computing has

become abundantly popular. Today, almost everyone, everywhere, everyday uses

the cloud, be it through video streaming and AI assistants or instant messaging
1Fig. 1.1c assumes it takes 4480 A100 GPUs to train the 530 bn parameter Megatron-Turing

natural language generation model [Wiggers, 2021], and that there is a linear relationship
between the number of model parameters and the number of A100 GPUs needed to train it.
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and data backups. Over 95% of global information traffic now exists in the

cloud [Cisco, 2016], and with the appeal of pooling resources to increase the

accessibility of powerful compute unlikely to wane, our dependence on data

centres is likely to persist.

The second trend is the shift away from general purpose CPUs towards

specialised processors such as graphics processing units (GPUs), tensor processing

units (TPUs), and field-programmable gate arrays (FPGAs) in order to facilitate

new big data computational jobs such as AI and genome processing [McKinsey,

2019]. These processors do fewer things than CPUs but can perform significantly

better at their designated task. While Moore’s Law appears to have ended for

CPUs, the processing power of GPUs increased by over 25× from 2012 to 2018

[Perry, 2018]. However, the rate of this performance improvement was largely

due to the low hanging fruit of tackling the parts of the compute ecosystem not

well served by CPUs (primarily data-parallel computation, which has become

critical to the neural network (NN) architectures widely used today). In the five

years since 2018, the cost-per-FLOP of state-of-the-art GPUs has only halved

every 3 years [Tamay, 2022]; 2× slower than Moore’s Law. As articulated by

Stoica [2020], this slow down is coinciding with a huge increase in computational

demand by applications such as AI whose resource requirements have been

doubling every 3.4 months since 2012; 50× faster than Moore’s Law [OpenAI,

2018].

Consequently, a third trend has emerged; distributed computing. Rather

than trying to fit a large computational job into the memory of a single device

and sequentially running it, the job is instead split up and ran in parallel across

multiple machines in a HPC system.

Both data centres and HPC systems require computers to communicate

with one another, be it to query databases, synchronise the results of a parallel

computation, and so on. This communication is done via a computer network,

which is a system of connected end point processing nodes. The traditional
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Moore’s Law approach of evaluating compute power and cost purely in terms

of individual end points is therefore no longer appropriate. Instead, compute

must now be thought of as a system of interconnected resources which can be

orchestrated to perform a task.

Figure 1.2: (a) From 2010 to 2018, the average compute performance improvement
of the nodes in the top ten HPC computer network systems far outstripped the
improvement in their communication bandwidth, leading to 92% fewer bytes being
communicated per FLOP [Bergman, 2018]. (b) How consequently the network
overhead - the fraction of the job completion time spent communicating information
between workers when no computation is taking place - of distributed deep learning
jobs increases with the number of machines used in Meta’s GPU cluster, shifting

the performance bottleneck into the network [Wang et al., 2022].

However, the ability with which we can increase compute power by increasing

the number of machines we distribute across is also slowing. Fig. 1.2a visualises

the average end point compute power and communication bandwidth of the top

ten HPC systems from 2010 to 2018 [Bergman, 2018]. As shown, although end

point compute power increased by a factor of 65, the network bandwidth only

increased by 4.8×, leading to a 92% decrease in bytes communicated per FLOP

over the eight year period and the maximum performance of these systems being

less than 10% of what is theoretically possible. This has shifted the performance

bottleneck of computer networks away from the end point nodes and into the

network connecting them [Wang et al., 2022] (see Fig. 1.2b). Furthermore, the

trend of using specialised parallel processors for executing ever-larger jobs is

resulting in significantly more communication between machines being required.

Improving the networks of modern HPC and data centre systems is therefore

crucial if we are to continue to improve computational performance and cater to
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next-generation applications such as AI, data science, and genome processing,

and thus forms the focus of this thesis.

1.2 Artificial Intelligence for Optimisation

AI is a broad umbrella term with several definitions. In this thesis, AI is assumed

to be the study and design of ‘intelligent agents’, where an intelligent agent is a

system which perceives its environment and takes actions such that its chances

of success are maximised [Poole et al., 1998].

The concept of AI has existed in the imaginations of humans for millennia.

The oldest records date back to 400 B.C. with the legend of a 30 metre (m)

tall brass robot, Talos, protecting Crete from pirates [Sparkes, 2013]. Its

establishment as a scientific discipline, however, is relatively recent. The Church-

Turing thesis [Turing, 1936, 1950] was the first to spark rigorous academic

interest in AI.

The first half-century of AI research focused on its application to games; a

domain which strikes a balance between complexity and ease of access. This

began with the first analysis of chess playing as a search task [Shannon, 1950]

and the study of AI for executing checkers strategies [Samuel, 1959]. Progress

stalled in the ‘AI winter’ of the 1970s when funding for projects was sparse. In

the late 1990s, interest in AI began to pick up again by leveraging increased

computational power, focusing on specific tasks, establishing scientific standards,

and forging links between AI and other fields such as mathematics, statistics,

and economics.

The last decade has seen an explosion in the rate of AI progress, the cause of

which can largely be attributed to AlexNet [Krizhevsky et al., 2012]; the winner

of the 2012 ImageNet competition [Deng et al., 2009] to classify a database of

1.4 million images with 1000 possible classes. AlexNet was the first to achieve a

step-change in performance at a widely applicable and important task through
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the use of NNs. The realisation that NNs can be efficiently trained with GPUs

to solve immensely challenging tasks automatically has led to significant progress

in machine learning (ML), a particular branch of AI, and a virtuous cycle of

both algorithmic and hardware development.

With AI having now achieved super-human performance in complex games

such as Go [Silver et al., 2016], Poker [Brown and Sandholm, 2019], and Statego

[Perolat et al., 2022], recent years have seen a shift towards applying AI to

real-world optimisation problems in a range of fields, from biology [Jumper et al.,

2021] and physics [Wu and Tegmark, 2019] to recommendation algorithms [Afsar

et al., 2022] and system management [Degrave et al., 2022].

This thesis considers optimisation problems which arise in computer networks,

both at the device level and in terms of overall resource management. Classical

approaches to solving these problems typically adopt the following workflow: (1)

Construct a simplified model of the computer system; (2) deconstruct high-level

design objectives (e.g. ‘minimise end-user latency’) into low-level tasks (e.g.

‘minimise network packet queuing delay’); (3) manually handcraft a heuristic to

optimise a problem within the simplified system model; and (4) meticulously

test and tune the heuristic until acceptable real-world performance is achieved

[Mao et al., 2020].

AI is particularly well suited to replace the above workflow and solve computer

network optimisation problems for reasons here summarised into six key factors:

1. Automatic optimisation: Rather than requiring expert understanding

of a given problem domain and then handcrafting a specific solution for

it, AI optimisers can be applied often with little to no tuning and expert

knowledge to automatically discover novel solutions without the costly

overhead of human design.

2. High-quality optimisation: As shown by the super-human performance

attained in games such as Go [Silver et al., 2016] and in the management
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of systems such as nuclear reactors [Degrave et al., 2022], the solutions

discovered by AI to complex optimisation problems often outperform

heuristics designed by human experts.

3. High-speed optimisation: Many state-of-the-art handcrafted algorithms

and heuristics (e.g. solvers based on branch-and-bound [Land and Doig,

1960]) require expensive computational steps to be performed, which can

be detrimental to applications where fast decision making is critical. By

contrast, many AI methods, particularly those which use NNs as function

approximators, can make decisions on O(ms) time scales or less [Shabka

et al., 2022].

4. High-fidelity optimisation: AI methods can continuously adapt to

handle real experiences when interacting with an environment, allowing

them to directly optimise the actual computer network’s workload and

operating conditions in dynamic scenarios rather than relying on inaccurate

system models.

5. Handling of large search spaces: Computers can search for solutions

much faster than a human can think of them, often with parallel computa-

tion and the use of powerful function approximators such as NNs. This

enables AI optimisers to be applied to problem domains with in excess

of O(10100) possible solutions without the need for exhaustive search or

impractical solve times.

6. Simple objectives: Classical approaches to system optimisation often

require the construction of low-level tasks in order to meet high-level

design objectives, which inherently biases the resultant solution towards

a potentially sub-optimal prior approach, and requires an expert-level

understanding of the entire system stack. By contrast, AI methods can be
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given simple high-level objectives, such as ‘win a game of chess’, and dis-

cover low-level policies and value functions which sufficiently optimise this

objective. This further reduces the complexity of tackling the problem for

practitioners, removes prior biases towards approaches which are assumed

to be, but are not necessarily, performant, and allows designers to tackle

problems without the need for an expert-level understanding of the whole

system.

The above factors form the motivation for this thesis, which seeks to develop

AI methods for optimising various components of computer networks at both

the device and the resource management level. Furthermore, it is shown how

optimisation with AI can enable the transition from electronic to optical network-

ing with superior scalability, bandwidth, latency, and power consumption, and

thereby address the shortcomings of modern cloud and HPC systems outlined

in Section 1.1. It is therefore hoped that this thesis will aid in facilitating the

development of next-generation compute applications, such as large-scale genome

processing and ever-more complex AI systems, over the coming decades.

1.3 Structure of & Publications from this Thesis

This thesis is divided into a background section followed by three main parts,

each of which addresses a different challenge in developing next-generation

computer networks.

1.3.1 Background

Chapter 2 provides an introduction to optical networking and the algorithmic

and conceptual tools common to multiple parts of this thesis. To aid the reader

in digesting the necessary background information, concepts required only for a

specific chapter are introduced within the corresponding chapter.
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1.3.2 Part I: Optimising the Physical Plane

Computer communication networks are made up of physical devices such as fibre

links, network switches, and end point processors. We refer to these devices

collectively as the computer network’s physical plane. The performances of the

physical plane’s components jointly determine the overall performance of the

computer network in terms of key metrics such as throughput, cost, and energy

consumption, and are therefore of critical importance.

Part I looks at optimising the physical devices in a computer communication

network. Specifically, Chapter 3 proposes three gradient-free AI signal control

approaches which enable high-bandwidth, low-power optical switching technolo-

gies to operate on the sub-nanosecond (ns) timescales that would be required in

an optical data centre network.

The following papers have been published based on the work reported in

Part I of this thesis:

• Hadi Alkharsan, Christopher W. F. Parsonson, Zacharaya Shabka,

Xun Mu, Alessandro Ottino, and Georgios Zervas, ‘Optimal and Low

Complexity Control of SOA-Based Optical Switching with Particle Swarm

Optimisation’, ECOC’22: Proceedings of the Forty-Eighth European Con-

ference on Optical Communication, 2022

• Thomas Gerard, Christopher W. F. Parsonson, Zacharaya Shabka,

Benn Thomsen, Polina Bayvel, Domanic Lavery, and Georgios Zervas,

‘AI-Optimised Tuneable Sources for Bandwidth-Scalable, Sub-Nanosecond

Wavelength Switching’, Optics Express, 2021

• Christopher W. F. Parsonson, Zacharaya Shabka, W. Konrad Chlupka,

Bawang Goh, and Georgios Zervas, ‘Optimal Control of SOAs with Ar-

tificial Intelligence for Sub-Nanosecond Optical Switching’, Journal of

Lightwave Technology, 2020
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• Thomas Gerard, Christopher W. F. Parsonson, Zacharaya Shabka,

Polina Bayvel, Domanic Lavery, and Georgios Zervas ‘SWIFT: Scalable

Ultra-Wideband Sub-Nanosecond Wavelength Switching for Data Centre

Networks’, arXiv, 2020

1.3.3 Part II: Optimising the Orchestration Plane

The physical devices in a computer network must all be orchestrated in order

to perform a computational task. Poor orchestration of the physical devices

can lead to under-utilised network resources and excessive operating costs and

energy consumption. We refer to the collective resource management methods

which perform physical device orchestration tasks as the computer network’s

orchestration plane.

Part II considers the resource management methods of the orchestration

plane used to control cloud and HPC networks. Chapter 4 proposes a new

algorithm which facilitates the integration of a GNN trained with RL to discover

novel variable selection policies into a freely-available exact branch-and-bound

solver which can be applied to generic NP-hard discrete optimisation problems

such as those found in computer network management. Chapter 5 proposes a

novel algorithm, also based on an RL-trained GNN, for automatically deciding

how much to distribute a deep learning job in an HPC in order to meet user-

defined run time requirements, minimise the blocking rate, and maximise system

throughput under dynamic scenarios; the first of its kind to consider such a

problem setting.

The following publications have come from Part II of this thesis:

• Christopher W. F. Parsonson, Zacharaya Shabka, Alessandro Ot-

tino, and Georgios Zervas, ‘Partitioning Distributed Compute Jobs with

Reinforcement Learning and Graph Neural Networks’, arXiv, 2023
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• Christopher W. F. Parsonson, Alexandre Laterre, and Thomas D.

Barrett, ‘Reinforcement Learning for Branch-and-Bound Optimisation

using Retrospective Trajectories’, AAAI’23: Proceedings of the Thirty-

Seventh AAAI Conference on Artificial Intelligence, 2023

• Thomas D. Barrett, Christopher W. F. Parsonson, and Alexandre

Laterre, ‘Learning to Solve Combinatorial Graph Partitioning Problems

via Efficient Exploration’, arXiv, 2022

1.3.4 Part III: Optimising the Simulator

So far we have considered optimising the devices in the physical plane and the

resource managers in the orchestration plane of computer networks. These are

both areas which have received significant attention from the research community.

However, what has not had much focus is the underlying test bed in which

physical and orchestration plane research and optimisation is typically conducted.

Real production computer network systems such as data centre networks

(DCNs) and HPCs are not generally available for researchers to build and test

novel system components due to their proprietary nature and expensive cost

of deployment. Consequently, many researchers resort to simulating computer

networks in order to develop novel computer network systems. The fidelity, repro-

ducibility, and flexibility of these simulations is therefore at least as important as

the development and optimisation of the physical and orchestration systems for

which they are used. Poor simulations will lead to the misguided development

of network systems which do not perform as expected when deployed in real

production environments.

With this motivation, Part III addresses a key problem faced by many

computer network researchers, which is the reliance on low-fidelity, difficult-

to-reproduce, and inflexible computer network simulations in the absence of

access to real production systems. A novel open source traffic generation
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framework and library is presented in Chapter 6, and a subsequent update to

the generation algorithm to make it scalable to computer networks with O(103)

nodes is proposed in Chapter 7.

The following are publications which have come from Part III of this thesis:

• Joshua L. Benjamin, Christopher W. F. Parsonson, and Georgios Zer-

vas, ‘Data Scheduling Unit for Nanosecond Optical Data Center Networks’,

arXiv, 2023

• Yanwu Liu, Joshua L. Benjamin, Christopher W. F. Parsonson, and

Georgios Zervas, ‘A Hybrid Beam Steering Free-Space and Fiber Based

Optical Data Center Network’, arXiv, 2023

• Christopher W. F. Parsonson, Joshua L. Benjamin, and Georgios

Zervas, ‘A Vectorised Packing Algorithm for Efficient Generation of Custom

Traffic Matrices’, OFC’23: Optical Fiber Communications Conference and

Exhibition, 2023

• Christopher W. F. Parsonson, Joshua L. Benjamin, and Georgios

Zervas, ‘Traffic generation for benchmarking data centre networks’, Optical

Switching and Networking, 2022

• Joshua L. Benjamin, Alessandro Ottino, Christopher W. F. Parsonson,

and Georgios Zervas, ‘Traffic Tolerance of Nanosecond Scheduling on

Optical Circuit Switched Data Center Network’, OFC’22: Optical Fiber

Communications Conference and Exhibition, 2022

• Joshua L. Benjamin, Christopher W. F. Parsonson, and Georgios

Zervas, ‘Benchmarking Packet-Granular OCS Network Scheduling for

Data Center Traffic Traces’, Photonic Networks and Devices, 2021
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Chapter 2

Background

2.1 Computer Networks

A computer network is a system of processors (a.k.a. ‘workers’ or ‘servers’), such

as CPUs, GPUs, and/or FPGAs, interconnected via a communication network.

Computer networks are typically represented as graphs. The nodes in a computer

network are either end point processors, which perform computational jobs, or

intermediary network switches, which forward data being communicated between

end points around the network. The edges of the graph are communication links

along which data can be passed between nodes. The computer network types

considered in this thesis include data centres, such as commercial, university,

and social media data centres, and HPCs, such as compute systems dedicated

to performing large deep learning tasks.

Computer networks have two facets; the physical plane and the orchestration

plane (see Figure 2.1). The physical plane encompasses any physical device in the

computer network, such as the end point processors, the intermediary switches,

and the communication links. The orchestration plane refers to the resource

orchestration schemes which determine how the physical plane’s resources are

utilised. These schemes include tasks such as placement (which devices to

use) and scheduling (in which order to use the devices). Both the physical and

orchestration planes are critical to determining the network’s overall performance
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in terms of throughput, latency, power consumption, and cost, and both are

studied in this thesis.

Figure 2.1: Visualisation of a computer network divided into the physical plane
made up of physical devices such as switches, end-point processors, and communi-
cation links, and the orchestration plane made up of resource management schemes

such as job partitioning, scheduling, and placement algorithms.

2.2 Packet vs. Circuit Switching

To communicate information, modern computer networks typically encode data

into light by modulating the light’s phase or amplitude and transmitting it

along a glass fibre. In a single glass fibre, no two messages with the same

wavelength and polarisation can be transmitted at the same time. There are

two predominant paradigms for addressing this constraint; circuit switching and

packet switching.

Circuit switching. In the vanilla circuit switching paradigm, a direct

transmission line is established between source and destination. This line cannot

be interrupted, broken, or changed for the duration of the transmission. The

data are then streamed as one large block until all data have arrived at the

destination. Consequently, as shown in Fig. 2.2a, no other end points can

communicate along the same physical transmission line already in use; their
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messages must instead be queued until the line is free. Circuit switched networks

have the advantage that they can guarantee throughput and latency quality

once communication begins, but have the disadvantage that there may be long

queuing delays whilst waiting for a suitable transmission line to be free.

Packet switching. In the packet switching paradigm, rather than sending

a message as one large block of data, the message is instead split up into smaller

‘packets’, usually around 500 to 1500 bytes (B) in size. Each packet is labelled

with a ‘header’ indicating its source and destination, and can then be sent via

any path through the network to arrive at its destination. A single message’s

packets do not necessarily need to arrive at their destination via the same route

or as a constant stream; as shown in Fig. 2.2b, each packet can be adaptively

routed to avoid conflicts. Packet switched networks have the advantage that

they can provide low queue times before transmission begins, but have the

disadvantages that they cannot provide service guarantees, since buffering may

be required at the intermediary switches where the links are fully occupied, and

that they may be forced to take inefficient routes around the network.

Figure 2.2: A visual comparison of the difference between packet and vanilla
circuit switching. (a) In vanilla circuit switching, once a physical transmission line
is established between source and destination, the line cannot be interrupted or
facilitate the transfer of any other data. (b) In packet switching, the data of a
single message is split up into multiple ’packets’ labelled with the message’s source
and destination. This allows each packet to take a number of routes along different
transmission lines and to be time-interleaved with other messages’ packets in order

to get to its destination.

Ultra-fast circuit switching. To combine the low latency and high ser-

vice guarantee benefits of both packet and circuit switching, recent work has
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considered ultra-fast circuit switching [Benjamin, 2020]. As with vanilla circuit

switching, a communication line is established between source and destination.

However, the data are split up into packets and interleaved on short timescales

with other transmission requests to enable multiple messages to be transmit-

ted along the same link via time-division multiplexing [Ralph, 1959]. This

interleaving is done by rapidly reconfiguring the circuit each time a packet

is communicated. The key remaining difference between packet and circuit

switching is the decision process of where and when to send messages. In packet

switching, this is done on a per-hop basis at each intermediary switch, whereas

in circuit switching these decisions are made in advance. Ultra-fast circuit

switching therefore retains the benefit of guaranteeing network performance by

reserving communication resources for the duration of data transmission whilst

also achieving low queuing delays by interleaving data from multiple different

sources and destinations along the same physical communication line.

However, a key challenge in realising ultra-fast circuit switching is reconfig-

uring the logical circuits each time a new packet is to be communicated. For

example, as shown in Fig. 2.3, large-scale cloud data centres typically have

91% of packets being ≤ 576 B in size (see Fig. 2.3a), which takes ≤ 43 ns to

transmit along a 100 Gbps link (see Fig. 2.3b). The reconfiguration process must

therefore occur on ns timescales in order to achieve acceptable network latency

overhead; far lower than the millisecond (ms) scale speeds of classical electronic

network switches and software-based schedulers [Benjamin, 2020]. This problem

is further addressed in Chapter 3.

2.3 Electronic vs. Optical Networking

Most current computer networks use optic fibre communication links, but the

switch devices which interconnect the network are usually electronic. Such

networks are hereby referred to as electronic networks, as opposed to optical
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Figure 2.3: Meta’s cloud data centre (a) packet size distribution and (b) through-
put as a function of latency assuming 100 Gbps links [Clark et al., 2018].

networks which are interconnected by optical switches. For further details on

how one form of optical switch works, see Chapter 3.

The limitations of electronic networking. Electronic networks have

poor scalability, bandwidth, latency, and power consumption. Concretely, the

‘Moore’s law for networking’, that electrical switches double their bandwidth

every two years for a fixed power and cost [Ballani et al., 2018], lags behind

the annual doubling of cloud traffic bandwidth demands [Shi et al., 2019].

Consequently, rather than upgrading to higher bandwidth switches, electronic

networks are typically scaled by adding more switches to build a hierarchy of

switch layers (see Fig. 2.4a). This increases the ‘oversubscription ratio’, which

is the ratio of the bandwidth of all servers connected to a switch port to the

bandwidth of the port itself. Since the per-port bandwidth of an electronic

switch is limited and the power consumption required to cool active electronic

devices is expensive, the amount of oversubscription achievable in an electronic

network is restricted, thus hampering the network’s overall scalability. As shown

in Fig. 2.4b, electronic networks have a ‘scale tax’ where the power, cost, and

latency of the network worsens as the network scales [Ballani et al., 2020].

Compounding these current limitations, things are expected to get worse for

electronic networks. The ‘Moore’s law for networking’ is expected to undergo a

significant slow down beyond 2024 [Ballani et al., 2018]. Furthermore, with the

growing requirements of large computational jobs such as training deep learning
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Figure 2.4: (a) Visualisation of how an electronic network with 64-port switches is
typically scaled; layers are added to the switch hierarchy in order to accommodate
more servers, leading to a larger oversubscription ratio. (b) Assuming 400-Gbps
per port, how the total power consumed by the electronic network per unit of
information communicated increases significantly as the number of switch layers

(shown in brackets on the x-axis) is increased [Ballani et al., 2020].

models and processing biological genomes, cloud data centre and HPC demands

are not only becoming more distributed and therefore more communication

intensive, but are also moving away from being low bandwidth, software-driven

CPU workloads towards becoming high bandwidth, hardware-driven GPU, TPU,

and FPGA tasks with ultra-low latency requirements [Andreades et al., 2019].

For example, while CPUs rarely saturate 100 Gbps links, GPUs today can

process in excess of 2.4 terabits per second (Tbps) of network traffic; a number

which is increasing year-on-year [Ballani et al., 2020]. By 2025, the proportion

of cloud requests being serviced by CPUs will have decreased by 75% in 2019

to < 50% in 2025 [McKinsey, 2019]. These factors are creating a perfect storm

where the ever-worsening latency, power, cost, and scalability performance of

electronic switching is coinciding with an abrupt increase in demand for low

latency, high bandwidth computer networks.

The benefits of optical networking. Computer networks with optical

switches have the potential to offer significant performance improvements over

electronic networks. With a circuit switching implementation, since links are
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reserved and unchanged for the duration of a message being communicated from

source to destination (see Section 2.2), there is no need for packet inspection,

optical buffering, optical-electrical-optical (OEO) conversion for in-switch pro-

cessing, or mid-transmission contention and blocking, leading to significantly

lower latency and power consumption than their electronic and packet switched

counterparts [Liu et al., 2015]. Unlike optical packet switching (OPS), optical

circuit switching (OCS) networks do not require optical buffering, queuing,

or addressing, and are therefore more simple to implement [Benjamin, 2020].

Furthermore, the lack of OEO conversion overhead, the transparency to signal

modulation format, and the lower heat generation reduces the number of ex-

pensive transceiver components needed, the hardware changes required when

new transmission protocols are adopted, and the overall network power con-

sumption compared to electronic networks, making OCS networks lower cost

and more energy efficient to operate and upgrade. Additionally, optical switches

have significantly higher bandwidth, enabling optical networks to retain low

oversubscription ratios and thereby allow more servers to be connected to the

same switch without increasing queue times as more switches and switch layers

are added to scale the network. Moreover, optical switches are much more

physically compact than their electronic counterparts. Having a small ‘footprint’

is a key design criterion in data centres and HPCs, where it is beneficial to

have components close together at high density for the lowest latency. For these

reasons, a core theme throughout this thesis is the development of AI-driven

optimisation methods to help realise OCS computer networks.

2.4 Computational Complexity

Computational complexity is a key concept in computer science. It describes

how much of a given resource is required to run a given algorithm. A problem

instance Π has size n, where n might be, for example, the number of binary
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digits needed to encode the instance. An algorithm used to solve the problem

has a ‘worst-cast’ time complexity function O(·) which maps the instance size

n to the maximum time needed for the algorithm to find a solution to the

problem. Common O(·) complexity functions include O(1) (constant time),

O(log2(n)) (logarithmic time), O(n) (linear time), O(nk) (polynomial time),

O(kn) (exponential time), and O(n!) (factorial time), where k is a constant

k > 1. Fig. 2.5 visualises how these common complexity functions scale with n.

Figure 2.5: Visualisation of how common time complexities scale with problem
instance size.

A problem for which there exists no known solution algorithm with a poly-

nomial complexity function may take a prohibitively long time to solve. If

only brute force solutions exist where every possible solution is explored, the

problem is said to be intractable. Although most problems can be theoretically

solved by brute force algorithms, if the search is not bound by polynomial time,

such problems cannot be ‘exactly’ (provably optimally) solved in practical time

frames when scaled to larger instance sizes. How such problems can be solved

in practice is explored in Section 2.6.

Building on the notion of computational complexity, decision problems (those

with a ‘yes’ or ‘no’ answer) can be categorised by complexity class, as visualised

in Fig. 2.6. A complexity class is a set of problems that a machine can solve
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given sufficient time resources. There are many complexity classes, with the four

main ones being:

1. P-problems: the set of decision problems which can be solved in polyno-

mial time;

2. NP-problems: the set of decision problems where the solution’s validity

can be verified in polynomial time, but where the solution itself cannot be

guaranteed to be found in polynomial time;

3. NP-complete problems: the set of decision problems X in NP for which

there is a polynomial time algorithm to reduce any other NP problem Y

to X in polynomial time (therefore if you can solve Y quickly, then you

can also solve X quickly); and

4. NP-hard problems: the set of decision problems which are at least as

hard as NP-complete problems, but which are not necessarily in NP and

therefore may not be verifiable in polynomial time.

Figure 2.6: Euler diagram for the P, NP, NP-complete, and NP-hard complexity
classes, assuming P ̸= NP .

Goldreich [2008] provides a comprehensive overview of computational com-

plexity. NP-complete and NP-hard problems constitute the most difficult to

solve problems in computer science, since it is widely thought that P ≠ NP

[Goldreich, 2010]. Many real-world discrete optimisation problems, such as the

computer network optimisation problems considered in this thesis, turn out to

be NP-complete or NP-hard.



22 Chapter 2. Background

2.5 Discrete Optimisation

Overview. Optimisation problems are a form of search where an optimal

solution is being sought amongst some finite or infinite search space. There are

two families of optimisation problem; continuous variable problems searching

for an optimal set of real numbers or a function, and discrete variable problems

searching for an optimal object (such as an integer, a set, a graph, and so on)

from a finite (or countably infinite) set of possible objects. The latter category

is colloquially referred to as CO, which is any optimisation problem with at

least one decision variable which is subject to the integrality constraint (i.e.

that its value must be an integer). There are many real-world examples of

CO problems such as the travelling salesman problem [Laporte, 1992], finding

the shortest path between two nodes in a graph [Johnson, 1973], routing data

packets optimally in the internet [Johnson and Maltz, 1996], allocating flight

crews to planes [Graf et al., 2020], and many more. All of the computer network

optimisation problems addressed in this thesis fall under the category of CO,

which also encompasses problems where some of the variables are continuous

and some are discrete, and will be mathematically formulated as such.

Problem formulation. An instance of a CO problem Π is a triple (S, f, Ω),

where S is a set of candidate solutions to Π, f is the objective function which

assigns an objective function value f(s) to each candidate solution s ∈ S, and Ω

is a set of problem-specific constraints. Each solution s ∈ S is made up of a series

of m components (variables) C = {c1, c2, ..., cm}. S̃ is the sub-set of feasible

solutions which satisfy Ω, where S̃ ⊆ S. CO problems are either maximisation

or minimisation problems where the goal is to find the optimal solution s∗ ∈ S̃

which either maximises (f(s∗) ≥ f(s)∀s ∈ S̃) or minimises (f(s∗) ≤ f(s)∀s ∈ S̃)

the solution’s objective function value f(s). For a comprehensive introduction

to CO, refer to Papadimitriou and Steiglitz [1982].

Why discrete optimisation problems are difficult. Optimising an



2.5. Discrete Optimisation 23

objective function with variables subject to the integrality constraint often turns

out to be significantly more difficult than the same problem with the integrality

constraints relaxed.

Linear and convex continuous functions are easy to optimise efficiently with

algorithms such as simplex [Horen, 1985]. This is because the optimal solution

will always reside on the corner points of the boundary of the feasible region

(see Fig. 2.7a), and the equations for the feasible boundary are known.

Figure 2.7: a) Diagram showing the whole solution space of two decision variables,
x1 and x2, for a linear convex optimisation problem. In the continuous case, the
equations bounding the feasible solution space are known and the optimal solution
is guaranteed to reside on one of the boundary’s corners. In the discrete case
where the two variables must be integers, the equations of the feasibility bounds
are unknown and the optimal solution may not necessarily be at corner points. (b)
Illustration of how non-convex continuous optimisation tasks can, although by no

means trivially, be solved with the use of gradient descent..

As soon as the integrality constraint is introduced, the optimal solution can

instead reside anywhere within the feasible region, making methods such as

simplex, which only navigate the feasibility region’s corner points, inadequate.

Non-linear and non-convex continuous problems can also be inherently easier

to solve than the same problem with integrality constraints added (see Fig. 2.7b).

This is because the discrete version is non-differentiable, meaning that there is

no easy way to know that a step in a given direction of the solution space is (1)

feasible and (2) more optimal. Consequently, many combinatorial optimisation

problems fall into the NP-complete and NP-hard complexity classes; the most

difficult-to-solve problems in computer science. Such problems have no known
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algorithm which can deterministically find an optimal solution in polynomial

time.

2.6 Solving NP-Hard Problems

There are three classes of algorithms for solving NP-hard problems; heuristic

algorithms, approximation algorithms, and exact algorithms (see Table 2.1 for a

summary of their characteristics).

Heuristic algorithms. Heuristics are ‘rules of thumb’. They generate

solutions to combinatorial problems based on principles which are thought to be

performant a priori. Typically, although not necessarily, heuristics can be scaled

to large optimisation problems and can generate solutions quickly. Historically,

heuristics have been handcrafted by human experts, but recent years have seen

a surge of interest in the application of ML to learn heuristics automatically,

as done in Chapters 4 and 5. General-purpose heuristic frameworks, termed

metaheuristics, can be applied to many different problems with little to no

tuning or problem-specific adaptations. Examples of metaheuristics include

the AI evolutionary and swarm intelligence algorithms developed in Chapter

3. However, heuristics and metaheuristics provide no guarantee on how far the

generated solution is from the optimal solution, which can be detrimental in

applications where high solution quality is important.

Approximation algorithms. Approximation algorithms apply domain-

specific mathematical tricks to certain problems in order to approximate the

original complex problem into a simpler version which can be solved exactly.

Approximation algorithms are able to provide an optimality bound guarantee

on the worst-case distance of the generated solution from the optimal one, such

as ‘this solution is within at least 92% of the optimal solution’, even when the

optimal solution itself is not known. Although this guarantee is useful, these

approximations are only applicable to certain problem settings and are therefore
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not generalisable, and approximation algorithms are typically not scalable to

large instances.

Exact algorithms. Exact algorithms are algorithms which, if left to run

for long enough, are guaranteed to eventually find the provably optimal solution

to a combinatorial problem. Although they generate optimal solutions and are

generalisable to many different problems, exact algorithms typically scale poorly

and are therefore unable to cope with large instances. As explored in Chapter 4,

ML approaches can be integrated into exact solvers in order to improve their

scalability whilst retaining their optimality guarantee and generality.

Approximation Algorithms Heuristics Exact Algorithms
Quality guarantee Yes No Yes
Generalisable No Yes Yes
Scalable No Yes No

Table 2.1: Summary of the typical characteristics of approximation algorithms,
heuristics, and exact algorithms when solving combinatorial optimisation problems.

2.7 Artificial Intelligence

AI is the study and design of ‘intelligent agents’, where an intelligent agent is a

system which perceives its environment and takes actions such that its chances

of success are maximised [Poole et al., 1998]. Fig. 2.8 provides a visualisation of

some of the branches of AI which are most popular at the time of writing [Mata

et al., 2018], with the methods used in this thesis highlighted.

AI can be applied to solving NP-hard discrete optimisation problems via

integration into the heuristic, approximation, or exact algorithmic paradigms

outlined in Section 2.6. The power of AI techniques stems from the general

principle of machine-powered automated problem solving. They are useful for

complex problems which cannot be solved either analytically or in a practical

time frame, and can often be applied without an expert knowledge of the specific

problem domain.



26 Chapter 2. Background

F
igure

2.8:
M

ain
A

Ibranchesand
sub-categories,with

the
m

ethodsexplored
and

used
in

this
thesis

highlighted.
T

his
diagram

is
far

from
com

prehensive,but
gives

a
rough

overview
ofw

here
the

m
ethods

used
in

this
thesis

fit
in

to
the

broader
A

I
paradigm

.



2.8. Machine Learning 27

There are no hard rules specifying which problems are most suited to which

AI techniques. The designer must therefore combine their high-level knowledge

and intuition about both the problem being solved and the AI techniques

available. They must then explore the efficacy and possible adaptation of the

narrowed-down techniques for the problem being solved to determine which is

best.

This thesis considers optimisation problems in computer networks. The most

simple networking environments are those which are deterministic, observable,

static, and completely known. Such scenarios are well-suited to search algorithms

and classical optimisation theory methods such as breadth-first search and

integer linear programming (ILP), which have been applied to simple small-scale

network routing and planning problems [Simmons, 2008]. However, when these

ideal conditions are relaxed or when the network is scaled to larger sizes, such

techniques become inapplicable. Instead, they can be complemented or replaced

by more flexible and scalable AI local search algorithms and metaheuristics as

shown in Chapter 3. For highly dynamic environments, learning agents which

can adapt to new conditions and unforeseen scenarios that could not have been

anticipated at the design stage become powerful alternative or complementary

problem solving tools. Such learning techniques have been applied to a range

of networking problems, including quality of transmission estimation [Jiménez

et al., 2012], modulation format recognition [Gonzalez et al., 2010], and task

scheduling [Mao et al., 2019a], and are used in Chapters 4 and 5.

2.8 Machine Learning

ML is a sub-field of AI. A machine is said to have ‘learned‘ from experience E

to execute a set of tasks T if its performance, as measured by P , improves with

experience E [Mitchell, 1997]. The motivation for ML stems from the desire to
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have systems which can solve dynamic problems without the need for human

intervention or explicit instruction.

There are three broad learning paradigms. (1) Supervised learning:

‘Labelled’ data sets containing the inputs and the corresponding desired outputs

are fed into the model, enabling the model to learn to map unseen inputs to seen

labels (e.g. classification, regression, and so on). (2) Unsupervised learning:

‘Unlabelled’ data sets containing only inputs are fed into the model, enabling

the model to learn underlying structures, patterns, or features of the data

and thereby reduce unseen data into these learned structures (e.g. clustering,

association, and so on). (3) Reinforcement learning: Input data is in the

form of an observation from a dynamic sequential decision making environment

which returns a reward signal to the model based on the actions it chooses to

perform, enabling the model to learn how to take actions which maximise its

expected long-term reward (e.g. playing chess, controlling complex systems, and

so on).

This thesis focuses on the reinforcement learning paradigm in Chapters 4

and 5, although Chapter 4 also implements a supervised learning algorithm as a

baseline. For a detailed overview of ML, refer to Russell and Norvig [2009].

2.9 Function Approximation with Neural Networks

In many cases, such as the RL setting where a value and/or policy function

is being learned (see Section 2.11), tabular approaches which map inputs (e.g.

states) to their exact outputs (e.g. optimal actions) are infeasible because they

would require excessive amounts of memory. Instead, the true function mapping

inputs to outputs can be approximated with a NN, and this has now become

common practice in many applications of ML.

Layers. NNs are a composition of linear transforms and non-linear (acti-

vation) functions connected in a chain to form a directed acyclic computation
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graph. Each function in the chain is a layer in the NN, although sometimes

linear and non-linear function pairs are referred to as a single layer.

Parameterisation. Each NN layer is parameterised by a set of weights and

biases. The weights of a layer form a matrix, and the bias values form a vector.

Each vector dimension of the weight matrix and each scalar element of the bias

vector operate on either all (‘fully connected’) or some of (‘sparsely connected’)

the input’s dimensions being passed to the layer, thus transforming the input

into some output (see Fig. 2.9). The weights and bias value operating on a

particular (set of) input dimension(s) are collectively termed a ‘unit’ or ‘neuron’

in the NN layer. The exact values of the weights and biases of each unit are

what determine how the input is mapped to an output.

Learning. Training a NN constitutes learning (i.e. optimising) the set of

weights and bias values of each layer to take an input and produce a desired

output. For example, a simple learning task might be to find the values of the

weights and biases in a NN which accurately map house characteristics (number

of bedrooms, surface area, year built, and so on) to the house’s price. This

learning process is done by defining a loss function, such as the mean squared

error between the predicted price and the actual price, and minimising the

loss by adjusting the model’s parameters using an appropriate optimisation

algorithm during training. The optimisation algorithm used is typically gradient-

based, such as the Adam optimiser [Kingma and Ba, 2015], but may also be

gradient-free, such as the AI optimisation methods considered in Chapter 3.

Hidden layers. During training, only the target outputs of the final output

layer are given; all intermediary layers between the input and output layers have

‘hidden’ targets determined by the learning framework being used. Hence, layers

between the input and output layers are referred to as ‘hidden layers’.

Deep neural networks. NNs with multiple hidden layers are referred to

as DNNs. It has been shown that, given enough hidden units (parameters), a

NN with only one hidden layer can approximate any continuous function with
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Figure 2.9: Visualisation of a typical layer in a fully connected feedforward NN.
Each layer is composed of units, which in turn are composed of a linear transform
on a set of weights and a bias value followed by a non-linear ‘activation’ function.
In the specific example drawn here, a four-pixel image is flattened into a vector and
passed into a single NN layer with three units (‘dimensions’). Each unit outputs a
single scalar whose value depends on the values of the units’ weights and biases.
Each unit’s output corresponds to the NN’s confidence that the image belongs
to one of three possible image classes (e.g. dog, cat, or horse). During training,
the values of the weights and biases are optimised until the NN successfully maps

images to the correct corresponding image class.

a finite number of hidden units [Hornik et al., 1989], therefore making NNs

universal function approximators. However, to approximate high-dimensional

functions, one hidden layer would require exponentially more units as the number

of dimensions in the function increases. The power of DNNs lies in their ability

to assign feature labels by transforming high dimensional features into linearly

separable regions [Osindero, 2018]; indeed, Montufar et al. [2014] showed that as

the number of hidden layers is increased, the number of linearly separable regions

of the DNNs increases exponentially, whereas increasing the number of hidden
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units only increases the assignable feature label count polynomially. Therefore,

much more powerful representations are attained with deep and narrow NNs as

opposed to shallow and wide models.

The state of neural networks today. The last decade has seen the

successful application of the function approximation power of DNNs to solve a

variety of problems, from natural language processing [Goldberg and Hirst, 2017]

to image recognition [Deng et al., 2009]. In this thesis, DNNs trained within

the reinforcement learning paradigm are used to solve difficult combinatorial

optimisation problems. For a detailed introduction to deep learning, refer to

Goodfellow et al. [2016].

2.10 Graph Neural Networks

This thesis focuses on graph-based combinatorial optimisation problems and

computer networks. However, traditional NN architectures cannot easily handle

graph-structured data because graphs have no fixed node ordering or reference

point, an arbitrarily varying size, a complex topological structure (i.e. no regular

spatial locality, as vectors and grids do), and data points (nodes) with multiple

features intricately related to other nodes via relationships (edges). Whereas

standard NNs are restricted to handling only vector- and grid-structured inputs,

such as sentences and images, GNNs are generalised NN architectures which can

handle graph-structured data, such as networks and molecular structures (see

Fig. 2.10). This thesis therefore uses GNNs for the graph-based ML problems

considered in Chapters 4 and 5.

Most current GNNs use the message passing paradigm to map each node and

edge onto a vector embedding space which captures neighbourhood relationships

before performing additional graph-level embeddings and readouts if desired.

Concretely, each GNN layer usually performs four stages (see Fig. 2.11): (1)

Message passing: On each edge in the input graph, use a message function
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Figure 2.10: Visualisation comparing non-Euclidean graph structures, such as
networks and molecules, with Euclidean-structured data, such as sentences and

images.

to generate a message (representation) to pass from a source node to a set

of destination nodes, where each node stores the message(s) it receives in its

mailbox. (2) Message aggregation: On each node in the input graph, apply

an aggregate function (a vanilla reduce operation such as mean, sum, max, min,

and so on, or a trainable function) to the messages in its mailbox to generate

an intermediate aggregate representation of its neighbourhood. (3) Node-

level embedding: Pass the intermediate aggregate representation through a

trainable function to produce a final vector embedding for each node, which is an

aggregated representation of the node and its neighbourhood. (4) Graph-level

embedding (optional): If desired, at the end of the final GNN layer, pass

the node embeddings through a trainable function to produce a graph-level

representation.

To include information from k hops away in a given node’s embedding and

therefore capture k-distance dependencies between nodes across the graph in

the final GNN representation, k of these GNN layers can be used. Crucially, the

parameters of all message, aggregation, and forward pass functions are shared

across nodes, enabling GNNs to be inductive in that they can generalise to

unseen nodes and graphs.
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Figure 2.11: The stages performed by each layer in a typical GNN. Note that if
the optional graph-level readout in stage 4 is performed, it is only done in the final

GNN layer.

2.11 Reinforcement Learning

RL is an ML learning paradigm. It is the study of optimal decision making in

natural and artificial systems [Silver, 2009]. In the general RL setting shown in

Fig. 2.12, an agent interacts with an environment at each sequential time step t.

The environment can be described by tuple ⟨T, R⟩, where T is a state transition

probability matrix defining the transition probabilities from all states s to all

successor states s′ taking action u where T u
ss′ = P(St+1 = s′|St = s, U t = u), and

R is a scalar reward function giving the expected immediate (next state) reward
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given current state s and chosen action u where Ru
s = E(Rt+1|St = s, U t = u).

Figure 2.12: A reinforcement learning setting, showing the iterative environment
interaction feedback loop used by the agent to learn strategies which maximise the

reward signal.

Markov decision process. The environment is usually assumed to have

the Markov property whereby P(st+1|st) = P(st+1|ht); that is to say that the

probability of the next state being st+1 given the current state st is the same as

the equivalent probability given all previous states in history ht = {s1, ..., st}.

As such, this RL setting is usually assumed to be a MDP described by tuple

⟨S, U, T, R, γ⟩ where S is a finite set of possible environment states, U is either

a discrete (finite) or continuous (infinite) set of possible actions, and γ ∈ [0, 1]

is a discount factor specifying the factor by which to multiply future expected

rewards to discount their present value. Since Markov states are stochastic, future

rewards are never fully certain and are therefore expressed as an expectation.

Agent goal. The agent’s goal is to learn to maximise its expected total

discounted future reward, termed the ‘value’ or ‘return’ Gt = ∑∞
k=0 γkRt+k+1,

over the course of an episode (a sequence of decision steps which may or may not

terminate at some point). To do so, the agent can use model-free RL to avoid

explicitly modelling the environment by only using its policy function and/or

its value function to make decisions. The policy function π maps an observed

state st to a corresponding action ut such that some estimated score objective

is maximised. The value function estimates the expected return Gt from being

in state st and following policy π (the state value function v) or from being in

state st, taking action ut, and following policy π (the action value function q).
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Crucially, value and policy functions can be approximated and learned with

NNs, enabling RL to be scaled to large problem instances (see Section 2.9 for

background information on NNs).

Prediction and control. There are two aspects to maximising Gt; prediction

and control. The prediction task is to, given a policy π and an MDP, find

the value function vπ which correctly evaluates how well the agent would do

by following π in the MDP. The control task is to, given an MDP, find the

optimum value function v∗ which maximises the value function over all policies,

v∗(s) = maxπ vπ(s), and the corresponding optimal policy π∗ which achieves the

optimum value function, π∗ ≥ π,∀π. Note that in order to solve the control

problem (finding the optimum value function and optimal policy), the agent must

first solve the prediction problem (finding the value function which correctly

evaluates a given policy). There are three classes of model-free RL algorithms

for addressing the prediction and control tasks; value-based, policy-based, and

actor-critic RL.

Value-based RL. Value-based methods involve learning a value function

which implicitly defines a policy by following a policy, such as ϵ-greedy [Tokic

and Palm, 2011], which is based on the expected returns predicted by the

value function. Examples of common value-based algorithms include SARSA

[Rummery and Niranjan, 1994] (on-policy learning), Q-learning [Watkins and

Dayan, 1992] (off-policy learning), and DQN [Mnih et al., 2015] (Q-learning

with experience replay), and are explored in Chapters 4 and 5. Value-based

methods can be advantageous in environments with small action spaces since

value function updates tend to be large and therefore achieve rapid convergence.

However, since a value function must be defined, the maximum value of all

possible state-action pairs must be found. This is often inefficient, since usually

the agent would only want the best action rather than knowing the value of all

state-action pairs, and cannot be used for large or continuous (infinite) action

spaces. Furthermore, the policy typically sampled deterministically at test time
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with the action with the highest value being preferred, which is disadvantageous

for certain scenarios such as rock-paper-scissors where a random policy beats any

deterministic policy [Bowling and Veloso, 2001] or in some partially observable

Markov decision process (POMDP) problems such as the aliased grid-world

problem [Crook and Hayes, 2003] which benefit from having stochastic elements

in the policy.

Policy-based RL. Policy-based methods such as REINFORCE [Williams,

1992] do not consider a value function. Instead, they explicitly define a policy and

directly learn the policy which maximises their expected return. Policy updates

are often small and therefore converge more smoothly on an optimum policy.

Furthermore, since there is no value function, the agent does not need to consider

the value of every possible state-action pair, therefore policy-based algorithms

can be scaled to very large or continuous action spaces; this is the most common

motivation for researchers to use policy-based methods. Additionally, they can

learn stochastic policies, which can be good for certain POMDPS. On the other

hand, due to the small policy updates at each iteration, policy-gradient methods

are vulnerable to long convergence times and stagnation at local minima rather

than finding the global optimum policy. Furthermore, policy-based algorithms

typically use Monte-Carlo methods without bootstrapping and therefore the

agent does not get a reward until the end of an episode, thereby potentially

introducing high variance and making learning difficult.

Actor-critic RL. Actor-critic methods are a new class of RL algorithms

which are becoming increasingly popular. They explicitly define both a policy

function (the actor) and a value function (the critic) and learn to optimise them

both in order to try to get the advantages of both value- and policy-based meth-

ods. Common actor-critic algorithms include natural policy gradient [Kakade,

2001], A2C, A3C and Q-actor-critic [Mnih et al., 2016], deep deterministic

policy gradient [Lillicrap et al., 2016], and proximal policy optimisation (PPO)

[Schulman et al., 2017], and are considered in Chapters 4 and 5.
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Advantages of RL. Using traditional RL has several advantages over

heuristics and other ML paradigms such as supervised learning. First, no

external data from human-designed or computationally expensive heuristics is

required, enabling an agent to learn super-human policies without potentially

sub-optimal initial biases towards a certain strategy or a costly expert example

collection-and-labelling phase [Silver et al., 2016]. Second, a DNN with a

finite number of layers and neurons will have its expressivity constrained [Dong

et al., 2020], restricting the complexity of the set of functions it is capable

of approximating. Because the objective of an RL agent is to maximise its

expected future return which, under the assumption that a suitable reward

function has been crafted, is equivalent to maximising performance on a given

task, RL agents are able to maximise task performance given DNN expressivity

constraints. Third, since RL agents maximise the future return, they are capable

of learning sophisticated non-myopic policies which sacrifice short-term reward

in exchange for higher long-term return [Sutton and Barto, 2018].

The state of reinforcement learning today. RL has been an established

field for a long time. However, recent breakthroughs over the last decade in

the development of large DNN models have yielded impressive results when

trained in the RL paradigm. Mnih et al. [2015] showed that a DNN trained to

approximate the value function via Q-learning can be used to play Atari games

with super-human performance, and many ‘deep RL’ algorithms have since

been developed. AlphaGo represented a significant milestone, being the first

Go computer programme to beat professional human players on a full 19× 19

board [Silver et al., 2016], combining deep reinforcement learning with Monte

Carlo tree search [Browne et al., 2012]. Recently, RL has surpassed humans at

complex real-time partially observable strategy games such as StarCraft [Vinyals

et al., 2019], Dota [OpenAI et al., 2019], and Poker [Brown and Sandholm,

2019]. There have also been several breakthroughs in real-world applications,

with OpenAI training a robot to solve a physical rubik’s cube [Agostinelli et al.,
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2019a] and Kiran et al. [2022] demonstrating a self-driving learning agent. This

progress in RL presents a ripe opportunity for its application in discrete problem

solving and computer network optimisation, as explored in Chapters 4 and 5.

For a detailed introduction to RL, refer to Sutton and Barto [2018].

2.12 Deep Q-Learning

Deep Q-network (DQN) (also known as ‘deep Q-learning’) is a state-of-the-art

value-based RL algorithm [Mnih et al., 2013, 2015], and some of its variants

are used in Chapers 4 and 5. This section breaks down the components of this

popular RL method.

Q-learning. Q-learning [Watkins, 1989] is the canonical value-based al-

gorithm which can be applied to a sequential decision making process for-

malised as an MDP (see Section 2.11). It is an off-policy temporal differ-

ence algorithm whose goal is to learn the action value function mapping state-

action pairs to their expected discounted future return when following a policy

π; Qπ(s, u) = Eπ

[∑∞
t′=t+1 γt′−1r(st′)|st=s, ut=u

]
. By definition, an optimal

policy π∗ will select an action which maximises the true Q-value Q∗(s, u),

π∗(s) = arg maxu′ Q∗(s, u′).

Concretely, the classical Q-learning algorithm maintains an action value

look-up table Q(s, u) mapping all possible state-action pairs to their predicted

discounted return. The return is the sum of future rewards over the remainder

of the episode. During training, Q-learning follows an exploration-exploitation

policy. The simplest such policy is ϵ-greedy, where a random action is sampled

with probability ϵ ∈ [0, 1] and the best action, according to the current Q table,

is sampled with probably 1 − ϵ. At each time step t, the agent in state st

uses this policy to select an action ut which it performs in the environment

to transition to the next state st+1 and receive a reward rt+1. Q(s, u) is then

updated according to:
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Q(st, ut)← Q(st, ut) + α ·
(

rt + γ ·max
u′

Q(st+1, u′)−Q(st, ut)
)

. (2.1)

On the right-hand side of Eq. 2.1, Q(st, ut) is the agent’s estimate of the

discounted return of taking action ut in state st, α is the learning rate, γ is

the factor by which to discount future rewards to their present value, and

maxu′ Q(st+1, u′) is an estimate of the future value of being in state st+1 and

taking an ‘optimal’ action according to Q. The rt + γ ·maxu′ Q(st+1, u′) term is

called the temporal difference target, and the collective rt +γ ·maxu′ Q(st+1, u′)−

Q(st, at) term the temporal difference error. As such, the maxu′ Q(st+1, u′) term

treats Q as an oracle from which optimal actions can be sampled. Although Q

is usually randomly initialised and changes at each update step, the general idea

is that, with stable learning and sufficient exploration, Q will converge on the

true Q∗ function.

As a side note, Q-learning is a temporal difference algorithm because, rather

than using the actual returns to update Q in Eq. 2.1 as done by Monte Carlo

methods, it uses a bootstrapped estimate of the future returns maxu′ Q(st+1, u′).

Furthermore, it is an off-policy algorithm because the policy used to select the

action ut at the current time step, such as ϵ-greedy sampling of Q, is different to

the policy used to select the next-state action u′ when evaluating the temporal

difference target, such as greedy sampling of Q. This is as opposed to on-policy

temporal difference algorithms, such as SARSA, which use the same action

selection policy for both the current time step and for future time steps when

bootstrapping.

Deep Q-learning. Many practical problems have an extremely large number

of possible state-action combinations. For example, the game of Go has over

10700 possible sequences; far more than the number of atoms in the universe

[Silver et al., 2016]. As such, modelling the action value function with a tabular
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approach is intractable given practical memory constraints. To enable Q-learning

to be scaled to complex problems, DQN [Mnih et al., 2013] approximates the

true Q-function with a DNN parameterised by θ such that Qθ(s, u) ≈ Q∗(s, u).

Concretely, during training at each time step t, Qθ(s, u) is used with an

exploration strategy such as ϵ-greedy to select an action and add the observed

transition T = (st, ut, rt+1, γt+1, st+1) to a replay memory buffer [Lin, 1992]. The

network’s parameters θ are then optimised with stochastic gradient descent to

minimise the mean squared error loss between the online network’s predictions

and a bootstrapped estimate of the Q-value,

JDQN(Q) =
[
rt+1 + γt+1 max

u′
Qθ̄(st+1, u′)−Qθ(st, ut)

]2
, (2.2)

where t is a time step uniform randomly sampled from the buffer and Qθ̄

a target network with parameters θ̄ which are periodically copied from the

acting online network. The target network is not directly optimised, but is

used to provide the bootstrapped Q-value estimates for the loss function. Only

periodically updating the target network rather than at each learning step leads

to lower variance in the bootstrapped targets at each step. This helps helps to

stabilise learning and leads to better convergence [Mnih et al., 2013].

Double DQN. In the traditional Q-learning update rule of Eq. 2.1 and the

DQN loss of Eq. 2.2, the Q-function used to select and evaluate an action for

the temporal difference target is the same; maxu′ Q(st+1, u′) for Eq. 2.1, and

maxu′ Qθ̄(st+1, u′) for Eq. 2.2. However, this can lead to an overestimation bias

where the chosen action u′ is incorrectly over-valued because the same function

which perceives u′ as being best is also being asked to evaluate it. This can lead

to high variance updates, unstable learning, and convergence on local minima.

Double DQN [van Hasselt et al., 2015] reduces overestimation by decomposing

the max operation in the temporal difference target into action selection and

action evaluation and performing these two tasks with two separate networks.
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Concretely, action u′ is greedily selected according to the online network Qθ

and evaluated with the separate target network Qθ̄. The loss term from Eq. 2.2

then becomes:

JDDQN(Q) =
[
rt+1 + γt+1Qθ̄(st+1, max

u′
Qθ(st+1, u′))−Qθ(st, ut)

]2
. (2.3)

Prioritised experience replay. Vanilla DQN replay buffers are sampled

uniformly to obtain transitions for network updates. A preferable approach

is to more frequently sample transitions from which there is much to learn.

Prioritised experience replay [Schaul et al., 2016] deploys this intuition by

sampling transitions with probability pt proportional to the last encountered

absolute temporal difference error,

pt ∝ |rt+1 + γt+1 max
u′

Qθ̄(st+1, u′)−Qθ(st, ut)|ω, (2.4)

where ω is a tuneable hyperparameter for shaping the probability distribution.

New transitions are added to the replay buffer with maximum priority to ensure

all experiences will be sampled at least once to have their errors evaluated.

n-step Q-learning. Traditional Q-learning uses the target network’s greedy

action at the next step to bootstrap a Q-value estimate for the temporal difference

target. Alternatively, to improve learning speeds and help with convergence

[Sutton and Barto, 2018, Hessel et al., 2017], forward-view multi-step targets

can be used [Sutton and Barto, 2018], where the n-step discounted return from

state s is

r
(n)
t =

n−1∑
k=0

γ
(k)
t rt+k+1, (2.5)

resulting in an n-step DQN loss of
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JDQNn(Q) =
[
r

(n)
t + γ

(n)
t max

u′
Qθ̄(st+n, u′)−Qθ(st, ut)

]2
. (2.6)

Dueling DQN. Traditional DQN approaches use a DNN architecture which

is not specific to RL. Consequently, when learning the Q-function, the entire DNN

architecture must learn to estimate the state value and the action advantage for

each action in order to learn the state-action function Qπ(s, u) of being in state

s, taking action u, and following policy π. However, in many problems where

bootstrapped Q-learning is applied, the most important objective is to learn to

estimate the value of each state rather than the effect of each action for each

state. This is especially true in environments and individual states where future

transitions are mainly influenced by factors other than the agent’s actions.

Leveraging the insight that in many states it is unnecessary to estimate the

value of each action choice, Wang et al. [2015] developed a new DNN architecture,

termed ‘dueling DQN’, which is better suited to the Q-learning task. Concretely,

the dueling architecture uses the same core DNN as standard DQN. However,

rather than following the initial encoding with a single sequence of fully connected

layers to get a Q-value for each possible action in the current state, dueling DQN

uses two separate streams of fully connected layers. One stream, parameterised

by β, estimates the state value function Vθ,β(s) (the estimated future discounted

return of the current state regardless of future actions taken), and the other

stream, parameterised by α, estimates the relative action advantage function

Aθ,α(s, u) (the relative difference in the future discounted return of each action).

The outputs of the two streams are then combined via a special aggregation

function to recover the state-action value function Q. Crucially, V (s) and

A(s, u) must be combined into Q(s, u) in such a way that they are independently

identifiable from the output Q values alone in order for backpropagation to be

able to calculate the appropriate loss and weight updates for the separate V (s)

and A(s, u) streams. As such, a simple Q(s, u) = V (s) + A(s, u) aggregation
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function to get the Q-values from the two streams does not suffice. Instead, the

authors tried two different aggregation schemes.

The first aggregation method subtracted the advantage of the maximum

advantage action from all advantages to make the argmax action’s advantage 0

and the rest < 0,

Qθ,α,β = Vθ,β(s) +
(

Aθ,α(s, u)−max
u′

Aθ,α(s, u′)
)

, (2.7)

thus enabling V (s) to be recovered at the argmax action’s Q-value.

The second aggregation method subtracted the mean advantage from all

action advantages to centre the advantage values around 0 (i.e. to have a mean

of 0),

Qθ,α,β = Vθ,β(s) +
(

Aθ,α(s, u)− 1
|A|

∑
u′

Aθ,α(s, u′)
)

. (2.8)

This makes V (s) recoverable from Q(s, u) by estimating the V (s) value

which, when subtracted from each A(s, u) value, leads to a set of A(s, u) values

which have a mean of 0. In practice, this second approach of using the mean was

found to lead to more stable learning since using a mean operation resulted in

lower variance targets between learning steps compared to when a max operation

was used.

As with standard Q-learning, the output of the dueling network is a set of

Q-values (one for each action), therefore no change to the underlying algorithm

other than a slight adjustment of the network architecture was required. By

decomposing the Q-function approximator in this way, dueling DQN is able

to attain superior policy evaluation in the presence of many similar-value ac-

tions, and the authors demonstrated their architecture achieving state-of-the-art

performance on the Atari 2600 games.

Ape-X DQN. Noting that state-of-the-art ML performance is often achieved

with more computation, more powerful models, and larger training data sets,
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Horgan et al. [2018] proposed Ape-X; a parallelisation approach to off-policy

experience replay RL. Concretely, rather than using a single actor-learner setup,

Ape-X decouples acting from learning. It distributes many actors across a set

of CPU cores each with their own instance of the environment. Each actor

retains a copy of a DNN shared across actors which it uses for action selection to

accumulate experiences in parallel with other actors. These experiences are then

communicated to a central shared replay buffer, where a single learner mounted

on a GPU uses prioritised experience replay to sample the most important

experiences for learning. Learner sampling, gradient computation, and network

updates are done asynchronously with one another on separate threads, as are

the periodic updates made to the actors’ networks with the latest shared learner

network. By using multiple actors in parallel, not only can orders of magnitude

more transition data be attained for learning, but also a broader diversity of

experiences can be collected by allocating a different exploration strategy to

each actor and thereby avoid local optima in difficult exploration and large

state-action space settings. For Nactors distributed actors, Horgan et al. [2018]

used a per-actor ϵ-greedy exploration strategy whereby each actor i had a fixed

exploration probability ϵi = ϵ
1+ i

Nactors−1 ·α where ϵ = 0.4 and α = 0.7. The

authors demonstrated their approach achieving new state-of-the-art results on

Atari in a fraction of the training time of prior works.



45

Part I

Optimising the Physical Plane





47

Chapter 3

SOA Control for Sub-Nanosecond

Optical Switching

Abstract

Novel approaches to switching ultra-fast semiconductor optical amplifiers us-

ing artificial intelligence algorithms (particle swarm optimisation, ant colony

optimisation, and a genetic algorithm) are developed and applied both in sim-

ulation and experiment. Effective off-on switching (settling) times of 542 ps

are demonstrated with just 4.8% overshoot, achieving an order of magnitude

improvement over previous attempts described in the literature and standard

dampening techniques from control theory.
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3.1 Introduction

The challenge of all-optical switching in DCNs stems from the short bursty nature

of DCN traffic and the lack of an all-optical memory alternative to traditional

storage techniques during buffering and contention resolution. The small packets

which dominate DCN traffic (90% < 576 bytes [Clark et al., 2018]) take only

O(microsecond (µs)) to transfer. Therefore, to avoid an inefficient network with

a switching time that is comparable to or greater than the forwarding time, OCS

networks must be switched at O(ns) packet timescales [Benjamin et al., 2020].

However, current state-of-the-art commercial optical switches have O(> 100µs)

switching times [Farrington et al., 2010, Hamedazimi et al., 2014, Gray et al.,

2015, Mellette et al., 2017, Webster, 2022].

A promising technology for high-speed all-optical switching is the SOA.

SOAs have high and relatively flat optical gain bandwidths and can therefore

be used for both space and wavelength switching [Assadihaghi et al., 2010].

They also have inherently fast switching times (theoretically limited only by

their 100 picosecond (ps) carrier recombination lifetimes [Connelly, 2003]), a

high extinction/optical contrast ratio, and a relatively compact design. These

characteristics make SOAs an ideal candidate for low latency-, scalability-, and

footprint-constrained DCN switching.

However, SOAs have an intrinsic optical overshoot and oscillatory response

to electronic drive currents due to exciton density variations and spontaneous

emission in the gain region [Paradisi, 2019]. This results in the key advantage of

SOA DCN switching (rapid switching times) being negated, preventing sub-ns

switching. Prior attempts to fix these faults have failed to achieve sub-ns switch

times and cannot be scaled (see Section 3.3).

In this chapter, we propose a novel and scalable approach to optimising the

SOA driving signal in an automated fashion with three AI techniques; GA, ACO,

and PSO. These algorithms were chosen on the basis that they had previously
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been applied to PID tuning in control theory [Kusuma et al., 2016]. Moreover,

AI techniques propose the benefit of not requiring prior knowledge of the SOA

and therefore provide a means of developing an optimisation method that is

generalisable to any SOA-based switch. All algorithms were shown to reduce the

settling and rise times to the O(100 ps) scale, and we experimentally demonstrate

an order of magnitude improvement over the previous switching speed world

record. The algorithms’ hyperparameters were tuned in an SOA equivalent circuit

simulation environment and their efficacy was demonstrated in an experimental

setup. AI performance was compared to that of both standard and state-of-the-

art literature approaches to optimising oscillating and overshooting systems, all

of which the AI algorithms outperformed. Of the AI algorithms, PSO was found

to have both the best performance and generalisability due to the additional

hyperparameters and search space restrictions that were required for GA and

ACO. All code and plotted data are freely available at Parsonson et al. [2020a]

and Parsonson et al. [2020b] respectively.

3.2 Background

3.2.1 Semiconductor Optical Amplifiers

SOA physics. The basic principle of an SOA’s operation is shown in Fig. 3.1. A

gain (or active) region is sandwiched between an n-type material, which has many

electrons in its conduction band, and a p-type material, which has many holes

in its valence band. A driving pump current is applied via metal electrodes to

supply excesses of electrons and holes to the n- and p-type materials respectively.

The excess holes and electrons pass into the gain region’s valence and conduction

bands respectively, forming electron-hole pairs called excitons. An optical input

signal is pumped into the gain region, stimulating electrons to recombine with

holes by stimulated emission (see Fig. 3.2). This relaxation causes a photon
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of energy equal to the gain region’s band gap to be released. This band gap is

chosen to be equal to the input optical signal’s wavelength, therefore the SOA’s

stimulated emission process increases the intensity of the optical signal, thus

creating an amplified optical output signal. Refer to Connelly [2003] for more

details on SOAs.

Figure 3.1: Schematic of an optical amplification device, such as a semiconductor
optical amplifier (SOA). An optical input signal is amplified in the gain region by
the process of stimulated emission, thereby outputting an optical signal with higher

intensity. This is an ‘all-optical’ process.

Figure 3.2: Schematic of the process of stimulated emission; the key phenomenon
behind optical amplification. An incident ‘inducing’ photon stimulates the relax-
ation and recombination of an electron and a hole, thus stimulating the emission of

a photon of energy equal to the bandgap across which the electron relaxed.

Optical switching with SOAs. SOAs have great potential as an ultra-fast

all-optical switch technology [Connelly, 2003, Assadihaghi et al., 2010]. Consider
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a simple n× n = 2× 2 switch module, as shown in Fig. 3.3. In this case, there

are n = 2 input fibres and n = 2 output fibres, therefore a switch is needed

that can switch either of the two input fibres to either of the two output fibres.

To create such a switch, n2 = 4 SOAs are needed, with n2 = 4 optic fibres

connecting n = 2 input fibres to n = 2 output fibres having one SOA each. The

light from each input fibre is split into 1
n

= 1
2 intensity beams using a decoupler

(in this case, a 50:50 decoupler). Each SOA is either ‘on’ (an electrical pump

current is applied) or ‘off’ (no electrical pump current applied). In the ‘on’ state,

there is a sufficient density of excited states in the active region for stimulated

emission to be the dominant phenomenon occurring in the SOA. The light passes

through the SOA, and the gain region amplifies the light signal by n times,

thus re-amplifying the signal to its original intensity and compensating for the

intensity loss incurred by splitting the signal upon entry to the switch. In the

‘off’ state, there are not enough excited states in the active region for stimulated

emission to dominate. As such, the SOA has a high extinction ratio (the ratio

of photons absorbed to photons emitted), and the majority of the photons are

absorbed by the process of stimulated absorption (see Fig. 3.4). The end result

is an all-optical switch that can route light to any output port from any input

port by turning on the corresponding SOA.

Advantages of SOA switching. There are three primary advantages

of using SOAs for optical switching. (1) Ultra-fast switching: In theory, the

switching speed of an SOA is limited only by the carrier recombination lifetime

(how long, on average, it takes a hole and an electron to recombine), which

is O(ps). As such, SOA switches open up the possibility of ultra-fast sub-ns

switching, thereby reducing network latency and enabling OCS architectures.

(2) Scalability: The loss in signal intensity across each line in the switch with its

corresponding SOA is constant across all lines/SOAs, and does not increase as

the number of input/output ports is increased, thus enabling significant port
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Figure 3.3: Schematic of how SOAs can be used to create an all-optical switch.
Input light signals are split up and passed along all the possible routing paths. The
SOA along the routing path corresponding to the desired output fibre that the
input signal should be routed to is switched on, and all other SOAs are switched off.
The SOA that is switched on re-amplifies the split signal by stimulated emission
and allows it through to the output port. The SOAs that are switched off absorb
the signal by stimulated absorption. All the fibres and SOAs are held in a polymer

casing.

Figure 3.4: Schematic of the process of stimulated absorption. An incident
photon passes its energy on to an electron in the valence band, exciting an electron

to the conduction band.

scalability. (3) Low power consumption: Since SOA switching is a a passive all-

optical process which generates little to no heat, therefore the amount of power

needed to cool the switches is reduced. This significantly reduces the power

consumption and running cost of the network relative to electronic switches and

other optical switching technologies.
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Challenges of SOA switching. Despite these advantages, SOAs present

two key challenges preventing their application to switching; power overshoot

and power ringing (see Fig. 3.5 for a visualisation of these phenomena). (1)

Power overshoot: An intrinsic SOA response to an injection of current is to

rapidly create excitons. The density of these excited states is initially high before

falling to a more constant level. Therefore, there is an initial ‘power overshoot’ in

the optical output power of an SOA switch; rather than a signal being a perfect

off-on step function, it will initially overshoot the ‘on’ power state. This can

lead to non-linearity problems related to the optical power in the transmission

fibre. (2) Power ringing: When the SOA is turned ‘on’ by applying a pulse

of electrical current, after the initial power overshoot, some excited carriers in

the gain region begin to relax by spontaneous emission (see Fig. 3.6). This

lowers the carrier density, therefore lowering the level of stimulated emission and

causing a reduction in SOA gain, thus reducing the power output of the SOA.

The carriers are then re-excited by the present current pulse, therefore increasing

the gain again, but with the aforementioned power overshoot. Eventually after

oscillations/ringing in the power output, the SOA gain settles on a constant

level, but this initial ringing (which occurs for a period of time known as the

settling time) leads to distortions in the signal being transmitted, and therefore

cannot be used. As a result, although the on-off time of an SOA is quick (on

the order of picoseconds), the effective on-off time (which must account for the

settling time) is much slower (on the order of nanoseconds).

In this chapter, we address these two challenges by applying AI techniques

to optimising the driving signal to the SOA such that the negative effects of

power overshoot and ringing are minimised.
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Figure 3.5: Visualisation of a typical SOA response when amplifying an optical
signal. The SOA’s optical output will overshoot the target settling point, and then

ring for some period of time before settling within ±5% of the steady state.

Figure 3.6: Schematic of the process of spontaneous emission. An electron in an
excited state spontaneously recombines with a hole, emitting a photon equal to the

energy across which the electron relaxed.

3.2.2 Evolutionary & Swarm Algorithms

Swarm and evolutionary algorithms are similar in that the methods in both

categories are inspired by natural biological phenomena, and both are composed

of a population of agents searching for near-optimal solutions. In fact, prior
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to the mid-1990s, swarm algorithms were categorised as evolutionary methods

[Bansal, 2019]. Their modern distinction is due to their differing philosophies;

swarm algorithms utilise the emergent collective behaviour of their population,

retaining the individual identity of the agents over time, whereas evolutionary

algorithms rely on the concepts of natural selection and genetics, replacing

individual identities with new generations of agents over time.

Swarm algorithms. Swarm intelligence algorithms are composed of simple

agents which cooperate in a self-organised and decentralised manner such that a

so-called ‘intelligent’ collective search strategy emerges [Bonabeau et al., 1999,

Bansal, 2019]. Each agent constitutes a possible solution to the problem being

solved. At every iteration, each solution is stochastically updated according to

the ‘fitness’ (efficacy) of both the individual solution and the collective population

of solutions following various update rules and communication strategies. Unlike

many subsequent nature-inspired swarm methods, the first swarm algorithm,

stochastic diffusion search [Bishop, 1989], was built entirely from a comprehensive

mathematical framework. Later swarm algorithms such as ACO [Dorigo, 1992]

and PSO [Kennedy et al., 1995], which today are among the most widely used

[Bansal, 2019], were inspired by the natural social phenomena exhibited by ant

colonies, flocks of birds, and schools of fish.

Evolutionary algorithms. Evolutionary computation algorithms are also

composed of simple agents but, rather than cooperating, these agents typically

compete and get replaced by new generations of agents with advantageous

characteristic updates following the ‘survival of the fittest’ principle [De Jong

et al., 1997]. Evolutionary algorithms have been around for several decades,

with the first use of evolutionary programming thought to be in by Fraser [1958].

They generally work by randomly initialising a population of possible solutions,

iteratively modifying them to generate a new set of solutions via a series of

selection, crossover and mutation operations, and stochastically discarding poor

solutions while evolving fit solutions into the next generation. The evolved
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solutions should therefore improve generation-by-generation until a near-optimal

solution is converged on.

Swarm & evolutionary algorithms for optimisation. There are several

drawbacks evolutionary and swarm algorithms. Their efficacy often heavily

depends on the hyperparameters used to control their behaviour and exploration-

exploitation trade-offs, hence computationally costly tuning is often required.

Furthermore, their fundamental reliance on stochastic behaviour creates problems

with reproducibility and guaranteed global optimum convergence. As such,

quadratic optimisation problems with linear constraints or linear programming

problems of a reasonable size are best solved by classical methods with rigorous

mathematical frameworks and good convergence properties. However, many

real-world problems are unstructured, have complex, non-differentiable and

non-convex objective functions and, at scale, have too many variables to be

solved by classical techniques. Such problems are where the use of evolutionary

and swarm intelligence algorithms can become advantageous.

3.2.3 Genetic Algorithms

GAs are a family of evolutionary algorithms. They mimic the mechanism

of Darwinian evolution. In nature, each physical property (phenotype) of a

living organism, such as eye and hair colour, is determined by a set of rules

or instructions called genes. The genes are strung together into structures

called chromosomes. As such, it is the genes within the chromosomes which

determine the decoded phenotypic traits of the organism. These core concepts

and terminologies are used by GAs. GAs are local search metaheuristics which,

in the discrete case, can find near-optimal solutions to NP-hard CO problems.

Problem formulation. Given a problem Π described by triple (S, f, Ω),

a chromosome is a candidate solution s to Π. The string of genes making up

the chromosome are the solution’s variables. Each gene is usually encoded by
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a binary (0s and 1s) string representation (for example, a variable with 256

possible values can be encoded by an 8-bit string), although for problems with

continuous variables, real-valued genes can also be used. The string of genes

(variables) making up the chromosome (solution) have a real phenotypic value

(solution output). The fitness of the resultant phenotype is determined by a

fitness (objective) function f (for example, the difference between the actual and

the target solution outputs, such as network latency vs. 0 latency). The task

is therefore to find the optimum set of gene values s∗ which result in the most

favourable performance as determined by the fitness function f(s). The fitness

function used is always problem-dependent. In nature, this function corresponds

to the organism’s ability to operate and survive in a given environment, and the

probability of selecting a given gene to pass on to future chromosomes during

reproduction is proportional to the chromosome’s fitness.

Optimisation process. As described by Kiranyaz [2014], the general pro-

cess for GA optimisation via Darwinian evolution is as follows. (1) Initialisation:

Generate a population of chromosomes whose gene strings are randomly ini-

tialised to yield a comprehensive range of possible solutions across the search

space (set of possible solutions) S. (2) Selection: For each successive generation,

first stochastically select chromosomes to use to breed into the next generation,

granting higher selection probabilities to chromosomes with greater fitness val-

ues. (3) Reproduction: Second, use genetic operators (such as ‘crossover’ and

‘mutation’) to breed children of the chosen chromosomes whose genes differ but

are similar to the original parent chromosomes. (4) Evaluation: Evaluate the

fitness of the child chromosomes and substitute them for any chromosomes in

the previous generation’s population with poorer fitness values so as to keep the

population size constant generation-to-generation. (5) Termination: If a target

fitness is achieved, if the maximum number of generations has been reached, or

if incremental fitness improvements have converged across multiple generations,

terminate the GA process. Otherwise, repeat steps 2-4.
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Algorithm 1 formulates this GA procedure for a population C of n chromo-

somes where each chromosome c occupies a phenotype state s in a search space

(set of possible solutions) S with fitness function f .

Algorithm 1 Genetic Algorithm
Require: n > 0,∀s ∈ S

Repeat (for each generation):
Select a set of parent chromosomes Cp ∈ C
Apply genetic operator(s) to reproduce a set of child chromosomes Cc

for cc in Cc do
cfitness

c = f(cc)
if cfitness

c > min(Cfitness) then
C[min(Cfitness)]← cc

end if
end for

until termination

Crossover & mutation. Given a pair of chromosomes from which to breed,

the key genetic operators in the above GA process are crossover and mutation.

Crossover is applied with probability PX , and is where the genetic information

of each chromosome is swapped about some string position L to create two new

chromosomes. For example, given two 16-bit chromosomes each made up of two

8-bit genes, [01001001 10001010] and [10100101 00001111], and given that L

has been sampled at L = 10, the crossover operator would produce the child

chromosomes [01001001 10001111] and [10100101 00001010]. Crossover allows

for accelerated search early on in the GA process and enables exploration of

sub-solution combinations for different chromosomes. However, as always with

AI techniques, there is a trade-off. Set PX too high and risk unstable fitness

values oscillating about the global optimum; set PX too low and suffer long

convergence times and stagnation at local optima. Similarly, mutation is applied

to the child chromosomes with probability PM , and is where a single randomly

chosen bit in the chromosome is flipped (0⇒ 1 or 1⇒ 0). Mutation increases

the ergodicity of GAs, compromising short-term fitness in exchange for greater

exploration and therefore improved long-term performance. As with PX , PM
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must also be carefully tuned. Too low and non-ergodic genetic drift without

sufficient exploration will occur, resulting in convergence on local optima; too

high and the volatile stochastic nature of the mutations will prevent convergence

on the global optimum.

There are many different flavours of GA which generally differ according to

the exact operator(s) and problem formulation used, but all fundamentally work

as described above. For a comprehensive overview of GAs, refer to Kiranyaz

[2014].

3.2.4 Ant Colony Optimisation

ACO is a swarm intelligence metaheuristic. It mimics the process by which

ants forage for food. In nature, ants coordinate their activities via stigmergy; a

form of indirect communication via modification of the surrounding environment

by the deposition of pheromone chemicals. The trail pheromone is a specific

type of pheromone used to mark paths on the ground, such as from a nest to

a food source. When walking along a path, an ant deposits trail pheromones.

Other ants can smell these pheromones and tend to choose, stochastically, paths

with strong pheromone concentrations. When foraging begins, there are initially

no pheromone trails, hence the path chosen by each ant is uniformly random.

However, because pheromones have an evaporation rate, the first ant to find

food and return to the nest will leave the strongest pheromone trail, thereby

marking the shortest path. This in turn will bias the stochastic path choice of

other ants, increasing the pheromone concentration on the shortest path via

an autocatalytic process until most ants converge on the optimum path, with

a few random fluctuations in path choice retaining some level of exploration.

Hence, ants have a built-in optimisation capability; by using stochastic rules

based on local information, they can collectively find the shortest path between

two points.
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These core concepts form the basis of ACO. They can be abstracted beyond

shortest path identification to a variety of discrete optimisation problems via

a mapping. ACO is a constructive metaheuristic which can be used to find

near-optimal solutions to NP-hard CO problems.

Problem formulation. Consider a CO minimisation problem Π described

by the triple (S, f, Ω). The search space constitutes a finite set of discrete compo-

nents (variable values) C = {c1, c2, ..., cm}, where m is the number of components

in the search space. Each solution s is a finite sequence s = ⟨ci, cj, ..., ch, ...⟩ over

the elements in C. To solve (S, f, Ω), artificial ants iteratively build a solution

by constructing a path on the construction graph G = (C, L) whose edges L

fully connect the nodes C. Components ci ∈ C and connections li,j ∈ L have an

associated pheromone trail τ , which is the long-term memory of the ant search

process and which is updated by the ants themselves. They also have a heuristic

value η, which captures a priori or run-time information about the problem and

which is from a source other than the ants, such as the estimated cost of adding

a new component or connection to the partial solution under construction.

Optimisation process. Each ant k uses G = (C, L) to search for the

optimal solution s∗ ∈ S for (S, f, Ω). It has a memory Mk in which to store

information about the path followed (i.e. the partial solution built) so far. When

initialised at its start node, the ant selects a node j amongst its neighbourhood

of nodes Nk to move to. This selection is made by applying a stochastic decision

rule. The decision rule is a function of the available local τ and η values

associated with each possible action, the ant’s private memory Mk storing its

current partial solution, and the problem constraints Ω which prevent invalid

selections. Once the ant has iteratively added its selected component actions cj

to Mk until ≥ 1 termination conditions ek are met, the ant re-traces its path in

reverse and updates the pheromone trail values τ at each component.

The above ACO process can be deconstructed as follows [Dorigo and Stützle,

2004]. (1) Construct solutions: Move each ant through G by applying a stochastic
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local decision process to incrementally build a solution to the optimisation

problem being solved until a termination condition is reached. (2) Update

pheromones: Update the pheromone values τ in G based on which components

were in each ant’s solution and on the evaporation rate (which forms a useful

‘forgetting’ mechanism by which rapid convergence on local optima can be

avoided). (3) Daemon actions: Implement custom centralised actions which

cannot be performed by single ants (e.g. collect global information to decide

which particular paths found by the ants were especially good and therefore

warrant additional pheromone deposits on their respective components).

Algorithm 2 formulates this ACO process for a colony K of n ants. Dorigo

and Stützle [2004] provide a more comprehensive overview of ACO.

Algorithm 2 Ant Colony Optimisation
Require: n > 0,∀s ∈ S

Repeat (for each iteration):
for k in K do

Repeat (for each step):
Stochastically choose an action j from neighbourhood Nk

Mk ←Mk, j
until termination

end for
Update τ values in G using ants’ solutions and any daemon actions

until convergence on near-optimal solution

3.2.5 Particle Swarm Optimisation

PSO is a swarm intelligence algorithm. It mimics the way in which bird flocks

and fish schools exhibit self-organised decentralised collective adaption to their

surrounding environment. PSO is a local search metaheuristic which can be

used to find near-optimal solutions to NP-hard CO problems.

Problem formulation. To solve a problem Π described by triple (S, f, Ω),

a swarm of n particles are initialised at random positions. Each particle position

represents a potential solution s ∈ S to Π and has m components (dimensions).

At iteration i, the position (solution) represented by particle j is denoted sj(i).
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The goal is for the swarm of particles to collectively navigate through the search

space S to find the optimal solution s∗ according to the fitness function f .

Optimisation process. At each sequential iteration in the PSO process,

the particle positions are updated by adding a velocity term vj(i), as in Eq. 3.1.

This velocity term is what drives the PSO process. It contains the personal

knowledge of the particle (the ‘cognitive component’, which is proportional to the

distance between sj(i) and the particle’s historic ‘personal best’ position pbestj
)

and the socially exchanged information of the particle’s neighbours (the ‘social

component’, which is proportional to the distance between sj(i) and the whole

swarm’s historic ‘global best’ position gbest). At each iteration i, the velocity

of particle j at the tth dimension in position sj(i) is updated according to Eq.

3.2, where C = {c1, c2, ..., cm}, conf1j and conf2j are the personal and social

‘confidence acceleration constants’ of particle j used to scale the contributions

of the cognitive and social components respectively, r1j and r2j are random

values in range [0, 1] sampled from a uniform distribution in order to introduce

stochastic exploration, and wj is the ‘momentum’ of particle j used to control

the exploration-exploitation inclinations of the particle.

sj(i + 1) = sj(i) + vj(i + 1) (3.1)

vjc(i+1) = wj ·vjc(i)+conf1j ·r1j(t)·
[
pbestjc

(i)− sjc(i)
]
+conf2j ·r2j(i)·[gbestc − sjc]

(3.2)

A higher conf1 encourages the particle to be more confident in itself and

explore more positions, but possibly take longer to converge on the optimum gbest.

On the other hand, a higher conf2 encourages the particle to trust the social

knowledge of its neighbours and converge faster on gbest, but be less inclined to

explore new positions. As such, conf1 and conf2 are critical in controlling the
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exploration-exploitation trade-off of PSO. It has been shown that so long as

these variables satisfy Eq. 3.3, PSO is guaranteed to converge on some solution

rather than unstably oscillate around objective function minima [Van Den Bergh

and Engelbrecht, 2001].

0 ≤ 1
2 (conf1 + conf2)− 1 < w < 1 (3.3)

In a common variant of PSO, known as dynamic PSO [Clerc, 1999], w, conf1

and conf2 can be dynamically updated at the start of each iteration according to

Eqs. 3.4, 3.5 and 3.6 respectively, thereby avoiding being either too exploitative

or too exploratory at local iterations in the PSO process. w(0) is an ‘initial

inertia weight’ constant (0 ≤ w(0) < 1), w(ni) is the ‘final inertia weight’

constant (w(0) > w(ni)), hj(i) is the relative fitness improvement of particle j

at iteration i, and confmax and confmin are the maximum and minimum values

for the acceleration constants respectively.

wj(i + 1) = w(0) +
[
(w(ni)− w(0)) ·

(
ehj(i) − 1
ehj(i) + 1

)]
(3.4)

hj(i) =
pbestj

(i)− sj(i)
pbestj

(i) + sj(i)
(3.5)

conf1,2(i) = confmin + confmax

2 + confmax − confmin

2 + e−hj(i) − 1
e−hj(i) + 1 (3.6)

f is used to evaluate a given particle position sj, and in the case of a

minimisation problem instance, can be used to update pbestj
and gbest at each

iteration according to Eqs. 3.7 and 3.8 respectively.

pbestj
(i + 1) =


pbestj

(i), if f(sj(i + 1)) ≥ f(pbestj
(i))

sj(i + 1), otherwise
(3.7)
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gbest(i + 1) =


gbest(i), if f(sj(i + 1)) ≥ f(gbest(i))

sj(i + 1), otherwise
(3.8)

Kiranyaz [2014] gives a more in-depth overview of the PSO metaheuristic.

3.3 Related Work

Various alternatives to OCS solutions have been proposed as a means to enable

all-optical DCNs. These include optical loop memory [Srivastava et al., 2009],

optical burst switching (OBS) [Chen, 2005], and OPS [Benjamin et al., 2017,

Wang et al., 2018]. However, such techniques require more complex, expensive

and unscalable architectures than provided by OCS [Benjamin, 2020]. The

drawback of OCS is the aforementioned lack of a viable ultra-fast all-optical

switch.

PISIC techniques. There have been a range of previous attempts to bring

SOA switching speeds closer to their theoretical 100 ps optimum. A previous

study looking to optimise SOA output applied a PISIC driving signal to the

SOA [Gallep and Conforti, 2002]. This PISIC signal pre-excited carriers in the

SOA’s gain region, increasing the charge carrier density and the initial rate of

stimulated emission to reduce the 10% to 90% rise time from 2 ns to 500 ps.

However, this technique only considered rise time when evaluating SOA off-on

switching times. A more accurate off-on time is given by the settling time, which

is the time taken for the signal to settle within ±5% of the ‘on’ steady state.

Before settling, bits experience a variable signal to noise ratio, which impacts

the bit error rate (BER) and makes the signal unusable until settled, therefore

the switch is effectively ‘off’ during this period.

MISIC techniques. Later attempts looked at applying a MISIC driving

signal to remedy the SOA oscillatory and overshoot behaviour [Conforti and
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Gallep, 2006, Ribeiro et al., 2009, Figueiredo et al., 2015]. As well as a pre-

impulse, the MISIC signal included a series of subsequent impulses to balance

the oscillations, reducing the rise time to 115 ps and the overshoot by 50%

[Figueiredo et al., 2015]. However, the method for generating an appropriate

pulse format was trial-and-error. Since each SOA has slightly different properties

and parasitic elements, the same MISIC format cannot be applied to different

SOAs, therefore a different format must be generated through this inefficient

manual process for each SOA, of which there will be thousands in a real DCN.

As such, MISIC is not scalable. Furthermore, the MISIC technique did not

consider the settling time, therefore the effective off-on switching time was still

several ns.

Surrounding component optimisation. More recent works used the

MISIC technique, but focused on closer integration between SOA microwave

elements to decrease rise time, instability, and non-linear behaviour [Figueiredo

et al., 2017]. Taglietti et al. [2018] adopted this principle but also applied a

Wiener filter. The filter was determined by the steady state value of the SOA

response. The mean squared error (MSE) between the output and the filter is

minimised by finding the optimal set of weight coefficients for the filter. The

work accomplished a 60% reduction in guard time, with the goal of reducing

guard time as much as possible such that the BER of the output did not exceed

a particular level. However, the study did not consider the settling time, which

is crucial for optimising the practical switching speed. Similarly, Sutili et al.

[2019] explored the optimisation of an SOA by means of both modification of the

driving signal and optimisation of the SOA’s microwave mounting. A best case

of 33% reduction in guard time was accomplished with an improved microwave

mounting architecture and a step driving signal, where various MISIC and

PISIC driving signals were also tested. This work demonstrated that significant

improvements in guard time could be derived exclusively from improvements

made to the microwave mounting of the SOA and that the improvement of
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the SOA’s output by optimisation of the driving signal did not preclude the

simultaneous improvement by optimisation of the microwave mounting. It is

therefore complementary to the results we present in this chapter, since we

do not consider microwave component optimisation, but rather only focus on

optimising the SOA drive signal.

The previous solutions discussed so far have had a design flow of first manually

coming up with a heuristic for a simplified model of an SOA, followed by

meticulous testing and tuning of the heuristic until good real world performance

is achieved. If some aspect of the problem is changed such as the SOA type used

or the desired shape of the output signal, this process must be repeated. In this

chapter we present AI as a fully automated optimisation technique for any SOA,

and experimentally demonstrate an order of magnitude improvement in switch

speed over the previous world record. A comparison of our work and that of the

literature is presented in Table 3.1.

3.4 Method

Problem formulation. Finding a near-optimal driving signal for an SOA

can be formulated using the CO framework presented in Section 2.5. Π can

be described by triple (S, f, Ω). Here, the set of candidate solutions S to Π

is the set of possible electrical signals (which are voltage vs. time functions)

available to drive the SOA with, where the constraints Ω are defined by the

equipment used (which determines signal resolution, frequency response, and

so on). Each solution s ∈ S is therefore made up of a series of m components

C = {c1, c2, ..., cm} where each component ct corresponds to a point in the

driving signal at time t. Each component can take one of 2u possible voltage

values, where u is the bit resolution of the driving signal generator. f is the

the objective function which takes the optical signal output by the SOA (an

intensity vs. time function with p points, here termed the ‘process variable’)
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Table 3.1: Comparison of SOA Optimisation Techniques. (Best in bold).

• a Though exact value not reported in Sutili et al. [2019], it is referred to as being ‘below 500 ps’.

• b Comparison of the ASM mounting against the commercial STF mounting.

• c Exact value not reported in Sutili et al. [2019] so percentage improvement is (approximately) inferred
from a graph presented in Sutili et al. [2019]. Comparison made at bias current value corresponding to
the best case performance of the best performing ASM mount + drive combination and is compared
against the STF mount + drive at the same bias and for the same drive (step was best performing in
the reported metrics).

• d Comparison is made between the best and worst cases presented in Taglietti et al. [2018].

• e Several variants of the ‘MISIC’ format were tested in Figueiredo et al. [2015] and the best is used
here for comparison.

• f Comparison made with respect to the performance of the STEP driving signal presented in Figueiredo
et al. [2015].

Method
(Technique)

Reference Rise Time, ps
(Reduction,

%)

Settling Time,
ps

(Reduction,
%)

Overshoot, %
(Reduction,

%)

Guard Time,
ps

(Reduction,
%)

PSO
(Signal

Optimisation)

This work 454 ps
(35%)

547 ps
(85%)

5%
-

-
-

ACO
(Signal

Optimisation)

This work 413 ps
(41%)

560 ps
(85%)

4.8%
-

-
-

GA
(Signal

Optimisation)

This work 340 ps
(51%)

825 ps
(78%)

10.3%
-

-
-

PISIC
(Signal

Optimisation)

This work 502 ps
(28%)

4350 ps
(-17%)

40.5%
-

-
-

MISIC1
(Signal

Optimisation)

This work 502 ps
(28%)

4020 ps
(-8%)

undershot
-

-
-

Raised Cosine
(Signal

Optimisation)

This work 921 ps
(-32%)

4690 ps
(-26%)

undershot
-

-
-

PID Control
(Signal

Optimisation)

This work 501 ps
(28%)

4020 ps
(-8%)

2.3%
-

-
-

ASM Mounting +
STEP Drive
(Microwave

Mounting
Optimisation)

Sutili et al. [2019] -
-

-
-

≈ 5% [c]

(≈ 75% [b,c])
≈ 500 ps [a]

(≈ 33% [b,c])

STEP Drive +
Wiener Filtering

(Signal
Optimisation +

Filtering)

Taglietti et al. [2018] -
-

-
-

-
-

286 ps
(60% [d])

PISIC Drive
(Signal

Optimisation)

Figueiredo et al. [2015] 115 ps
(34% [f ])

-
-

25%
(-56% [f ])

-
-

MISIC-6 Drive [e]

(Signal
Optimisation)

Figueiredo et al. [2015] 115 ps
(34% [f ])

-
-

12.5%
(22% [f ])

-
-
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when driven with the electrical signal s ∈ S (the ‘input control signal’ with

m points, here termed OP) and evaluates the driving signal’s performance by

assigning it a scalar objective function value. We define f (Eq. 3.9) as the

MSE between the PV and a target ‘set point’ (SP), where SP is an ideal optical

output with 0 rise time, settling time and overshoot. Thus, this CO problem is a

minimisation problem where the goal is to find the optimal driving signal s∗ ∈ S̃

which minimises the objective function value f(s) such that f(s∗) ≤ f(s)∀s ∈ S̃.

f(PV ) = 1
p

p∑
i=1

(PVi − SPi)2 (3.9)

Using the above CO formulation, GA, ACO and PSO can all be applied to

the CO problem of finding a near-optimal driving signal for a given SOA, as

will now be described. The hyperparameter tuning process and settings used for

each AI technique are given in Section 3.7.1.

Genetic algorithm. A chromosome represented a driving signal and a

gene represented the voltage value for a given point in the driving signal. For

a u-bit driving signal, each gene was encoded with a u-bit binary string. The

phenotype resulting from the string of genes making up the chromosome was the

corresponding SOA optical output whose fitness was evaluated by the objective

function in Eq. 3.9. At each generation, ntournsize individuals were stochastically

selected to breed into the next generation from a population of n chromosomes

using the mutation and crossover genetic operators. Mutation was implemented

using Gaussian mutation [Hinterding, 1995] where normally distributed noise

of mean µ and standard deviation σ was applied to change a gene’s value with

mutation probability PM . Crossover between two individuals in ntournsize was

applied with probability PX . Through the process of evolution, the population

of n chromosomes would eventually converge on a near-optimal driving signal s∗

for the SOA.

Ant colony optimisation. A graph G with m clusters (one cluster for
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each component) where each cluster had 2u nodes (one node for each possible

component value) was initialised. A population of n ants started at the first

cluster (point in the signal), chose a node (signal voltage value) in the cluster,

and then moved to the next cluster. In this way, each ant could travel through G

and iteratively build a driving signal solution s by choosing nodes in G. Defining

the strength of the pheromone trail using the objective function in Eq. 3.9, an

associated evaporation rate, and a probability of random path selection, the

ants could iteratively converge on a near-optimal driving signal s∗ for the SOA.

Particle swarm optimisation. A visualisation of how PSO was applied to

SOA optimisation is given in Fig. 3.7. A population of n particles were initialised

at random positions, where each position was an m-component driving signal.

Since experimental results showed spurious overshoots after the rising edge and

therefore an increase in the settling time, the PSO search space was bounded by

a PISIC-shaped ‘shell’ beyond which the particle dimensions could not assume

values. An added benefit of the shell was a reduction in the complexity of the

problem and therefore also the convergence time. The shell area was a PISIC

signal with a leading edge whose width was defined as some fraction of the ‘on’

period of the signal. The particles could then be flown through the search space,

updating pbest for each particle and gbest for the population at each ith iteration

according to Eq. 3.9 until the particles converged on a near-optimal driving

signal s∗ for the SOA.

3.5 Simulation Setup

To enable rapid hyperparameter tuning, rather than relying on laboratory

experiments, it was useful to first simulate an SOA and use this simulation

environment to tune the AI hyperparameters and to test novel ideas such as the

PISIC shell.
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Figure 3.7: Visualisation of how PSO was applied to SOA optimisation.

The shortcomings of rate equations. SOAs are typically modelled

using simple rate equations. However, as shown by Ghafouri-Shiraz [2004], the

electrical parasitics of an SOA and its surrounding packaging degrade optical

signals by broadening the output optical pulse width, reducing the peak optical
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power (thereby reducing optical contrast), and causing a slight time delay in

the emitted optical pulse. Additionally, they alter the relaxation frequency of

the SOA output oscillations. As such, modelling the electrical parasitics was

crucial to building a simulation environment in which to optimise switching. As

described by Ghafouri-Shiraz [2004], Figueiredo et al. [2011], and Tucker et al.

[1984], assuming a small circuit model, microwave equivalent circuits can be

used to more accurately simulate semiconductor diodes by accounting for these

electrical parasitics. Therefore, equivalent circuits were the chosen approach to

SOA modelling for this chapter.

Equivalent circuit modelling. The electrical parasitics were split into

two categories; the parasitics from the microwave injection current components

(the 50Ω resistor of the source, the metallic plate, and the SOA sub-mount

plate and wire parasitics) and the SOA’s intrinsic parasitics [Figueiredo et al.,

2015]. Fig. 3.8a shows the microwave injection current parasitics modelled as an

equivalent circuit, and Fig. 3.8b shows the SOA’s intrinsic parasitics, diffusion

characteristics, and gain region. These two equivalent circuits were connected to

form a single SOA model that accounted for all the electrical parasitics. Since at

low voltages (< 0.8V ) the current (I) - voltage (V ) relationship can be described

by Equation 3.10, the ideality factor η and the saturation current Is could be

calculated using the semi-logarithmic I-V curve of the SOA in Fig. 3.9. Defining

the threshold current (IT R) as the bias current needed for stimulated emission

to become more dominant than spontaneous emission, the SOA small signal

model was split into two parts; below IT R (2-50 mA) and above IT R (75-110

mA). The equivalent circuits used to model the gain region of these two parts

are shown in Fig. 3.10.

ln
(
I
)

= ln
(
Is

)
+
(

1
η

)(
qV

KbT

)
(3.10)

Simulating below and above the threshold current. For the below
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(a) (b)

Figure 3.8: Equivalent circuit diagrams of an SOA’s (a) microwave injection
current parasitics and (b) intrinsic parasitics, diffusion characteristics and gain

region.

Figure 3.9: Semi-logarithmic I-V plot for the SOA used to calculate η and Is.

(a) (b)

Figure 3.10: Equivalent circuit diagram of the SOA gain region (a) below IT R

and (b) above IT R.

IT R simulation, Equations 3.11 - 3.13 were used to calculate the space-charge

capacitance Csc, the diffusion capacitance Cd, and the Schockley diode resistance

Rd (where Vdc = applied voltage). Taking these values and extrapolating them

to higher bias currents, the SOA was modelled for above IT R. Equations 3.14

- 3.16 were used to calculate the space-charge capacitance (Csc), the diffusion

capacitance (Cd), the resistances R1, Rs1 and Rs2 which together modelled the

SOA optical output oscillation dampening due to spontaneous and stimulated
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emission, and the inductance (Ls). The SOA oscillations that arise from the

dynamic exchange of energy between photons and SOA active region carriers

were modelled by the charge-discharge effect between the capacitance Csc + Cd

and the inductance Ls. The internal and external constants for these equations

were taken from the literature values for a typical silicon laser diode [Ghafouri-

Shiraz, 2004, Figueiredo et al., 2011, Tucker et al., 1984]. All constant values

used are summarised in Tables 3.2 and 3.3.

Rd = ηKbT

qIs

1

e
qVdc

ηKbT

(3.11)

Cd = τn

Rd

(3.12)

Csc = Csc0

(
1− Vdc

VD

)− 1
2

(3.13)

R1 = Rd

1 + γτnS0
(3.14)

Rs1 = ϵRd

γτn

(3.15)

Rs2 = βΓRdτpItA

αγτnS2
0

(3.16)

Ls = Rdτp

γτnS0
(3.17)

Obtaining an input-output model. It was found that the SOA in the

experimental setup had the optimum trade-off between gain and signal noise at

a bias current of 75 mA, therefore the simulated SOA was biased at this current.

Using MATLAB’s Simulink tool, a transfer function (TF) for the SOA equivalent

circuit was obtained and simplified as shown in Eq. 3.18 with the constants
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Table 3.2: Internal parameters used to model the SOA as an equivalent circuit.

Name Symbol Value Units

Ideality factor η 1.59 −
Saturation current Is 3.48e−11 A

Threshold current IT R 70 mA

Boltzmann constant Kb 1.381e−23 JK−1

Temperature T 298.15 K

Electron charge q 1.602e−19 C

Charge carrier lifetime τn 3 ns
Zero-bias space-charge capacitance Csc0 1 pF

Built-in potential VD 1.3 V

Gain compression factor ϵ 4.5e−12 m3

Boltzmann constant Kb 1.381e−12 JK−1

Gain coefficient × group velocity γ 2.4e−12 m3s−1

Spontaneous emission factor β e−4 −
Optical confinement factor Γ 0.4 −
Photon lifetime τp 1 ps

Active region volume V 4e−16 m3

Charge × active region volume α 6.41e−25 Cm3

Active region carrier density NT R e24 m−3

SOA leakage current IF 15 mA

Table 3.3: External parameters used to model the SOA’s chip and packaging
parasitics as an equivalent circuit.

Origin Symbol Value Units

Source Ca 0.25 pF

Source La 0.34 nH

Source Ra 50 Ω
Metallic plate Cb 81 pF

Metallic plate Lb 1.38 nH

Sub-mount Cc 1.2 pF

Sub-mount Lc 2.5 nH

Sub-mount Rc 0.9 Ω
Sub-mount Cc1 30 pF
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Table 3.4: Constants used in the equivalent circuit transfer function.

a9 1.65 a4 1.37× 1052

a8 4.56× 1010 a3 2.82× 1062

a7 3.05× 1021 a2 9.20× 1071

a6 4.76× 1031 a1 1.69× 1081

a5 1.70× 1042 a0 2.40× 1090

defined in Table 3.4. This allowed for custom drive signals to be generated, sent

to the biased SOA equivalent circuit, and an optical output measured. We note

that the exponents in the TF of Table 3.4 are unusually high. To verify that

the TF accurately modelled the SOA, Section 3.7.1 shows that the theoretical

and experimental optical response frequency of the modelled and the real SOA

closely matched oneanother. One possible reason for the high exponents could be

overfitting to the complex relationships of the simulation. Another explanation

could be that the setup of the MATLAB simulation was not conducive to easy

interpretation by a TF model. However, given that the obtained TF accurately

modelled the optical response of the experimental device, the TF model’s fidelity

was deemed sufficient for the purposes of this chapter. A full investigation of

the high exponents and the TF model is left for further work.

TF = 2.01× 1085∑9
i=0 aisi

(3.18)

Analytically optimising SOAs is difficult. As illustrated by the sim-

ulation methodology outlined above, the difficulty with SOA modelling, and

subsequently also SOA switching, is that there are many variables whose values

are difficult to experimentally measure, and which vary significantly even for

same-specification SOAs due to parasitics introduced during manufacturing and

packaging. Re-measuring these constants for a new SOA would be cumbersome,

difficult, and unfruitful since broad assumptions would still need to be made.

Furthermore, scaling this bespoke-modelling to 1,000s of SOAs in a single DCN
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would be unrealistic. As such, analytical solutions to SOA switching are not

beneficial. Additionally, different driving circuit setups with different amplifiers,

bias tees, cabling, and so on influence the shape of the driving signal that arrives

at the SOA, thereby requiring more manual tuning every time the equipment

surrounding the SOA is changed. This highlights the need for the partially

‘model-free’ AI approaches proposed in this chapter, which neither make or

require any assumptions about the SOA or the surrounding driving circuit they

are optimising, resulting in their optimised driving signals being superior both

in terms of performance and scalability relative to traditional analytical and/or

manual methods. Here, we borrow the term ‘model-free’ from the field of rein-

forcement learning, meaning an algorithm that does not initially know anything

about the environment in which it must perform its optimisation [Sutton and

Barto, 2018]. In Section 3.7.1, we justify the claim that tuning AI algorithms

in a single simulation environment enables the same AI hyperparameters to be

transferred to unseen SOAs.

3.6 Laboratory Setup

The experimental setup is shown in Fig. 3.11. An INPhenix-IPSAD1513C-5113

SOA with a 3 dB bandwidth of 69 nm, a small signal gain of 20.8 dB, a 0-140 mA

bias current range, a saturation output power of 10 dBm, a response frequency

of 0.6 GHz, and a noise figure of 7.0 dB was used. An SHF 100 BP RF amplifier

was selected by calculating the amplified MSE relative to the direct signal for

different amplifiers, enabling a full dynamic range peak-to-peak voltage of 7V.

A 50Ω resistor was placed before the SOA, allowing for the maximum allowed

dynamic current range of 140 mA to be applied across the SOA.

The 70 mA optimum SOA bias current was found by measuring how MSE,

optical signal-to-noise ratio (OSNR), rise time, overshoot, and optical gain varied

with current. A 70 mA bias using a -2.5 dBm SOA input laser power produced



78 Chapter 3. SOA Control for Sub-Nanosecond Optical Switching

the lowest rise time and MSE. The SOA was therefore driven between 0 and

140 mA centred at 70 mA. The other equipment used included a Lightwave

7900b lasing system, an Agilent 8156A optical attenuator, an LDX-3200 Series

bias current source, a Tektronix 7122B AWG with 12 GSPS sampling frequency,

an Anritsu M59740A optical spectrum analyser (OSA), and an Agilent 86100C

oscilloscope (OSC) with an embedded photodiode. The RF signal going into the

SOA had a rise time of 180 ps, therefore this was the best possible rise time (and

settling time) that the SOA could have achieved. Throughout the experiments,

a wavelength of 1,545 nm was used.

Figure 3.11: Diagram of the SOA experimental setup used.
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3.7 Results & Discussion

3.7.1 Hyperparameter Tuning & Generality Testing in

Simulation

Verifying simulation fidelity. To verify that the equivalent circuit was

accurately simulating the SOA, Fig. 3.12 compares the frequency response of

the theoretical TF with the experimental SOA. The TF had a -3dB bandwidth

of 0.5 GHz (around 700 ps rise time) compared to the experimental SOA’s

0.6 GHz (around 550 ps rise time). These values were similar to one another

and consistent with both the theoretical and experimental optical responses.

The differences between the responses were due to the use of equivalent circuit

parameters from the literature which did not exactly match those of our SOA.

Figure 3.12: Frequency responses of the theoretical transfer function (TF) and
the experimental SOA (Exp).

PSO hyperparameter tuning. The simulation environment enabled the

PSO hyperparameters to be rapidly tuned by plotting the PSO learning curve

(MSE vs. number of iterations). Since the same PSO algorithm ran multiple

times may converge on different minima, each PSO version with its unique

hyperparameters was ran 10 times and the 10 corresponding learning curves

plotted on the same graph to get a ‘cost spread’ (i.e. how much the converged

solution’s MSE varied between PSO runs). A lower cost spread gave greater
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reliability that PSO had converged on the best solution that it could find rather

than getting stuck in a local minimum.

To help with convergence time and performance, some additional hyperpa-

rameters were defined:

• itermax = Maximum number of iterations that PSO could evolve through

before termination. Higher gives more time for convergence but longer

total optimisation time.

• max_v_f = Factor controlling the maximum velocity a particle could

move with at each iteration. Higher can improve convergence time but, if

too high, particles may oscillate around the optimum and never converge.

• on_s_f and off_s_f = ‘On’ and ‘off’ suppression factors used to set the

minimum and maximum driving signal amplitudes the particle positions

could take when the step signal was ‘on’ and ‘off’ respectively. Lower will

restrict the particle search space to make the problem tractable for the

algorithm, but too low will impact the generalisability of the algorithm to

any SOA.

• shell_w_f = Factor by which to multiply the ‘on’ time of the signal to get

the width of the leading edge of the PISIC shell. Higher (wider) value will

give the algorithm more freedom to rise over a longer period at the leading

edge of the signal and improve generalisability, but will also increase the

size of the search space and impact convergence.

To begin with, it was found that using dynamic PSO whereby w, c1 and c2

were adapted at the beginning of each generation led to multiple advantages.

First, the solution found by 10 dynamic particles had the same MSE as that

found by 2,560 static particles, reducing the computation time by a factor of

256. Second, the final driving signal found by adaptive PSO was significantly

less noisy since it was less prone to local minima. Third, the final MSE found
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was 63% lower. Fourth, although the relative cost spread of dynamic PSO was

72% compared to 50% due to the lower MSE, the absolute cost spread was just

8.7× 10−13 compared to 140× 10−13.

Pursuing with dynamic PSO, it was found that placing a ‘PISIC shell’ on

the search space (with shell_w_f = 0.1) beyond which the particles could not

travel led to an absolute cost spread of 6.9× 10−13 and a further 14% reduction

in the final cost (despite initial costs being higher due to the fact that PISIC

signals lead to greater overshoot and subsequently also greater oscillations). It

was also found that initialising one of the n particle positions as a step driving

signal improved the convergence time by a factor of two.

Using dynamic PSO, a PISIC shell and an embedded step, the following

hyperparameter values were found to give the best spread, final cost and conver-

gence time: itermax = 150, n = 160, max_v_f = 0.05, w(0) = 0.9, w(nt) = 0.5,

cmin = 0.1, cmax = 2.5, on_s_f = 2.0, and off_s_f = 0.2. This final tuning

resulted in a cost spread of just 1.8%. The evolution of this PSO tuning process

is summarised in Fig. 3.13, where the learning curves for the above sets of

hyperparameters have been plotted in red, orange, blue and green respectively.

The final PSO SOA output, shown in Fig. 3.13, had a rise time, settling

time and overshoot of 669 ps, 669 ps and 3.7% respectively. Fig. 3.13 also shows

the optical response to a step driving signal, showing a rise time, settling time

and overshoot of 669 ps, 4.85 ns and 31.1% respectively. Thus, the simulations

indicated that the settling time (and therefore the effective off-on switching time)

could be reduced by a factor of 7.2 and the overshoot by a factor of 8.4 compared

to a step. Although rise time remained unimproved, the laboratory results in

Section 3.7.2 show that, for a real SOA with optical drift, PSO improves all

three parameters.

ACO hyperparameter tuning. The important hyperparameters with

respect to ACO (specifically the Ant Colony System algorithm used here) were

the pheromone exponent (where higher values encourage more exploitation
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of previously found paths), the evaporation exponent (where higher values

discourage exploitation of previously found paths), the probability of an ant

travelling along a randomly selected path, and the number of ants n.

Parameters were tuned by means of running optimisation routines with one

hyperparameter varying across a range of values and the rest kept constant. For

each MSE value, the learning curve from 10 different runs were plotted against

each other. Just as with PSO, parameter values were selected to prioritise the

minimisation of cost spread to ensure that the optimisation technique could

give consistent results when used on different occasions. Firstly, it was found

that beyond 200 ants, the cost spread did not improve significantly. Similarly,

regardless of the spread, the ACO routine was typically converging after between

60 and 75 generations, so a generation cap of 100 was imposed since this was

sufficient to guarantee convergence. The values for the other parameters were

the pheromone constant α = 0.25, the evaporation constant ρ = 0.5 and the

exploration probability p = 0.1. It was also found that minimising the search

space by reducing the dynamic range of the signal to ±25% centred at 50% of the

maximum shortened convergence time without degradation of the final signal,

which had the advantage of making matrices memory sizes manageable. No

further hyperparameters, such as the PISIC shell applied with the PSO method,

were utilised, which is more desirable since fewer hyperparameters simplify the

tuning process.

As seen in Fig. 3.13, the spread of the ACO routine was reduced from 23%

to 14.9% through tuning, but was still less consistent than the 1.8% spread of

the PSO algorithm. Fig. 3.13 shows the convergence of the Ant Colony System

algorithm for various hyperparameter combinations (described in the figure’s

caption). While the spread in the early iterations of the routine is explained by

the embedding of a square signal in the PSO routine described above (since it is

extremely unlikely to randomly initialise a signal better than a square and the

ACO does not use any sort of initial signal embedding), the spread in the later
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stages is thought to be due to some practical limitations of the ACO optimisation

method. For N parameters with M values each, the ACO routine requires 2

(N2 ×M2) matrices (point-wise multiplied to make a third). A 100 point signal

with 100 possible values per point gives a matrix with 100, 000, 000 elements.

Implemented with the popular NumPy Python library, a minimum of 8 bytes

per floating point means such a matrix is on the order of gigabytes. Given the

relatively low power PC used in the experiment, restrictions on the state space

had to be imposed due to memory limitations. This meant that rather than

optimising each point on the signal (240) with the maximum resolution allowed

by the AWG (8 bit = 256 points), only 180 points (those in the HIGH state

of the initial driving step signal) were optimised with a resolution of 50 points.

This meant that the state space viewed by the ACO routine was more strongly

discretised than that viewed by a method (such as PSO) with lower memory

requirements, limiting how optimum the generated signal can be and how well

ACO could generalise to other SOAs. Nevertheless, as will be seen, ACO still

produced driving signals that improved upon previous methods. The final ACO

tuning output, shown in Fig. 3.13, had a rise time, settling time and overshoot

of 753 ps, 1.58 ns and 9.1% respectively.

GA hyperparameter tuning. GA often uses a range of different hyperpa-

rameters (e.g. tournsize for Tournament Selection; or µ, σ, and PM for Gaussian

Mutation). This results in an overall high number of hyperparameters which

might significantly impact the probability of the GA getting stuck in a local

minimum as well as the speed of convergence. The high number of hyperparam-

eters also meant that there were more values to fine-tune, which made tuning

both more complex and time consuming, thereby reducing its generalisability.

Since the high number of hyperparameters already impacted generalisability, we

refrained from restricting the search space (as done with ACO and with the PSO

PISIC shell) to try to still allow for as much generalisability as possible, but this

would have the knock-on effect of poorer convergence and a lesser settled signal.
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However, as demonstrated in Fig. 3.14, GA was still able to generalise fairly

well to 10 different SOAs.

The DEAP Python library was used to implement GA, and came with a

set of suggested default hyperparameter values. These were varied using grid

search over 61 optimisations. A limit on the number of generations was set to

500, which was found to be sufficient for convergence.

Mutation was implemented using Gaussian Mutation, which has a probability

PM of changing each of an individual’s points by applying normally distributed

noise of mean µ and standard deviation σ. Using a negative µ led to a solution

with lower values, while a positive µ did the opposite - each leading to a lower

overall performance, so µ was set to 0. Decreasing PM or σ slowed down the

process as it reduced the overall mutation speed, but increasing either one too

much led to the GA getting stuck at local minima. By performing grid search

on the hyperparameters, the optimal values were found to be 0.06 and 0.15

respectively. A population size of 60 led to the fastest initial convergence speed

(per number of fitness function evaluations), however, the higher number of 100

individuals in a population led to a better overall solution after many generations.

Additionally, both PX and PM were increased significantly from 0.6 to 0.9 and

from 0.05 to 0.3 respectively. Increasing ntournsize above 4 did not have an impact

on the convergence, whereas using the values of 2 and 3 significantly slowed

down the process. Most hyperparameters did not change by much from the

DEAP library’s default values since the initial values were almost optimal and

changing them led to a slower convergence.

Fig. 3.13 shows the 10 learning curves for the default hyper parameters (red)

and the optimised parameters (green), where the cost spread was reduced from

58.6% to 10.8%. Fig. 3.13 also shows the simulated SOA output of the tuned

GA algorithm with a rise time, settling time and overshoot of 799 ps, 2.55 ns,

and 9.0% respectively.

Generalising to Unseen SOAs. The hyperparameters of the AI algorithms
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(a) (b) (c)

(d) (e) (f)

Figure 3.13: Simulated SOA optical response to (a) PSO, (b) ACO, and (c) GA
driving signals relative to a standard step input. For reference, the target SPs used
have also been plotted. Learning curves showing how both the cost spread and the
optimum solution improved as the (d) PSO, (e) ACO, and (f) GA algorithms were
tuned, showing 10 learning curves for each set of hyperparameters. The curves
for the optimum hyperparameters have been plotted in green. For PSO in (d),
some additional information has been plotted: i) No dynamic PSO, PISIC shell, or
embedded step (red), ii) no PISIC shell or embedded step (blue), iii) no embedded
step (orange), and iv) the final PSO algorithm (green, also plotted on separate
graph (inserted)). For GA, the i) default DEAP library constants (red) and ii)
optimised (green) hyperparameter learning curves have been plotted. For ACO,
the blue curve is for a run with a larger pheromone exponent (0.5) value than the
optimum, and the red is for a larger dynamic range on the signal search space

(±50%).
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can be used to address the general problem of ‘SOA optimisation’. This is because

the hyperparameters are only for restricting the search space to reduce the size

of the problem, and restricting how much the algorithm can change its solution

between iterations; they are specific to the general SOA optimisation problem,

but not to a specific SOA. The equivalent circuit simulation environment provided

a useful test bed in which to tune the algorithm hyperparameters and allow

optimisation of any SOA (even though drive signal solutions derived from

simulations are not directly transferable to experiment).

To test the above claim that these algorithms can in theory be generalised to

any SOA, we generated 10 different TFs each modelling a different SOA. These

were generated by multiplying the coefficients in Table 3.4 by various factors

(summarised in Table 3.6 so as to be reproducible), thereby simulating SOAs

with different characteristics. The optical outputs of these different SOAs in

response to the same step driving signal are shown in Fig. 3.14. Using the

PSO and GA algorithms with the same hyperparameters, all 10 of these SOAs

were able to be optimised with no changes to the algorithms, as shown in Fig.

3.14 (where the AI electrical drive signals have been included for reference).

Due to search space restrictions, ACO could not generalise. For all 10 SOAs, a

common target set point was chosen. The set point was defined as a perfect 0

overshoot, rise time and settling time step response based on the steady states

of the initial step response of one of the simulated SOA’s. However, the target

can be arbitrarily defined by the user if a different optical response is required,

demonstrating the flexibility of the AI algorithms to optimise optical outputs

with respect to specific problem requirements. Relative to this target set point,

the performances are summarised in Table 3.5. Signals that did not settle have

been marked as ‘-’ and excluded from performance summary metrics. PSO

had the greatest generalisability to optimising the settling times of different

SOAs. Researchers in our field should therefore be able to black box our PSO AI

approach and optimise their SOAs even though they will have different equivalent
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Table 3.5: Performance summary for the techniques applied to the 10 different
simulated SOAs, given in the format min | max | mean | standard deviation (best

in bold).

• Signals marked ‘-’ never settled.

Technique Rise Time (ps) Settling Time (ns) Overshoot (%)
Step 502, 753, 653, 86.4 3.1, -, 5.8, 3.0 16.5, 70.4, 39.2, 14.1
PSO 669, 837, 703, 58.5 0.67, 1.3, 0.87, 0.20 2.51, 6.01, 4.46, 1.22
ACO 502, 753, 644, 79.4 1.6, -, 2.6, 0.82 11.1, 70.4, 32.6, 17.0
GA 760, 930, 793, 58.5 1.0, 1.5, 1.3, 1.5 4.31, 9.36, 7.04, 1.54

circuit components from the specific device(s) optimised in this chapter.

(a)

(b) (c)

(d) (e)

(f) (g)

Figure 3.14: Simulated SOA optical responses of 10 different SOAs (each with
a different transfer function) to (a) step, (c) PSO, (e) ACO, and (g) GA, and
the corresponding driving signals for (b) PSO, (d) ACO, and (f) GA. All AI
optimisations were done with the same hyperparameters and a common target SP.
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Table 3.6: Factor(s) used on the EC transfer function coefficients to simulate
different SOAs (factor = 1 unless stated otherwise).

TF Component: Numerator a0 a1 a2
Factor(s): 1.0, 1.2, 1.4 0.8 0.7, 0.8, 1.2 1.05, 1.1, 1.2

3.7.2 Optimising an SOA in the Laboratory

Figure 3.15: Experimental SOA responses to the step, PISIC, MISIC1, raised
cosine and PID driving signals.

In this section the experimental results for the SOA responses to step,

PISIC, MISIC, raised cosine, PID and AI driving signals have been compared.

The objective was to reduce the off-on switching time and power oscillations

(measured by the settling time and overshoot metrics).

Step. A step driving signal was the simplest format used to drive the SOA.

Fig. 3.15 (which has been normalised with respect to the steady state value as

done by Figueiredo et al. [2015] for easy comparison) shows the SOA optical

response to a step driving signal, resulting in a rise time, settling time and

overshoot of 697 ps, 3.72 ns and 0.0% (since it undershot the steady state)

respectively.

PISIC. The PISIC format proposed by Gallep and Conforti [2002] was

applied to the SOA with 2.95V step + 4.05V impulse, and the response is shown

in Fig. 3.15 with a rise time, settling time and overshoot of 502 ps, 4.35 ns

and 40.5% respectively. The form of the PISIC pulse used was optimised for

the SOA in use, where different step-impulse voltage combinations (as done by
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Figueiredo et al. [2015]) were tested, as well as varying widths of the pre-impulse

section of the PISIC signal as a percentage of the total signal length centered at

the percentage used by Figueiredo et al. [2015]. It was found that a 500ps pulse

width gave the best results.

MISIC. The MISIC 1-6 bit-sequences proposed by Figueiredo et al. [2015]

were applied with 2.95V step + 4.05V impulse, where the same step-impulse

voltage combinations were tested as for PISIC. The format with the best per-

formance was MISIC1, whose response is shown in Fig. 3.15 with a rise time,

settling time and overshoot of 502 ps, 4.02 ns and 0.0% (undershot) respectively.

Raised cosine. A popular approach to optimising oscillating systems in

control theory is the raised cosine approach, whereby the rising step for a signal of

period T is adapted to a rising cosine defined by the frequency-domain piecewise

function in (3.19). As β increases (0 ≤ β ≤ 1), the rate of signal rise decreases.

The best performing raised cosine was β = 0.5, whose response is shown in Fig.

3.15 and whose rise time, settling time and overshoot were 921 ps, 4.69 ns and

0.0% (undershot) respectively.

H(f) =



1, if f ≤ 1−β
2T

1
2

[
1 + cos

(
πT
β

[
f − 1−β

2T

])]
, if 1−β

2T < f ≤ 1+β
2T

0, otherwise

(3.19)

PID control. Another popular approach in control theory is the PID con-

troller. The optical response of the PID control signal is shown in Fig. 3.15, with

a rise time, settling time and overshoot of 501 ps, 4.02 ns and 2.3% respectively.

In order to quickly obtain values for the 3 PID parameters, Kc, Ki and Kd, a

First Order Plus Dead Time (FOPDT) model was applied to the SOA, where

the key parameters for this model (Kp, τp and θp) can be measured directly from

the step response of the device. The PID tuning parameter, τc, which is inversely

proportional to the magnitude of the response to offset, was tested with values

between that of an ‘aggressive’ tuning regime (τc ≈ 0.1) and a ‘conservative’ one
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(a) (b) (c)

Figure 3.16: Experimental results showing the optimised SOA optical outputs
for (a) PSO, (b) ACO, and (c) GA.

(a) (b) (c)

Figure 3.17: Experimental results showing the optimised SOA electrical driving
signal inputs for (a) PSO, (b) ACO, and (c) GA.

(τc ≈ 10.0). The results shown in Fig. 3.15 are with τc = 5.0 which was found

to be the best performing value.

PSO. The PSO algorithm used in the simulation environment was applied

to the real SOA. The SP and the PSO response are shown in Fig. 3.16, with a

rise time, settling time and overshoot of 454 ps, 547 ps and 5.0% respectively.

ACO. An ACO run with 200 ants accomplished a rise time, settling time

and overshoot of 413 ps, 560 ps and 4.8% respectively, performing similarly well

to the PSO algorithm. The ACO result is shown in Fig. 3.16

GA. Similarly, the GA result shown in Fig. 3.16 had a rise time, settling

time, and overshoot of 340 ps, 825 ps, and 10.3% respectively. The rise times

of the AI algorithms were an order of magnitude improvement on the step’s,

and the settling times (and therefore the effective off-on switching time) were

several factors faster than the previous MISIC1 optimum from the literature,

bringing SOA switching times truly down to the hundred ps scale. A scatter

plot comparing these data is shown in Fig. 3.18.

Switching comparison of AI methods. By comparison, PSO had the
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lowest settling time and therefore the lowest overall switch time. We hypothesise

that this was due to the fact that PSO, being less memory-hungry than ACO

and having superior convergence properties compared to GA as a result of

having fewer hyperparameters to fine-tune and a smaller search space with the

PISIC shell, was able to be given a better search space-hyperparameter tuning

trade-off, and therefore was able to find a more optimum driving signal. This

larger search space also enabled PSO to explore a wider variety of drive signal

solutions without needing a large number of hyperparameters tuned (which adds

complexity), allowing PSO to generalise to a more diverse set of SOAs than

either ACO or GA were able to. Therefore, although in theory all AI algorithms

used were powerful and generalisable, due to the number of hyperparameters

and search space restrictions that were required in practice, PSO had both the

best performance and generalisability, although GA came close to matching

PSO.

Figure 3.18: Scatter plot comparing the experimental rise times, settling times
and overshoots of all the driving signals tested. The outlined target region highlights

the performance required for truly sub-nanosecond optical switching.

Switching comparison of all methods. Table 3.1 shows results (both

absolute and relative improvement for cross comparison) of the rise time, settling

time, overshoot and guard time for all methods implemented in this work, as

well as a variety from the literature. The rows associated with Figueiredo et al.

[2015] are the results for the optimised PISIC and MISIC-6 signals defined and

implemented in this work.
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Optimised drive signal analysis. Finally, Fig. 3.17 shows the electrical

drive signals found by each algorithm. Whilst we stress that the main focus of

this chapter is the method rather than the specific drive signal, the drive signal

is important for real-World implementation and general understanding of the

search space restrictions used. As Fig. 3.17 shows, the derived driving signals

are noisy despite a smooth resultant optical output. This is likely because the

AWG (arbitrary waveform generator using an 8-bit digital to analogue converter)

drive signal frequency was 6 GHz offering 12 GSa/s whereas the SOA used had a

-3dB frequency response of 0.6 GHz, therefore we over-sampled the drive signal

by approximately 10×. In a real DCN scenario, to implement our algorithms’

driving signals in practice, we would likely use an FPGA or ASIC with an

embedded on-chip DAC for multilevel signal generation, and there are already

existing FPGAs (a.k.a. RF System on Chip (RFSoC)) that support multiple

DACs at 6 GSa/s. Therefore in practice the search space would be lower (fewer

dimensions/number of points to optimise) than assumed in this chapter, and

we would expect this to improve the AI convergence characteristics. Further

experiments using fewer points in the drive signal/a slower AWG are necessary

to see what the true effects are on the AI algorithms. This is beyond the scope

of this chapter, and we intend to further investigate it in our future work.

Signal noise analysis. Within the context of a DCN implementation of the

presented methods, some considerations were made with respect to the effect

that the algorithms have on the signal to noise ratio (SNR). Namely, it should

be considered if the oscillations caused by the algorithms (all of which are of

the order of 5%) have a negative effect on the SNR of the ‘on’ period of the

output, particularly in comparison to the output of a step driving signal, where

the ‘on’ period considered is defined as starting when the signal enters the ±5%

(with respect to the steady state) region for a 20 ns pulse length. Following from

the model of amplifier noise given by Agrawal [2002] and accounting for Shot

noise, intrinsic amplifier noise (the noise figure of the SOA) and the additional
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noise due to the fluctuations in the output, we consider the penalty on the noise

figure (as defined by Agrawal [2002]) due to the deviations of the output from

its steady state value throughout the duration of its ‘on’ period. Assuming

(based on intrinsic and Shot noise contributions) a base noise figure (i.e. if the

driving method caused no deviations at all) of 7.1dB, the measured noise figure

penalties for ACO, PSO, GA and step were 1.05 dB, 0.65 dB, 1.12 dB and 0.53

dB with SNR values of 28.52 dB, 28.90 dB, 28.54 dB and 29.06 dB respectively,

showing that the additional noise figure penalty due to the AI methods ranges

between 0.08 dB (PSO) and 0.59 dB (GA) compared to a step in the case of the

best performing algorithm (PSO).

3.8 Conclusions, Limitations, & Further Work

In this chapter, simulation and experimental results of SOA off-on switching

were presented for various driving signal formats. The chapter outlined a novel

approach to SOA driving signal generation with AI algorithms which made no

assumptions about the SOA and therefore were general, required no historic

data collection, and could be scaled to any SOA-based switch, opening up

the possibility of rapid all-optical switching in real data centres. World-record

settling times (and therefore effective off-on times) of 547 ps were achieved using

PSO, offering an order of magnitude performance improvement with respect

to settling time over our implementation of the PISIC and MISIC techniques

from the literature and thereby establishing a new state-of-the-art. Additionally,

the standard PID control and raised cosine techniques from control theory were

shown to be inadequate for the problem of ultra-fast SOA switching. Although

ACO and GA demonstrated slightly faster rise times than PSO, PSO had a

faster settling time and also a significantly lower 1.8% cost spread, giving greater

reliability that any given PSO run had found the optimum solution. Furthermore,

due to the fewer restrictions placed on the search space and the lower number
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of fine-tuned hyperparameters compared to ACO and GA, PSO was found to

be more easy to generalise to unseen SOAs.

While this is good progress, there is much further work needed to make this

technology viable for production DCNs.

Robustness to external noise. In DCN systems operating over long peri-

ods of time, environmental factors external to the SOA such as the temperature

and the driving current may fluctuate. An interesting area of further work would

be to test the optimised driving signal’s robustness to these external fluctuations.

To mitigate their impact, new methods could be developed which stochastically

sample different temperatures and bias currents during the optimisation process

to see whether the AI algorithms can account for these varying inputs in their

final optimised driving signal. Alternatively, a lookup table could be created

mapping external conditions such as temperature and bias current to the corre-

sponding optimal driving signal found by the AI algorithm under those specific

conditions.

Lower resolution drive signal. As previously discussed, the frequency of

the signal driving the SOA was 6 GHz whereas the SOA’s frequency response

was around 0.6 GHz, leading to 10× unnecessary oversampling. Future works

might therefore consider reducing the sampling rate of the drive signal to (1)

reduce the optimisation search space and thus improve AI convergence, and (2)

reduce the complexity of the hardware needed to drive the SOAs in a production

environment. On this latter point, it might be useful to develop approaches which

undersample the SOA drive signal to enable the use of cheap and low-complexity

hardware such as FPGAs and specialised ASICs.

Real data transmission. Although Gerard et al. [2021] took the work

developed in this chapter and built an end-to-end tuneable light source, the

system has not yet been used to transmit real data from source to destination.

This would be a necessary step to measure the true BER and usefulness of an

OCS communication network using the SOA switching method proposed here.
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Cascaded SOAs. In this chapter we considered the simple setting of either

blocking or amplifying a single light source with a single SOA. Gerard et al.

[2021] extended this to a setting with two SOAs, however in practice a single

switch device might contain many SOAs which might be cascaded in order to

facilitate more complex network routing. Interesting research questions include

whether or not the same optimised signal could be applied to each SOA in a

cascade, or if the optimisation algorithm could collectively optimise the whole

cascade simultaneously and how this might make the optimisation problem more

difficult with a larger search space with more complex inter-SOA dependencies.
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Part II

Optimising the Orchestration

Plane
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Chapter 4

Solving NP-Hard Discrete

Optimisation Problems

Abstract

Combinatorial optimisation problems framed as mixed integer linear programmes

(MILPs) are ubiquitous across a range of real-world applications. The canonical

branch-and-bound algorithm seeks to exactly solve MILPs by constructing a

search tree of increasingly constrained sub-problems. In practice, its solving time

performance is dependent on heuristics, such as the choice of the next variable

to constrain (‘branching’). Recently, machine learning (ML) has emerged as a

promising paradigm for branching. However, prior works have struggled to apply

reinforcement learning (RL), citing sparse rewards, difficult exploration, and

partial observability as significant challenges. Instead, leading ML methodologies

resort to approximating high quality handcrafted heuristics with imitation

learning (IL), which precludes the discovery of novel policies and requires

expensive data labelling. This chapter proposes retro branching; a simple yet

effective approach to RL for branching. By retrospectively deconstructing the

search tree into multiple paths each contained within a sub-tree, we enable

the agent to learn from shorter trajectories with more predictable next states.

In experiments on four combinatorial tasks, our approach enables learning-to-

branch without any expert guidance or pre-training. We outperform the current
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state-of-the-art RL branching algorithm by 3-5× and come within 20% of the

best IL method’s performance on MILPs with 500 constraints and 1000 variables,

with ablations verifying that our retrospectively constructed trajectories are

essential to achieving these results.
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Barrett, ‘Reinforcement Learning for Branch-and-Bound Optimisation
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– Baseline comparison experiments, abstract/introduction/related work/back-
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4.1 Introduction

A plethora of real-world problems fall under the broad category of CO (vehicle

routing and scheduling [Korte and Vygen, 2012]; protein folding [Perdomo-Ortiz

et al., 2012]; fundamental science [Barahona, 1982]). Many CO problems can be

formulated as MILPs whose task is to assign discrete values to a set of decision

variables, subject to a mix of linear and integrality constraints, such that some

objective function is maximised or minimised. The most popular method for

finding exact solutions to MILPs is B&B [Land and Doig, 1960]; a collection of

heuristics which increasingly tighten the bounds in which an optimal solution can

reside (see Section 4.2). Among the most important of these heuristics is variable

selection or branching (which variable to use to partition the chosen node’s

search space), which is key to determining B&B solve efficiency [Achterberg and

Wunderling, 2013].

Figure 4.1: The proposed retro branching approach used during training. Each
node is labelled with: Top: The unique ID assigned when it was added to the tree,
and (where applicable); bottom: The step number (preceded by a ‘#’) at which it
was visited by the brancher in the original MDP. The MILP is first solved with the
brancher and the B&B tree stored as usual (forming the ‘original episode’). Then,
ignoring any nodes never visited by the agent, the nodes are added to trajectories
using some ‘construction heuristic’ (see Sections 4.4 and 4.6) until each eligible
node has been added to one, and only one, trajectory. Crucially, the order of the
sequential states within a given trajectory may differ from the state visitation order
of the original episode, but all states within the trajectory will be within the same

sub-tree. These trajectories are then used for training.

State-of-the-art (SOTA) learning-to-branch approaches typically use the IL

paradigm to predict the action of a high quality but computationally expensive
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human-designed branching expert [Gasse et al., 2019]. Since branching can be

formulated as a MDP [He et al., 2014], RL seems a natural approach. The

long-term motivations of RL include the promise of learning novel policies from

scratch without the need for expensive expert data, the potential to exceed

expert performance without human design, and the capability to maximise the

performance of a policy parameterised by an expressivity-constrained DNN.

However, branching has thus far proved largely intractable for RL for reasons

we summarise into three key challenges. (1) Long episodes: Whilst even random

branching policies are theoretically guaranteed to eventually find the optimal

solution, poor decisions can result in episodes of tens of thousands of steps for

the 500 constraint 1000 variable MILPs considered by Gasse et al. 2019. This

raises the familiar RL challenges of reward sparsity [Trott et al., 2019], credit

assignment [Harutyunyan et al., 2019], and high variance returns [Mao et al.,

2019b]. (2) Large state-action spaces: Each branching step might have hundreds

or thousands of potential branching candidates with a huge number of unique

possible sub-MILP states. Efficient exploration to discover improved trajectories

in such large state-action spaces is a well-known difficulty for RL [Agostinelli

et al., 2019b, Ecoffet et al., 2021]. (3) Partial observability: When a branching

decision is made, the next state given to the brancher is determined by the next

sub-MILP visited by the node selection policy. Jumping around the B&B tree

without the brancher’s control whilst having only partial observability of the full

tree makes the future states seen by the agent difficult to predict. Etheve et al.

2020 therefore postulated the benefit of keeping the MDP within a sub-tree to

improve observability and introduced the SOTA FMSTS RL branching algorithm.

However, in order to achieve this, FMSTS had to use a DFS node selection

policy which, as we demonstrate in Section 4.6, is highly sub-optimal and limits

scalability.

In this chapter, we present retro branching; a simple yet effective method to

overcome the above challenges and learn to branch via reinforcement. We follow
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the intuition of Etheve et al. [2020] that constraining each sequential MDP state

to be within the same sub-tree will lead to improved observability. However,

we posit that a branching policy taking the ‘best’ actions with respect to only

the sub-tree in focus can still provide strong overall performance regardless of

the node selection policy used. This is aligned with the observation that leading

heuristics such as SB and PB also do not explicitly account for the node selection

policy or predict how the global bound may change as a result of activity in

other sub-trees. Assuming the validity of this hypothesis, we can discard the

DFS node selection requirement of FMSTS whilst retaining the condition that

sequential states seen during training must be within the same sub-tree.

Concretely, our retro branching approach (shown in Fig. 4.1 and elaborated

on in Section 4.4) is to, during training, take the search tree after the B&B

instance has been solved and retrospectively select each subsequent state (node)

to construct multiple trajectories. Each trajectory consists of sequential nodes

within a single sub-tree, allowing the brancher to learn from shorter trajectories

with lower return variance and more predictable future states. This approach

directly addresses challenges (1) and (3) and, whilst the state-action space is

still large, the shorter trajectories implicitly define more immediate auxiliary

objectives relative to the tree. This reduces the difficulty of exploration since

shorter trajectory returns will have a higher probability of being improved upon

via stochastic action sampling than when a single long MDP is considered,

thereby addressing (2). Furthermore, retro branching relieves the FMSTS

requirement that the agent must be trained in a DFS node selection setting,

enabling more sophisticated strategies to be used which are better suited for

solving larger, more complex MILPs.

We evaluate our approach on MILPs with up to 500 constraints and 1000

variables, achieving a 3-5× improvement over FMSTS and coming within ≈ 20%

of the performance of the SOTA IL agent of Gasse et al. [2019]. Furthermore,

we demonstrate that, for small instances, retro branching can uncover policies
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superior to IL; a key motivation of using RL. Our results open the door to

the discovery of new branching policies which can scale without the need for

labelled data and which could, in principle, exceed the performance of SOTA

handcrafted branching heuristics.

4.2 Background

4.2.1 Mixed Integer Linear Programming

An MILP is an optimisation task where values must be assigned to a set of n

decision variables subject to a set of m linear constraints such that some linear

objective function is minimised. MILPs can be written in the standard form

arg min
x

{
c⊤x|Ax ≤ b, l ≤ x ≤ u, x ∈ Zp × Rn−p

}
, (4.1)

where c ∈ Rn is a vector of the objective function’s coefficients for each

decision variable in x such that c⊤x is the objective value, A ∈ Rm×n is a matrix

of the m constraints’ coefficients (rows) applied to n variables (columns), b ∈ Rm

is the vector of variable constraint right-hand side bound values which must

be adhered to, and l, u ∈ Rn are the respective lower and upper variable value

bounds. MILPs are hard to solve owing to their integrality constraint(s) whereby

p ≤ n decision variables must be an integer. If these integrality constraints

are relaxed, the MILP becomes a linear programme (LP), which can be solved

efficiently using algorithms such as simplex [Nelder and Mead, 1965]. The most

popular approach for solving MILPs exactly is B&B.

4.2.2 Branch-and-Bound

B&B is an algorithm composed of multiple heuristics for solving MILPs. It uses

a search tree where nodes are MILPs and edges are partition conditions (added

constraints) between them. Using a divide and conquer strategy, the MILP
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is iteratively partitioned into sub-MILPs with smaller solution spaces until an

optimal solution (or, if terminated early, a solution with a worst-case optimality

gap guarantee) is found. The task of B&B is to evolve the search tree until the

provably optimal node is found.

Concretely, as summarised in Fig. 4.2, at each step in the algorithm, B&B:

(1) Selects an open (unfathomed leaf) node in the tree whose sub-tree seems

promising to evolve; (2) selects (‘branches on’) a variable to tighten the bounds on

the sub-MILP’s solution space by adding constraints either side of the variable’s

LP solution value, generating two child nodes (sub-MILPs) beneath the focus

node; (3) for each child, i) solve the relaxed LP (the dual problem) to get the

dual bound (a bound on the best possible objective value in the node’s sub-tree)

and, where appropriate, ii) solve the primal problem and find a feasible (but not

necessarily optimal) solution satisfying the node’s constraints, thus giving the

primal bound (the worst-case feasible objective value in the sub-tree); and (4)

fathom any children (i.e. consider the sub-tree rooted at the child ‘fully known’

and therefore excluded from any further exploration) whose relaxed LP solution

is integer-feasible, is worse than the incumbent (the globally best feasible node

found so far), or which cannot meet the non-integrality constraints of the MILP.

This process is repeated until the primal-dual gap (global primal-dual bound

difference) is 0, at which point a provably optimal solution to the original MILP

will have been found.

Note that the heuristics (i.e. primal, branching, and node selection) at each

stage jointly determine the performance of B&B. More advanced procedures

such as cutting planes [Mitchell, 2009] and column generation [Barnhart et al.,

1998] are available for enhancement, but are beyond the scope of this work.

Note also that solvers such as SCIP 2022 only store ‘visitable’ nodes in memory,

therefore in practice fathoming occurs at a feasible node where a branching

decision led to the node’s two children being outside the established optimality

bounds, being infeasible, or having an integer-feasible dual solution, thereby
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closing the said node’s sub-tree.

4.3 Related Work

Classical branching heuristics. PB [Benichou et al., 1971] and strong

branching (SB) [Applegate et al., 1995, 2007] are two canonical branching

algorithms. PB selects variables based on their historic branching success

according to metrics such as bound improvement. Although the per-step decisions

of PB are computationally fast, it must initialise the variable pseudocosts in some

way which, if done poorly, can be particularly damaging to overall performance

since early B&B decisions tend to be the most influential. SB, on the other

hand, conducts a one-step lookahead for all branching candidates by computing

their potential local dual bound gains before selecting the most favourable

variable, and thus is able to make high quality decisions during the critical early

stages of the search tree’s evolution. Despite its simplicity, SB is still today the

best known policy for minimising the overall number of B&B nodes needed to

solve the problem instance (a popular B&B quality indicator). However, its

computational cost renders SB infeasible in practice.

Learning-to-branch. Recent advances in deep learning have led ML re-

searchers to contribute to exact CO (surveys provided by Lodi and Zarpellon

2017, Bengio et al. 2021, and Cappart et al. 2021). Khalil et al. 2016 pioneered

the community’s interest by using IL to train a support vector machine (SVM)

to imitate the variable rankings of SB after the first 500 B&B node visits and

thereafter use the SVM. Alvarez et al. 2017 similarly imitated SB, but learned

to predict the SB scores directly using Extremely Randomized Trees [Geurts

et al., 2006]. These approaches performed promisingly, but their per-instance

training and use of SB at test time limited their scalability.

These issues were overcome by Gasse et al. 2019, who took as input a bipartite

graph representation capturing the current B&B node state and predicted the
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Figure 4.2: Typical 4-stage procedure iteratively repeated by B&B to solve
an MILP. Each node represents an MILP derived from the original MILP being
solved, and each edge represents the constraint added to derive a new child node
(sub-MILP) from a given parent. Each node is labelled with the decision variable
values of the solved LP relaxation on the right hand side, the corresponding dual
bound in the centre, and the established primal bound beneath. Each edge is
labelled with the introduced constraint to generate the child node. Green dotted
outlines are used to indicate which node and variable were selected in stages (1)
and (2) to lead to stages (3) and (4). The global primal (P ) and dual (D) bounds
are increasingly constrained by repeating stages 1-4 until P and D are equal, at
which point a provably optimal solution will have been found. Note that for clarity
we only show the detailed information needed at each stage, but that this does not

indicate any change to the state of the tree.

corresponding action chosen by SB using a graph convolutional network (GCN).

This alleviated the reliance on extensive feature engineering, avoided the use

of SB at inference time, and demonstrated generalisation to larger instances

than seen in training. Works since have sought to extend this method by

introducing new observation features to generalise across heterogeneous CO

instances [Zarpellon et al., 2021] and designing SB-on-a-GPU expert labelling

methods for scalability [Nair et al., 2021].

Etheve et al. 2020 proposed FMSTS which, to the best of our knowledge, is

the only published work to apply RL to branching and is therefore the SOTA

RL branching algorithm. By using a DFS node selection strategy, they used

the DQN approach [Mnih et al., 2013] to approximate the Q-function of the

B&B sub-tree size rooted at the current node; a local Q-function which, in

their setting, was equivalent to the number of global tree nodes. Although

FMSTS alleviated issues with credit assignment and partial observability, it

relied on using the DFS node selection policy (which can be far from optimal),

was fundamentally limited by exponential sub-tree sizes produced by larger
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instances, and its associated models and data sets were not open-accessed.

4.4 Retro Branching Methodology

We now describe our retro branching approach for learning-to-branch with RL.

States. At each time step t the B&B solver state is comprised of the search

tree with past branching decisions, per-node LP solutions, the global incumbent,

the currently focused leaf node, and any other solver statistics which might be

tracked. To convert this information into a suitable input for the branching

agent, we represent the MILP of the focus node chosen by the node selector as

a bipartite graph. Concretely, the n variables and m constraints are connected

by edges denoting which variables each constraint applies to. This formulation

closely follows the approach of Gasse et al. 2019, with a full list of input features

at each node detailed in Appendix A.5.

Actions. Given the MILP state st of the current focus node, the branching

agent uses a policy π(ut|st) to select a variable ut from among the p branching

candidates.

Original full episode transitions. In the original full B&B episode, the

next node visited is chosen by the node selection policy from amongst any of

the open nodes in the tree. This is done independently of the brancher, which

observes state information related only to the current focus node and the status

of the global bounds. As such, the transitions of the ‘full episode’ are partially

observable to the brancher, and it will therefore have the challenging task of

needing to aggregate over unobservable states in external sub-trees to predict

the long-term values of states and actions.

Retrospectively constructed trajectory transitions (retro branch-

ing). To address the partial observability of the full episode, we retrospectively

construct multiple trajectories where all sequential states in a given trajectory

are within the same sub-tree, and where the trajectory’s terminal state is chosen
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from amongst the as yet unchosen fathomed sub-tree leaves. A visualisation of

our approach is shown in Fig. 4.1. Concretely, during training, we first solve

the instance as usual with the RL brancher and any node selection heuristic

to form the ‘original episode’. When the instance is solved, rather than simply

adding the originally observed MDP’s transitions to the DQN replay buffer, we

retrospectively construct multiple trajectory paths through the search tree. This

construction process is done by starting at the highest level node not yet added

to a trajectory, selecting an as yet unselected fathomed leaf in the sub-tree

rooted at said node using some ‘construction heuristic’ (see Section 4.6), and

using this root-leaf pair as a source-destination with which to construct a path

(a ‘retrospective trajectory’). This process is iteratively repeated until each

eligible node in the original search tree has been added to one, and only one,

retrospective trajectory. The transitions of each trajectory are then added to

the experience replay buffer for learning. Note that retrospective trajectories are

only used during training, therefore retro branching agents have no additional

inference-time overhead.

Crucially, retro branching determines the sequence of states in each trajectory

(i.e. the transition function of the MDP) such that the next state(s) observed

in a given trajectory will always be within the same sub-tree (see Fig. 4.1)

regardless of the node selection policy used in the original B&B episode. Our

reasoning behind this idea is that the state(s) beneath the current focus node

within its sub-tree will have characteristics (bounds, introduced constraints, etc.)

which are strongly related with those of the current node, making them more

observable than were the next states to be chosen from elsewhere in the search

tree, as can occur in the ‘original B&B’ episode. Moreover, by correlating the

agent’s maximum trajectory length with the depth of the tree rather than the

total number of nodes, reconstructed trajectories have orders of magnitude fewer

steps and lower return variance than the original full episode, making learning

tractable on large MILPs. Furthermore, because the sequential nodes visited
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are chosen retrospectively in each trajectory, unlike with FMSTS, any node

selection policy can be used during training. As we show in Section 4.6, this is a

significant help when solving large and complex MILPs.

Rewards. As demonstrated in Section 4.6, the use of reconstructed trajec-

tories enables a simple distance-to-goal reward function to be used; a r = −1

punishment is issued to the agent at each step except when the agent’s action

fathomed the sub-tree, where the agent receives r = 0. This reward was chosen

because it provides an incentive for the the branching agent to reach the terminal

state as quickly as possible. This auxiliary objective is desirable because, when

aggregated over all trajectories in a given sub-tree, it corresponds to fathoming

the whole sub-tree (and, by extension, solving the MILP) in as few steps as

possible. This is because the only nodes which are stored by SCIP 2022 and

which the brancher will be presented with will be feasible nodes which potentially

contain the optimal solution beneath them. As such, any action chosen by the

brancher which provably shows either the optimal solution to not be beneath

the current node or which finds an integer feasible dual solution (i.e. an action

which fathoms the sub-tree beneath the node) will be beneficial, because it will

prevent SCIP from being able to further needlessly explore the node’s sub-tree.

A note on partial observability. In the above retrospective formulation of

the branching MDP, the primal, branching, and node selection heuristics active

in other sub-trees will still influence the future states and fathoming conditions

of a given retrospective trajectory. We posit that there are two extremes; DFS

node selection where future states are fully observable to the brancher, and

non-DFS node selection where they are heavily obscured. As shown in Section

4.6, our retrospective node selection setting strikes a balance between these two

extremes, attaining sufficient observability to facilitate learning while enabling

the benefits of short, low variance trajectories with sophisticated node selection

strategies which make handling larger MILPs tractable.
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Figure 4.3: Performances of the branching agents on the 500× 1000 set covering
instances. (a) Validation curves for the RL agents evaluated in the same non-
DFS setting. (b) CDF of the number of B&B steps taken by the RL agents
for each instance seen during training. (c) The best validation performances of
each branching agent. (d) The instance-level validation performance of the retro
branching agent relative to the IL agent, with RL matching or beating IL on 42%

of test instances.

4.5 Experimental Setup

All code for reproducing the experiments and links to the generated data sets

are provided at https://github.com/cwfparsonson/retro_branching.

Network architecture and learning algorithm. We used the GCN

architecture of Gasse et al. 2019 to parameterise the DQN value function with

some minor modifications which we found to be helpful (see Appendix A.2.1).

We trained our network with n-step DQN [Sutton, 1988, Mnih et al., 2013]

using prioritised experience replay [Schaul et al., 2016], soft target network

updates [Lillicrap et al., 2019], and an epsilon-stochastic exploration policy

(see Appendix A.1.1 for a detailed description of our RL approach and the

corresponding algorithms and hyperparameters used).

B&B environment. We used the open-source Ecole [Prouvost et al., 2020]

and PySCIPOpt [Maher et al., 2016] libraries with SCIP 7.0.1 [SCIP, 2022] as

the backend solver to do instance generation and testing. Where possible, we

used the training and testing protocols of Gasse et al. [2019].

https://github.com/cwfparsonson/retro_branching
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MILP Problem classes. In total, we considered four NP-hard problem

benchmarks: set covering [Balas et al., 2018], combinatorial auction [Leyton-

Brown et al., 2000], capacitated facility location [Litvinchev and Ozuna Espinosa,

2012], and maximum independent set [Bergman et al., 2016].

Baselines. We compared retro branching against the SOTA FMSTS RL

algorithm of Etheve et al. [2020] (see Appendix A.6 for implementation details)

and the SOTA IL approach of Gasse et al. [2019] trained and validated with

100 000 and 20 000 strong branching samples respectively. For completeness, we

also compared against the SB heuristic imitated by the IL agent, the canonical

PB heuristic, and a random brancher (equivalent in performance to most infea-

sible branching [Achterberg et al., 2004]). Note that we have ommited direct

comparison to the SOTA tuned commercial solvers, which we do not claim to be

competitive with at this stage. To evaluate the quality of the agents’ branching

decisions, we used 100 validation instances which were unseen during training,

reporting the total number of tree nodes and LP iterations as key metrics to

be minimised. As shown in Appendix A.3, 100 instances was a sample size

with sufficient statistical significance to confidently draw conclusions about the

relative performance between the algorithms being evaluated.

4.6 Results & Discussion

4.6.1 Performance of Retro Branching

Comparison to the SOTA RL branching heuristics. We considered set

covering instances with 500 rows and 1000 columns. To demonstrate the benefit

of the proposed retro branching method, we trained a baseline ‘Original’ agent

on the original full episode, receiving the same reward as our retro branching

agent (−1 at each non-terminal step and 0 for a terminal action which ended

the episode - see Section 4.4 for details). We also trained the SOTA RL FMSTS
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branching agent in a DFS setting and, at test time, validated the agent in both

a DFS (‘FMSTS-DFS’) and non-DFS (‘FMSTS’) environment to fairly compare

the policies. Note that the FMSTS agent serves as an ablation to analyse the

influence of training on retrospective trajectories, since it uses our auxiliary

objective but without retrospective trajectories, and that the Original agent

further ablates the auxiliary objective since its ‘terminal step’ is defined as ending

the B&B episode (where it receives rt = 0 rather than rt = −1). As shown in

Fig. 4.3a, the Original agent was unable to learn on these large instances, with

retro branching achieving 14× fewer nodes at test time. FMSTS also performed

poorly, with highly unstable learning and a final performance 5× and 3× poorer

than retro branching in the DFS and non-DFS settings respectively (see Fig.

4.3c). We posit that the cause of the poor FMSTS performance is due to its use

of the sub-optimal DFS node selection policy, which is ill-suited for handling

large MILPs and results in ≈ 10% of episodes seen during training being on the

order of 10-100k steps long (see Fig. 4.3b), which makes learning significantly

harder for RL.

Comparison to non-RL branching heuristics. Having demonstrated

that the proposed retro branching method makes learning-to-branch at scale

tractable for RL, we now compare retro branching with the baseline branchers to

understand the efficacy of RL in the context of the current literature. Fig. 4.3c

shows how retro branching compares to other policies on large 500× 1000 set

covering instances. While the agent outperforms PB, it only matches or beats

IL on 42% of the test instances (see Fig. 4.3d) and, on average, has a ≈ 20%

larger B&B tree size. Therefore although our RL agent was still improving

and was limited by compute (see Appendix A.1.2), and in spite of our method

outperforming the current SOTA FMSTS RL brancher, RL has not yet been

able to match or surpass the SOTA IL agent at scale. This will be an interesting

area of future work, as discussed in Section 4.7.



4.6. Results & Discussion 115

4.6.2 Analysis of Retro Branching

Verifying that RL can outperform IL. In addition to not needing labelled

data, a key motivation for using RL over IL for learning-to-branch is the potential

to discover superior policies. While Fig. 4.3 showed that, at test-time, retro

branching matched or outperformed IL on 42% of instances, IL still had a

lower average tree size. As shown in Table 4.1, we found that, on small set

covering instances with 165 constraints and 230 variables, RL could outperform

IL by ≈ 20%. While improvement on problems of this scale is not the primary

challenge facing ML-B&B solvers, we are encouraged by this demonstration

that it is possible for an RL agent to learn a policy better able to maximise the

performance of an expressivity-constrained network than imitating an expert such

as SB without the need for pre-training or expensive data labelling procedures

(see Appendix A.8).

For completeness, Table 4.1 also compares the retro branching agent to the

IL, PB, and SB branching policies evaluated on 100 unseen instances of four

NP-hard CO benchmarks. We considered instances with 10 items and 50 bids for

combinatorial auction, 5 customers and facilities for capacitated facility location,

and 25 nodes for maximum independent set. RL achieved a lower number of

tree nodes than PB and IL on all problems except combinatorial auction. This

highlights the potential for RL to learn improved branching policies to solve a

variety of MILPs.

Table 4.1: Test-time comparison of the best agents on the evaluation instances of
the four NP-hard small CO problems considered.

Set Covering Combinatorial Auction Capacitated Facility Location Maximum Independent Set

Method # LPs # Nodes # LPs # Nodes # LPs # Nodes # LPs # Nodes

SB 184 6.76 13.2 4.64 28.2 10.2 19.2 3.80
PB 258 12.8 22.0 7.80 28.0 10.2 25.4 5.77
IL 244 10.5 16.0 5.29 28.0 10.2 20.1 4.08

Retro 206 8.68 18.1 5.73 28.4 10.1 19.1 4.01



116 Chapter 4. Solving NP-Hard Discrete Optimisation Problems

Figure 4.4: 500× 1000 set covering performances. (a) Validation curves for four
retro branching agents each trained with a different trajectory construction heuristic:
Maximum LP gain (MLPG); random (R); visitation order (VO); and deepest (D).
(b) The performances of the best retro branching agent deployed in three different
node selection environments (default SCIP, DFS, and BFS) normalised relative to

the performances of PB (measured by number of tree nodes).

Demonstrating the independence of retro branching to future state

selection. As described in Section 4.4, in order to retrospectively construct a

path through the search tree, a fathomed leaf node must be selected. We refer

to the method for selecting the leaf node as the construction heuristic. The

future states seen by the agent are therefore determined by the construction

heurisitc (used in training) and the node selection heuristic (used in training

and inference).

During our experiments, we found that the specific construction heuristic

used had little impact on the performance of our agent. Fig. 4.4a shows the

validation curves for four agents trained on 500× 1000 set covering instances

each using one of the following construction heuristics: Maximum LP gain

(‘MLPG’: Select the leaf with the largest LP gain); random (‘R’: Randomly

select a leaf); visitation order (‘VO’: Select the leaf which was visited first in the

original episode); and deepest (‘D’: Select the leaf which results in the longest

trajectory). As shown, all construction heuristics resulted in roughly the same

performance (with MLPG performing only slightly better). This suggests that

the agent learns to reduce the trajectory length regardless of the path chosen by

the construction heuristic. Since the specific path chosen is independent of node

selection, we posit that the relative strength of an RL agent trained with retro

branching will also be independent of the node selection policy used.
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To test this, we took our best retro branching agent trained with the default

SCIP node selection heuristic and tested it on the 500×1000 validation instances

in the default, DFS, and BFS SCIP node selection settings. To make the

performances of the brancher comparable across these settings, we normalised

the mean tree sizes with those of PB (a branching heuristic independent of the

node selector) to get the performance relative to PB in each environment. As

shown in Fig. 4.4b, our agent achieved consistent relative performance regardless

of the node selection policy used, indicating its indifference to the node selector.

4.7 Conclusions, Limitations, & Further Work

We have introduced retro branching; a retrospective approach to constructing

B&B trajectories in order to aid learning-to-branch with RL. We posited that

retrospective trajectories address the challenges of long episodes, large state-

action spaces, and partially observable future states which otherwise make

branching an acutely difficult task for RL. We empirically demonstrated that

retro branching outperforms the current SOTA RL method by 3-5× and comes

within 20% of the performance of IL whilst matching or beating it on 42% of

test instances. Moreover, we showed that RL can surpass the performance of IL

on small instances, exemplifying a key advantage of RL in being able to discover

novel performance-maximising policies for expressivity-constrained networks

without the need for pre-training or expert examples. However, retro branching

was not able to exceed the IL agent at scale. In this section we outline the

limitations of this chapter and areas of further work.

Partial observability. A limitation of our proposed approach is the re-

maining partial observability of the MDP, with activity external to the current

sub-tree and branching decision influencing future bounds, states, and rewards.

In this and other studies, variable and node selection have been considered
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in isolation. An interesting approach would be to combine node and variable

selection, giving the agent full control over how the B&B tree is evolved.

Reward function. The proposed trajectory reconstruction approach can

facilitate a simple RL reward function which would otherwise fail were the

original ‘full’ tree episode used. However, assigning a −1 reward at each step

in a given trajectory ignores the fact that certain actions, particularly early on

in the B&B process, can have significant influence over the length of multiple

trajectories. This could be accounted for in the reward signal, perhaps by using

a retrospective backpropagation method (similar to value backpropagation in

Monte Carlo tree search [Silver et al., 2016, 2017]).

Exploration. The large state-action space and the complexity of making

thousands of sequential decisions which together influence final performance

in complex ways makes exploration in B&B an acute challenge for RL. One

reason for RL struggling to close the 20% performance gap with IL at scale

could be that, at some point, stochastic action sampling to explore new policies

is highly unlikely to find trajectories with improved performance. As such,

more sophisticated exploration strategies could be promising, such as novel

experience intrinsic reward signals [Burda et al., 2018, Zhang et al., 2021b],

reverse backtracking through the episode to improve trajectory quality [Salimans

and Chen, 2018, Agostinelli et al., 2019b, Ecoffet et al., 2021], and avoiding

local optima using auxiliary distance-to-goal rewards [Trott et al., 2019] or

evolutionary strategies [Conti et al., 2018].
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Chapter 5

Partitioning Distributed

Compute Jobs

Abstract

From natural language processing to genome sequencing, large-scale machine

learning models are bringing advances to a broad range of fields. Many of these

models are too large to be trained on a single machine, and instead must be

distributed across multiple devices. This has motivated the research of new

compute and network systems capable of handling such tasks. In particular,

recent work has focused on developing management schemes which decide

how to allocate distributed resources such that some overall objective, such

as minimising the job completion time (JCT), is optimised. However, such

studies omit explicit consideration of how much a job should be distributed,

usually assuming that maximum distribution is desirable. In this work, we show

that maximum parallelisation is sub-optimal in relation to user-critical metrics

such as throughput and blocking rate. To address this, we propose PAC-ML

(partitioning for asynchronous computing with machine learning). PAC-ML

leverages a graph neural network and reinforcement learning to learn how much

to partition computation graphs such that the number of jobs which meet

arbitrary user-defined JCT requirements is maximised. In experiments with five

real deep learning computation graphs on a recently proposed optical architecture
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across four user-defined JCT requirement distributions, we demonstrate PAC-ML

achieving up to 56.2% lower blocking rates in dynamic job arrival settings than

the canonical maximum parallelisation strategy used by most prior works.
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Publications related to this work (contributions indentend):

• Christopher W. F. Parsonson, Zacharaya Shabka, Alessandro Ot-

tino, and Georgios Zervas, ‘Partitioning Distributed Compute Jobs with

Reinforcement Learning and Graph Neural Networks’, arXiv, 2023

– Algorithm, code, experiments, paper writing, plots



122 Chapter 5. Partitioning Distributed Compute Jobs

5.1 Introduction

The last decade has seen an exponential increase in the amount of compute

demanded by big data jobs such as AI and genome processing, with resource

requirements doubling every 3.4 months since 2012; 50× faster than Moore’s Law

[OpenAI, 2018]. This trend is showing no sign of slowing down. The fundamental

relationship between neural network accuracy and scale [Kaplan et al., 2020]

provides a strong incentive for practitioners seeking performance improvement

to further increase their resource requirements. Moreover, brain-scale AI will

require at least as many parameters as the ≈1 000 trillion synapses present in

the human brain [Furber, 2016]; several orders of magnitude more than the

largest models used today.

The compute time and memory requirements of state-of-the-art big data

applications already far outstrip the capabilities of any single hardware device.

For example, one of the current largest DNNs, Megatron-Turing natural language

generation (MT-NLG) [Smith et al., 2022], contains 530 billion parameters. These

parameters alone occupy ≈1 000 GB, exceeding the capacity of the largest A100

GPU by over an order of magnitude, and the parameter loss gradients tracked

during training occupy several times more. Even if the model could be fitted

onto a single device, the training time would be ≈900 years1. To address these

compute time and memory demands, rather than using a single device, big

data jobs must be distributed and parallelised across a cluster of machines. For

example, the Selene supercomputing cluster [NVIDIA, 2020] consists of 358 400

A100 GPU tensor cores, bringing the MT-NLG training time from 900 years

down to the order of days2.

However, parallelising jobs across ever-more machines brings its own chal-

lenges. With any parallelisation strategy, at some point the output of each
1Assuming it takes 8 V100 GPUs 36 years to train a 175 billion parameter model [NVIDIA,

2022] and extrapolating.
2Assuming a linear parallelisation speedup and 0 communication overhead.
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‘worker’ (a single device processing at least part of a job) must be collected

and synchronised to get the overall result of the parallelised computation. This

synchronisation requires communication between the workers. As discussed in

Chapter 1, as the number of workers used to execute a job is increased, the per-

worker computation demands decrease, but the overall communication overhead

between workers grows (see Fig. 1.2b). This shifts the performance bottleneck

away from the workers themselves and into the network connecting them, and

brings additional challenges with managing varying traffic characteristics for

different job types and parallelisation strategies [Wang et al., 2022, Parsonson et

al., 2022, Benjamin et al., 2021, 2022].

To address the communication bottleneck in distributed computing, recent

works have sought to develop optical clusters [Benjamin et al., 2020, Ballani

et al., 2020, Khani et al., 2021, Wang et al., 2022, Ottino et al., 2022]; machines

interconnected by optical switches [Parsonson et al., 2020, Gerard et al., 2020b,

2021]. Compared to their electronic counterparts, optically switched networks

offer orders of magnitude improvements in scalability, bandwidth, latency, and

power consumption [Ballani et al., 2020, Zervas et al., 2018, Mishra et al., 2021]

(see Section 5.2).

Optical clusters are typically operated under the OCS paradigm due to its

non-blocking circuit configurations with high capacity and scalability [Raja et al.,

2021]. OCS networks are fundamentally different from the electronic packet

switched architectures used by most current clusters, resulting in entirely new

communication patterns and resource demand characteristics. Consequently,

new compute and network resource management schemes are needed in order to

optimally allocate jobs and maximise performance.

Of the many resource management tasks which must be performed in a

compute cluster, job partitioning (how to split a job up across how many devices)

is key to overall performance. More partitioning can lead to lower compute

times. However, it may also increase network overhead and occupancy of
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cluster resources, possibly leading to future jobs being blocked upon arrival

and consequently lower overall cluster throughput. Prior works such as SiP-ML

[Khani et al., 2021] have introduced simple partitioning heuristics for optical

networks which have notably improved cluster performance. However, they have

not been designed under the more realistic setting of dynamic and stochastic

job arrivals, have not considered the state of the cluster in a ‘network-aware’

manner when making partitioning decisions, and have been crafted to optimise

for the sub-optimal objective of minimising JCT.

In this work, we first argue that simply minimising the JCT is a naive objective

because it brazenly encourages more parallelisation of a job request without

considering the effect this has on the ability of a cluster to service subsequent

jobs. We then introduce a new more subtle formulation of the optimisation

metric, the user-defined blocking rate, which more aptly encompasses the desires

of cluster users. Next, we propose a simple modification of the quantised SiP-

ML partitioner which, rather than maximally parallelising all jobs, minimally

parallelises them such that they meet the user-defined maximum acceptable

completion time. Then, we propose a novel network-aware partitioning strategy

(see Fig. 5.4 and Section 5.5) called PAC-ML (partitioning for asynchronous

computing with machine learning) which utilises RL and a GNN to flexibly

meet the demands of the user in an arbitrary manner given the current state

of the cluster network. Finally, we demonstrate our method in simulation on

the recently propsed RAMP optical architecture [Ottino et al., 2022], achieving

up to 56.2% lower blocking rates than the best heuristic baseline. We show

that different user-defined demand environments require different partitioning

strategies for optimal results, and that a key advantage of PAC-ML is that it

is able to discover performant strategies automatically without the need for

handcrafted heuristics or environment-specific tuning.
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5.2 Background

5.2.1 Parallelisation

Types of parallelism. Parallelisation is the process of distributing a compu-

tational job across multiple devices. This is done in order to reduce the time

and/or physical memory needed to complete the job. There are three main types

of deep learning parallelism; data parallelism, model parallelism, and hybrid

parallelism (see below). Although today the most common method for DNN

training parallelisation is data parallelism for its simplicity and limited network

overhead, we focus on the less common but more desirable model parallelism

paradigm for its strong scaling capabilities [Khani et al., 2021]. Our proposed

partitioning methods are applicable to hybrid and pipeline parallelism, but these

require additional simulation complexity and are therefore beyond the scope of

this chapter.

Data parallelism. Data parallelism [Slotnick et al., 1962] is where an

identical copy of the DNN model is sent to each worker. The input training data

is parallelised by sampling a training batch, splitting it into non-overlapping

micro-batches, training each worker on its own micro-batch, and updating the

workers’ local model parameters using some method to synchronise the gradients

of the parameters with respect to the training loss after each training iteration.

This synchronisation step is commonly referred to as AllReduce, and can be

performed using various techniques. Data parallelism can be applied to any

DNN model regardless of its architecture, enables the use of large data sets

(which are crucial for scaling model performance [Hoffmann et al., 2022]), and

facilitates the use of large training batch sizes which can lead to smoother and

faster convergence. This is a form of weak scaling, where the JCT is decreased by

reducing the total number of training iterations needed via increasing the amount

of data processed per iteration as the number of workers is increased [Khani et
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Figure 5.1: Diagram showing a DNN job DAG being partitioned. Top: A forward
pass DAG where each node has an associated partition degree (how many times
it will be divided when partitioned). Bottom: A partitioned DAG with forward
and backward passes handled consecutively. Green edges in the graph represent
data flow (i.e. output to input) between consecutive operations in the forward
pass. Orange edges represent gradient exchanges processed in the backward pass
(backpropagation). Blue edges represent full connectivity collective operations to
synchronise weight updates across partitioned components of an operation. Note
that, for brevity, the top unpartitioned DAG only shows the forward pass (since,
before partitioning, the graph structure is identical to the backward pass), whereas
the bottom partitioned DAG shows both the forward and backwards passes (since,

after partitioning, the graph structures are different).
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al., 2021]. However, it scales poorly for large models with many parameters

since all parameters must fit onto a single worker and then be synchronised at

the end of each training step, and has the constraint that the training data must

be i.i.d. in order for parameter updates to be computed and summed across

workers to attain the updated model parameters.

Model parallelism. Model parallelism [Karakus et al., 2021] is where the

DNN model is partitioned (split) and a part of the model is sent to each worker.

In the DNN forward pass, a training batch is sampled, copied, and sent to each

worker which holds layer-1 of the DNN. The layer-1 worker(s) then compute

the layer-1 output(s) and forward them to the worker(s) which hold layer-2,

and so on. In the backward pass, the gradients of the model parameters with

respect to the training loss are computed by starting at the worker(s) which

hold the final layer and propagating these gradients back to the layer-1 workers,

after which the partitioned model will be globally synchronised. Layer outputs,

gradients, and activations are exchanged during the training iteration using a

synchronisation step commonly referred to as AllGather. Model parallelism

facilitates the use of very large models which otherwise would not fit onto a single

worker and caters for time-efficient parallelisation of computational operations

where possible. This is a form of strong scaling, where the JCT and per-worker

memory utilisation are decreased via increasingly partitioning different parts

the job across more workers as the number of workers is increased [Khani et al.,

2021]. However, passing gradients between workers during training can create a

large communication overhead [Mirhoseini et al., 2017, 2018], and expert domain

knowledge of the specific model architecture is needed to know how to split the

model across multiple workers.

Hybrid parallelism. Hybrid parallelism [Dean et al., 2012] is where a

combination of data and model parallelism is used to strive for the benefits

of both. This can be extended to include pipeline parallelism [Huang et al.,

2019, Narayanan et al., 2019], where intra-batch parallelism (data and model
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parallelism) are combined with inter-batch parallelism (pipelining) where multiple

micro-batches are processed simultaneously where possible. Hybrid parallelism

can result in higher worker utilisation and the advantages of both model and

data parallelism, but requires complex bidirectional pipelining across different

inputs, careful model parameter versioning to ensure correct computations of

the gradients during the backward pass, and each stage allocated across workers

must be load-balanced to ensure roughly equivalent computational times between

workers in order to maximise peak pipeline throughput.

Computational jobs. A computational job is a directed acyclic graph

(DAG) whose nodes are operations and edges are dependencies. Operations are

computational tasks (e.g. some mathematical reduction, a database query, etc.).

Dependencies are either control dependencies, where the child operation can

only begin once the parent operation has been completed, or data dependencies,

where at least one tensor is output from the parent operation and required as

input to the child operation. In the context of DNNs, a job DAG is a sequence

of forward pass, backward pass, and parameter update operations which need to

be performed on data exchanged between operations. Whether or not this data

passes through a communication network is determined by how the operations

are partitioned, placed across a cluster of workers, and parallelised.

Job partitioning. Job partitioning refers to the process of splitting the

operations of a job DAG into u (the partition degree) smaller sub-operations

which can in turn be placed across u workers, thus reducing their run time and

memory requirements. Partitioning is used in the model, hybrid, and pipeline

parallelisim paradigms. More partitioning can decrease compute time and

memory requirements, but requires more inter-worker communication, complex

intra-worker operation scheduling, and greater resource utilisation, therefore

potentially increasing overall completion time, cluster complexity, and subsequent

job blocking rates. Fig. 5.1 visualises how an initial DAG for some arbitrary

neural network architecture, where each operation has a partitioning degree, can
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be re-represented in terms of its partitioned form. Both forward and backward

passes are explicitly represented since inter-operation information dependencies

(i.e. the edges in the graph) are not the same in each pass.

Figure 5.2: The mean network overhead of the 6 distributed deep learning jobs
reported by [Wang et al., 2022] in Meta’s GPU cluster compared to that of RAMP
as reported by Ottino et al. [2022] on the 5 jobs considered in our work. Note
that this is an approximate comparison, and that the important takeaway is that

RAMP retains low network overheads as jobs become increasingly distributed.

5.2.2 RAMP

Overview. RAMP is a state-of-the-art OCS architecture designed specifically

for cloud data centres and distributed deep learning systems [Ottino et al.,

2022]. RAMP networks are parameterised by NC communication groups, NR

racks per communication group, and NS servers per rack, resulting in a NW =

NC ×NR ×NS worker cluster with a colloquially termed ‘RAMP shape’ defined

by tuple ⟨NC , NR, NS⟩. At its core, RAMP proposes a novel set of message

passing interfaces (MPIs) for performing the synchronisation steps (AllReduce,

AllGather, etc.) required by distributed DNN training jobs. These will be

referred to as collective operations. These MPIs are designed to take full

advantage of the high bandwidth provided by optical network architectures.

Consequently, as shown in Fig. 5.2, the network overhead of RAMP remains

remarkably low as the number of workers used to execute a job increase (see

Section 5.6 for experimental details). The RAMP authors showed that this low
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network overhead enables unprecedented scalability with up to 65 536 worker

nodes capable of training O(trillion) parameter DNN models.

RAMP placement rules. As detailed in Ottino et al. [2022], a group of

workers in a RAMP shape can only undergo collective operations if they are

selected with respect to certain rules, loosely termed here ‘symmetry’ rules. For

shape ⟨NC , NR, NS⟩, these rules are as follows: (1) NS workers per rack spread

over NR racks requires that the set of workers on each rack span NR distinct

communication groups. These NR distinct communication groups do not have

to be the same set across racks. (2) NS workers on NR = 1 rack must span NS

communication groups. (3) NS workers spread over NR racks (NS = 1 worker

per rack) must span NS distinct communication groups.

In our simulations, we use a simple first-fit operation placement heuristic

which conforms to these rules (refer to Appendix C.3.4 for further details).

5.3 Related Work

Recent years have seen a surge of interest in developing methods to distribute ML

tasks across multiple devices [Ben-Nun and Hoefler, 2019, Mayer and Jacobsen,

2020]. One approach has been to optimise the physical plane of the distributed

cluster such as its compute and network devices and architectures [Parsonson

et al., 2020, Khani et al., 2021, Wang et al., 2022, Ottino et al., 2022]. In this

work, we instead focus on optimising the orchestration plane, which determines

how physical layer resources are allocated to execute a job. We divide the

orchestration plane into three sub-components: Job (1) partitioning (how many

devices to use); (2) placement (which devices to use); and (3) scheduling (in

which order to use the devices). Many prior orchestration plane works have

considered (2) and (3) (how to distribute), whereas we focus on (1) (how much

to distribute). However, in this section we comment on recent progress across

all these fields, since we leverage this progress throughout our work.
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ML for discrete optimisation. Many CO problems turn out to be NP-

hard, rendering exhaustive search techniques intractable for practical application

[Bengio et al., 2021]. Consequently, practitioners rely on either approximate

algorithms, which give restricted performance guarantees and poor scalability

[Williamson and Shmoys, 2011], or heuristics, which have limited solution efficacy

[Halim and Ismail, 2019]. Since the first application of neural networks to CO by

Hopfield and Tank [1985], the last decade has seen a resurgence in ML-for-CO

[Bello et al., 2016, Dai et al., 2017, Barrett et al., 2019, Gasse et al., 2019,

Barrett et al., 2022, Parsonson et al., 2022]. The advantages of ML-for-CO over

approximation algorithms and heuristics include handling complex problems

at scale, learning either without external input and achieving super-human

performance or imitating strong but computationally expensive solvers, and

(after training) leveraging the fast inference time of a DNN forward pass to rapidly

generate solutions. Since almost all cluster resource management tasks can be

reduced to canonical CO problems [Bengio et al., 2021], many state-of-the-art

resource management methods utilise recent advances in ML-for-CO.

Job placement. Mirhoseini et al. [2017] were the first to apply ML to the

task of deciding which operations in a computation graph to place on which

devices in a cluster. They used a sequence-to-sequence model consisting of an

LSTM DNN with an attention mechanism trained with the simple REINFORCE

policy gradient RL algorithm [Williams, 1992] such that the JCT of a deep

learning job was minimised, outperforming handcrafted heuristics when training

the Inception-V3 computer vision and LSTM natural language processing models.

Gao et al. [2018] furthered this work by replacing REINFORCE with the more

advanced PPO RL algorithm [Schulman et al., 2017] with lower variance and

reduced training hardware demands. They demonstrated their method beating

Mirhoseini et al. [2017] on the CIFAR-10 image recognition benchmark in

terms of JCT. Mirhoseini et al. [2018] proposed a novel hierarchical model

which decomposed the job placement task into a joint group-and-place problem,
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reducing the JCT of Inception-V3, ResNet, LSTM, and NMT models by up to

60% relative to the state-of-the-art.

All works up to this point used DNN architectures restricted to Euclidean-

structured input data. Consequently, in order to handle non-Euclidean graph-

structured data such as computation graphs and cluster networks, they had to

be re-trained each time a new graph structure was considered. Addanki et al.

[2019] were the first to instead leverage a GNN, as well as the grouping scheme

of Mirhoseini et al. [2018], to learn to generalise across different job types with

varying computation graph structures, demonstrating device placement schemes

which were on par with or better than prior approaches on Inception-V4, NASNet,

and NMT after 6.1× fewer training steps. Khadka et al. [2021] furthered the

use of GNNs for job placement by combining GNNs, RL, and population-based

evolutionary search with the hierarchical group-and-place scheme of Mirhoseini

et al. [2018]. Concretely, they replaced the manually-designed operation grouping

heuristic with a learned policy capable of superior scaling and JCT performance.

Job scheduling. Bao et al. [2018] addressed the job scheduling problem

(the order in which to execute operations placed across a set of devices) using a

primal-dual framework for online job scheduling. They represented the problem

as an ILP which their proposed algorithm could solve in polynomial time in

an online fashion such that the cluster resources were maximally utilised and

the JCT minimised. Li et al. [2021] proposed a placement-aware scheme which

leveraged the pre-determined device placement allocation to decide on a job

schedule which could reduce the average JCT by up to 25% relative to other

scheduling methods. Paliwal et al. [2020] went further by utilising an RL-

trained GNN and a genetic algorithm to jointly optimise both job placement and

scheduling, demonstrating both lower JCT and peak memory usage than other

strategies when distributing TensorFlow computation graphs across a cluster.

Job partitioning. To the best of our knowledge, Khani et al. [2021] are the

only ones to have explicitly considered the question of how much to distribute a
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computation graph in the context of an optical network. Like other works, they

assumed that a maximum parallelisation strategy (i.e. partition the job across

as many workers as possible) is a desirable objective, and then focused on how

best to design the physical layer such that the JCT could be minimised.

All works discussed in this section have assumed that the JCT is the key

objective to minimise. Consequently, where the question of partitioning is

considered, prior works have assumed that more parallelisation is desirable.

However, we posit that user-critical metrics such as throughput and blocking

rate are compromised by prioritising optimisation of the JCT in a cluster setting

with dynamic job arrivals. To address this shortcoming, we propose a new ML-

based resource management scheme which explicitly addresses the partitioning

question. Concretely, our work leverages the emergent trend from these other

orchestration plane fields, namely utilising an RL-trained GNN, to decide how

much to partition different jobs in a dynamic setting with arbitrary user-defined

completion time requirements.

5.4 User-Defined Blocking Rate

To motivate our work, we first explore the key metrics to consider when evaluating

a job partitioning strategy with the help of an experiment on 32 GPU workers,

and then introduce a new formulation of the user-defined blocking rate. All

experimental details are given in Section 5.6.

The inadequacy of optimising the job completion time. As discussed

in Section 5.3, most prior works researching management schemes for distributed

computing aim to minimise JCT; the time taken to complete a given job. If a job

j begins running at wall clock time tstart
wc,j and is completed at time tend

wc,j , researchers

usually record the completion time as JCTj = tend
wc,j − tstart

wc,j . Consequently, most

systems maximise the degree to which they parallelise jobs in order to minimise

JCT. While it is true that end users undoubtedly want this JCT metric to be
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Figure 5.3: (a-b) Demonstration of how more partitioning can lead to a lower
JCT than no partitioning (i.e. sequentially running the job on a single device), but
this may be at the cost of a higher blocking rate since more cluster resources are
occupied when subsequent jobs arrive. (c-d) Demonstration of how optimising for
the cluster throughput leads to an unfair bias towards more partitioning, because
more parallelism creates more work for the cluster and therefore artificially increases
cluster throughput even though, from the perspective of the user, the original offered

throughput may be lower.

minimised, it fails to quantify when a job was blocked, which occurs when no

cluster resources were available to service it. While more parallelism will often

lead to a lower JCT for a given job, it will also use up more of the cluster’s

compute and network resources, potentially blocking future job arrivals (see

Fig. 5.3). Therefore in practice, end-users wish to minimise both the JCT and

the overall blocking rate (the fraction of jobs blocked over a given time period).

While maximum parallelisation will lead to a minimised JCT, we posit that

a balance between these two extreme parallelisation strategies can more aptly

optimise for both the JCT and blocking rate.

Alternative optimisation objectives. One metric which encapsulates

both the JCT and blocking rate is throughput; the information processed per

unit time. There are two issues with using throughput as an optimisation

objective. (1) Operators must be careful how they measure the throughput to be

optimised. If they measure the cluster throughput (the total cluster information

processed per unit time), they will be biased towards more parallelisation,
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because when a job is partitioned and parallelised, the edge dependencies coming

in to and out of the partitioned operation node(s) must be replicated (see Fig.

5.1). This artificially creates more information for the cluster to process even

though, from the end users’ perspective, the total information processed of

their original demand is the same. Therefore, the offered throughput (the total

original demand information (i.e. before partitioning was applied) processed

per unit time) is a more suitable throughput metric to optimise. Figure 5.3

shows an example of how a ‘maximum partitioning’ strategy, such as that used

by SiP-ML [Khani et al., 2021], can have superior cluster throughput when

compared to a ‘no partitioning’ strategy (sequentially running the job on a single

device) despite having lower offered throughput. However, offered throughput is

still an inadequate optimisation metric, because (2) in practice, different jobs

being serviced by the cluster originating from different client users have different

priorities and job completion time requirements. For example, two identical

machine learning training jobs might be submitted to the cluster, but one from

a user who intends to deploy the model commercially and requires it to be

completed overnight, and the other from a user who is employing the model for

research and has less stringent completion time requirements. Ideally, operators

would direct their clusters to meet flexible user-defined per-job completion time

requirements.

The user-defined blocking rate. To enable users to dynamically determine

the completion time on a per-job basis whilst also maximising the number of job

demands satisfied, we introduce a new formulation of the user-defined blocking

rate objective for the partitioning algorithm to optimise. Given a job which, if

executed sequentially on one device, would be completed in JCTseq
j , we define the

maximum acceptable JCT as JCTacc
j = β · JCTseq

j , where {β ∈ R : 0 < β ≤ 1}.

Here, β is a parameter chosen by the user which determines how quickly the

job must be completed. If JCTj > β · JCTseq
j , then the cluster will have failed

to complete the job within the required time and the job will be recorded as
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having been blocked. The user-defined blocking rate is therefore the fraction

of jobs which failed to meet the JCTj ≤ β · JCTseq
j requirement over a given

period of time. Note that rather than brazenly optimising for either the JCT or

the blocking rate, the user-defined blocking rate enables the cluster operator to

instead dynamically specify their desired completion time on a per-job basis, and

the performance of the cluster is evaluated according to how well it was able to

meet the requirements of the user. Furthermore, the β parameter corresponds to

the speed-up factor being requested by the user and, since {β ∈ R : 0 < β ≤ 1},

can be given directly as input to a DNN.

5.5 PAC-ML Partitioning Methodology

RL agents can learn general policies without the need for human guidance. An

RL job partitioner therefore has the potential to take an arbitrary maximum

acceptable JCT provided by the user and automatically decide how much to

distribute the job such that, over a period of time, the number of jobs which

meet the JCT requirements specified by the user is maximised. Such an agent

would therefore be able to minimise the blocking rate whilst also accounting for

the flexible and dynamic JCT specifications of the user. Following this logic,

we now describe our PAC-ML (partitioning for asynchronous computing with

machine learning) approach for learning to partition computation jobs with RL

and a GNN.

5.5.1 Markov Decision Process Formulation

Since allocating cluster resources for jobs arriving dynamically in time is a

sequential decision making process, formulating problems such as job partition-

ing as an MDP is a natural approach and facilitates the application of many

traditional and state-of-the-art RL algorithms [Mao et al., 2016, Addanki et al.,

2019, Paliwal et al., 2020].
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Figure 5.4: An overview of our PAC-ML approach transitioning from step
t→ t + 1. At each time step t when there is a new job to be placed on the cluster,
we: (i) Use a GNN to generate an embedded representation of the node and edge
features in the job’s computation graph, and a standard feedforward DNN to do
the same for the global job and cluster features; (ii) concatenate the outputs of (i)
and use another feedforward DNN to generate a logit for each action ut ∈ U t; (iii)
pass the chosen action ut to the environment and partition the job accordingly; (iv)
apply any internal environment allocation heuristics (operation and dependency
placement and scheduling, etc.) to attempt to host the job on the cluster; (v) if
accepted onto the cluster, perform a lookahead to evaluate the job’s completion
time; (vi) fast-forward the environment’s wall clock time twc to when the next job

arrives, and return the corresponding reward rt+1 and updated state st+1.

States. A new job j arriving at time step t is comprised of a DAG G(O, D, gj)

with node operations O, edge dependencies D, and any other job statistics which

might be recorded gj. Similarly, the state of the cluster at time t is made up of

the number of workers available, the jobs currently running on the cluster, and

so on. To compress the state of the cluster and the job requesting to be placed

into a representation suitable as input for a neural network at time step t, we

encode this information into five feature vectors:

1. Per-operation features oi∀i ∈ {1, ..., |O|} (5 features): (i) The compute

cost (run time in seconds on an A100 GPU); (ii) a binary variable indicating

whether the operation has the greatest compute cost in the job; (iii) the
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memory cost (byte occupancy); (iv) a binary variable indicating whether

the operation has the greatest memory cost in the job; and (v) the node

depth with respect to the source node. The compute and memory costs

are normalised by the highest compute and memory cost operations in the

job, and the node depth is normalised by the depth of the deepest node.

2. Per-dependency features di∀i ∈ {1, ..., |D|} (2 features): (i) The size

(in bytes) of the edge dependency normalised by the largest dependency

in the job; and (ii) a binary indicator of whether the dependency is the

largest in the job.

3. Global job features gj (15 features): (i) The number of operations; (ii)

the number of dependencies; (iii) the sequential job completion time; (iv)

the maximum acceptable job completion time; the maximum acceptable

job completion time fraction β both (v) raw and (vi) normalised; (vii)

the total memory cost of all of the operations; (viii) the total size of

all of the dependencies; (ix) the number of training steps which need to

be performed; the (x) mean and (xi) median of the operation compute

costs; the (xii) mean and (xiii) median of the operation memory costs; and

(xiv) the mean and (xv) median of the dependency sizes. Each feature

is normalised by the highest respective value of the feature across all job

types.

4. Global cluster features gt
C (2 features): (i) The number of occupied

workers; and (ii) the number of jobs running. Both features are normalised

by the total number of workers in the cluster NW .

5. Global action features gt
U (NW

2 features): A binary vector indicating

the validity of each possible partitioning decision given the state of the

cluster and the RAMP rules defined by [Ottino et al., 2022].
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Actions. Given the state st encapsulating both the job requesting to be

placed and the current state of the cluster, the partitioning agent uses a policy

π(st) to select a number of times ut up to which to partition each operation in the

job’s computation graph (using a similar minimum operation run time quantum

discretisation scheme to Khani et al. [2021]), where ut
i∀i ∈ {0, 1, ..., NW

2 } (i.e.

there are
(

NW

2 +1
)

possible discrete actions). Note that ut = 0 enables the agent

to reject a job without placing it, ut = 1 places the job onto one worker and runs

it sequentially, and 1 < ut ≤ NW

2 attempts to distribute the job’s operations

across up to ut workers. In our setting and given the RAMP rules of Ottino

et al. [2022], an invalid partitioning action is one which is at least one of: (i) An

odd number (except ut = 1), or either (ii) greater than the number of workers

available or (iii) has no valid RAMP placement shape given the current state of

the cluster (see Section 5.2).

Rewards. As a consequence of the RAMP rules defined by Ottino et al.

[2022], which require that the worker and network resources allocated to a

given job are reserved exclusively for that job for the duration of its run time,

we are able to perform a deterministic lookahead to evaluate what the overall

completion time, JCTj, of the job will be as soon as it is placed. Subsequently,

when a job j arrives at time step t, we can immediately determine whether or

not the cluster met the JCTacc
j specified by the user. This enables the use of a

simple per-step +1/−1 reward scheme,

rt+1 =


1, if JCTj ≤ β · JCTseq

j

−1, otherwise
, (5.1)

which when aggregated and maximised over the course of an episode corre-

sponds to maximally meeting the specified per-job completion time requirements

and therefore minimising the user-defined blocking rate.

Transitions. In our hybrid time- and event-drive simulation, when the agent
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makes a partitioning decision at time step t, the environment transitions to the

next step t + 1 by fast-forwarding its internal simulated wall clock time, twc,

to when the next job arrives and requests to be placed, updating the states of

any running and completed jobs and their corresponding compute and network

resources as necessary. The episode terminates when twc = T max
wc .

5.5.2 PAC-ML Learning Setup

Reinforcement learning algorithm. To find a policy which maximises the

expected return when partitioning jobs, we used the state-of-the-art Ape-X DQN

[Horgan et al., 2018] RL algorithm; a distributed and highly scalable value-based

method (see Appendix C.6 for algorithm details and hyperparameters).

Neural network architecture. To make the learning of value and policy

functions tractable in large state-action spaces, we approximated them with a

custom-built message passing GNN implemented using the open-source PyTorch

[Paszke et al., 2019] and DGL [Wang et al., 2019] libraries. Refer to Appendix

C.5 for further architectural details.

5.6 Experimental Setup

All code for reproducing the experiments and links to the generated data sets

are provided at https://github.com/cwfparsonson/ddls.

Simulation environment. We built an open-source Gym environment

[Brockman et al., 2016] to simulate the RAMP OCS system of Ottino et al.

[2022] in an RL-compatible manner. We used a hybrid time- and event- driven

simulation approach where we kept track of the internal simulation wall clock

time twc, enabling the measurement of time-based metrics, but only took a

partitioning decision when needed (i.e. when a new job demand arrived at the

cluster), aiding efficiency since no discrete steps were needlessly simulated. All

our experiments used similar cluster parameters to Ottino et al. [2022]. We used

https://github.com/cwfparsonson/ddls
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Figure 5.5: The four β distributions used in our experiments in order to measure
the capability of each partitioner to cater to different user-defined maximum
acceptable completion time requirement settings. In each βX experiment setting,
each new job generated was assigned a β value sampled from βX in order to get

the maximum acceptable job completion time, β · JCTseq (see Section 5.4).

NW = 32 (NC = 4, NR = 4, NS = 2) A100 GPUs with 80 GB memory capacity,

2 THz memory frequency, and a peak computational power of 130 Tflop/s. We

assumed an intra-GPU propagation latency of 50 ns, a negligible OCS circuit

reconfiguration latency of 1 ns, a worker input-output latency of 100 ns, and a

total worker communication capacity of 1.6 TB/s (resulting in a per-transceiver

bandwidth of 1.6×1012

NC
B/s). All experiments were run up to a simulated wall

clock time of T max
wc = 106 s (around 12 days) of continuous cluster operation

with dynamic job arrivals and were repeated across 3 random seeds, with the

subsequent min-max confidence intervals for each measurement metric reported.

More details of the simulation environment are provided in Appendix C.3.

Compute jobs. We used the computation graph time and memory profiles

of five real deep learning job types open-accessed with Microsoft’s PipeDream

research [Narayanan et al., 2019, 2021] (see Appendix C.4 for details). These jobs

encompassed image classification (AlexNet [Krizhevsky et al., 2012], ResNet-18

[He et al., 2016], SqueezeNet-10 [Iandola et al., 2016], and VGG-16 [Simonyan

and Zisserman, 2014]) and natural language processing (GNMT [Wu et al.,

2016]) tasks, thereby testing the generality of the approaches we considered.
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All jobs arrived to the cluster dynamically and stochastically throughout the

simulation period, with the inter-arrival time fixed at 1000 s to control the load

rate. Each job was ran for Niter = 50 training iterations, where one training

iteration consists of one forward and backward pass through the neural network.

Partitioning. When partitioning the operations in a job’s computation

graph, we allowed the partitioning agents to split each operation up to NW

2

times (the environment’s ‘maximum partitioning degree’). We followed Khani et

al. [2021] by (1) assuming a linear dependency between the total number of

operation splits and each split’s compute time; and (2) choosing a minimum

quantum of computation time, τ , and splitting operations up to a number of

times which would result in sub-operations with a compute time no smaller

than τ in order to maximise GPU utilisation. We set τ = 10 ms. As such, a

given partitioning action ut set the maximum partitioning degree of the job,

but individual operations within the job could be split fewer times depending

on their initial compute time and τ . Note that although this restricts each

operation to be distributed across a maximum of ut servers, the total number of

workers used by all operations in the job can still be greater than ut depending

on the operation placement heuristic’s choices.

Maximum acceptable job completion times. In our setting, a partitioner

would ideally be able to take an arbitrary job with an arbitrary maximum

acceptable job completion time, β · JCTseq, and partition the job such that

the completion time requirement is satisfied for as many dynamically arriving

jobs as possible (thereby minimising the user-defined blocking rate; see Section

5.4). To test each partitioner’s ability to do this, we ran experiments using

four β distributions (βA, βB, βC , and βD; see Fig. 5.5). For each βX experiment,

when one of the five possible jobs was randomly generated to arrive at the

cluster, a β value, discretised to two decimal places, was randomly sampled

from the experiment’s βX distribution and assigned to the job. By sampling a

broad range of β values from a selection of βX distributions, we ensured that
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we could analyse the performance of each partitioning agent under different

completion time requirement settings and subsequently measure the capability

of each method to cater for different user-defined requirements.

Heuristics RL
Random Paramax Paramin PAC-ML

βA 0.517+0.015
−0.015 0.262+0.002

−0.003 0.309+0.014
−0.015 0.203+0.007

−0.009
βB 0.601+0.007

−0.008 0.263+0.006
−0.004 0.396+0.006

−0.003 0.258+0.007
−0.003

βC 0.505+0.016
−0.012 0.267+0.004

−0.006 0.307+0.015
−0.012 0.117+0.003

−0.003
βD 0.465+0.004

−0.006 0.263+0.006
−0.004 0.142+0.027

−0.046 0.099+0.008
−0.007

Table 5.1: Blocking rate performance of the partitioning agents on the four β
distributions (best in bold). Results are given as the mean across 3 seeds, and

error bars denote the corresponding min-max confidence intervals.

Partitioner baselines. We considered three heuristic baseline partitioning

strategies. (1) Most prior works partition a given job across as many workers

as are available up to a pre-defined environment maximum partition degree

[Khani et al., 2021, Wang et al., 2022]. We refer to this strategy as ‘Paramax’.

(2) Given the low network overhead (see Fig. 5.2) and contentionless nature

of RAMP, and given the operations’ linear split-compute time dependency of

our environment, a reasonable estimate for the completion time of a job with

sequential run time JCTseq distributed across ut workers would be JCT ≈ JCTseq

ut .

Therefore, in light of our objective to minimise the user-defined blocking rate,

we introduce a new partitioning strategy, ‘Paramin’, which partitions the job

up to the estimated minimum amount of parallelisation needed to satisfy the

job’s completion time requirements, ut = ⌈ 1
β
⌉ (i.e. the estimated speed-up

factor needed). (3) For completeness, we also ran a ‘Random’ partitioning

baseline, which selects a partitioning degree randomly from amongst the number

of available workers.

Metrics recorded. To measure the performance of our partitioning agents,

we recorded the following key metrics. (1) User-defined blocking rate (which

we abbreviate to ‘blocking rate’): The fraction of arrived jobs which had their

completion time requirements met by the cluster. (2) Offered throughput: The
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total ‘information size’ of the original jobs (i.e. before partitioning was applied)

processed per unit time. Since the open-access PipeDream job profiles used

in our experiments did not contain per-operation flop/s (computational load)

information, we summed the jobs’ operation and dependency sizes (measured in

bytes (B)) to get the total ‘information size’ of each job. The load rate could

then be defined as the rate of job information arriving at the cluster per unit

time, and the corresponding offered throughput as the rate at which this total

job information was processed by the cluster. For a full list of metric definitions,

refer to Appendix C.1.

5.7 Results & Discussion

Figure 5.6: Validation performances (higher is better) of each partitioning
agent evaluated across three seeds normalised with respect to the best-performing

partitioner in each BX environment.

5.7.1 Performance of the PAC-ML Partitioner

Comparison to the baseline partitioners. To test the performance of

each partitioning agent under different completion time requirement settings,

we ran our experiments across four different β distributions (see Section 5.6).

We visualise the relative blocking rate and throughput performance differences

between the agents in Fig. 5.6, where an agent’s ‘score’ is its normalised

performance relative to the best-performing agent with respect to a given
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metric. We evaluate these scores as scoreblocking =
(

best_blocking_rate
blocking_rate

)
, and

scorethroughput =
(

throughput
best_throughput

)
for each agent (refer to Appendix C.7 for all

raw metric values). As shown in Table 5.1 and Fig. 5.6, our PAC-ML agent

achieved the best blocking rate across all four β distributions, beating its nearest

rival by 22.5%, 1.90%, 56.2%, and 30.3% for βA,B,C,D respectively.

Comparison amongst the baseline partitioners. Fig. 5.6 visualises

the performance of the best PAC-ML agents on each of the four β distribution

environments compared to the baseline heuristic performances. Interestingly, the

best baseline in terms of blocking rate for βA,B,C is Paramax, but this switches

to Paramin for βD. On βB, PAC-ML achieved roughly equivalent performance

to Paramax by learning that, on this β demand distribution, maximum paralleli-

sation led to the lowest blocking rates. This shows that different partitioning

strategies have varying relative performances under different cluster settings. A

key advantage of PAC-ML is therefore that the question of which partitioning

strategy is best for a given environment need not be addressed by sub-optimal

hand-crafted heuristics or environment-specific hyperparameter tuning. Instead,

we have demonstrated in Table 5.1 and Fig. 5.6 that PAC-ML can automatically

learn performant partitioning strategies in arbitrary environment settings.

5.7.2 Analysis of the PAC-ML Partitioner

Offered throughput analysis. One risk of optimising only for the blocking

rate when training the PAC-ML agent is that it maximises the number of jobs

accepted by prioritising small low-information jobs at the cost of a sub-optimal

offered throughput; a key metric when measuring a cluster’s quality of service

to users. Fig. 5.6 shows that the offered throughput improves with the blocking

rate, with the PAC-ML agent ultimately achieving the best throughput across

all four β distributions.

Bias analysis. An important question is whether there is any bias in the
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Figure 5.7: Mean per-job blocking rates of the five job types considered for each
partitioning agent under each βX setting plotted against the number of operations
(ops.), number of dependencies (deps.), the total job information size, and the

sequential run time of the job were it ran on a single device (JCTseq).

kinds of jobs the PAC-ML agent learns to prioritise in order to minimise the

blocking rate. To investigate this, Fig. 5.7 shows the blocking rate vs. the

original characteristics for each of the five jobs considered (see Appendix C.4

for a summary of these characteristics) for each βX distribution environment.

The PAC-ML agent had little to no bias across the jobs relative to the other

partitioners, with all jobs attaining approximately the same blocking rate. There

was a slight bias towards the larger jobs with greater sequential completion times

and more information to process, which is likely due to the fact that larger jobs

occupy more resources and therefore inherently become favoured over smaller

jobs.
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5.8 Conclusions, Limitations, & Further Work

In conclusion, we have introduced a new partitioning strategy called PAC-ML.

Leveraging RL and a GNN, PAC-ML learns to partition computation jobs dy-

namically arriving at a cluster of machines such that the number of jobs which

meet arbitrary user-defined completion time requirements is maximised without

the need for hand-crafted heuristics or environment-dependent hyperparameter

tuning. We tested our partitioner on the recently proposed RAMP optical archi-

tecture [Ottino et al., 2022] across four distributions of user-defined completion

time requirements, demonstrating up to 56.2% lower blocking rates relative to

the canonical maximum parallelisation strategies used by most prior works when

partitioning five real deep learning jobs. We hope that our work will spur a

new avenue of research into developing partitioning strategies for distributed

computing. In this section, we outline some limitations of the work done in this

chapter and potentially interesting areas of further work.

Exceeding completion time expectations. In this work, we rewarded

PAC-ML with +1 for completing a job within the user-defined maximum ac-

ceptable completion time and −1 for failing to do so. Although minimising the

blocking rate is crucial for users, it would also be desirable to minimise the

JCT as much as possible. An interesting area of further study would therefore

be to incorporate this objective into the reward function, perhaps by combin-

ing the JCT speed-up factor or offered throughput with the blocking rate via

multi-objective RL [Hayes et al., 2022].

Real-world experiments. Our work has considered real open-access deep

learning computation graph profiles but on a simulated optical architecture.

A natural but significant next step would be to implement PAC-ML in a real

distributed cluster. An important question would be whether an agent trained

in a simulated environment would be capable of inferring in a real cluster at test

time, or if real-world training would be needed.
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Generalisation to unseen environments. This study ran PAC-ML in

an environment which had the same load rate, β distribution, cluster network

size, and job computation graphs at train and test time. An interesting research

question would be whether PAC-ML would be able to learn on one set (or a

distribution) of these parameters and then generalise to a new set at test time,

or if it would need to leverage existing or new state-of-the-art methods in GNN

[Knyazev et al., 2019, Garg et al., 2020, Fan et al., 2021] and RL [Cobbe et al.,

2019, Wang et al., 2020, Kirk et al., 2021] generalisation.

Robustness to stochastic inter-arrival times. In our experiments, we

fixed the inter-arrival rate in order to fix the load rate. However, real clusters have

variable inter-arrival times [Parsonson et al., 2022]. Handling highly stochastic

environments is a known challenge for RL [Mao et al., 2019b], and therefore

presents an interesting future research avenue for PAC-ML.

Combining the orchestration plane. In our work, we have considered

the job partitioning task in isolation of the job placement and scheduling tasks.

However, prior works have found the merging of the latter sub-tasks into a

single resource management problem beneficial to performance [Paliwal et al.,

2020]. An interesting area of further work would be to combine PAC-ML into a

a single algorithm which handled job partitioning, placement, and scheduling

via methods such hierarchical RL [Barto and Mahadevan, 2003, Vezhnevets

et al., 2017, Mirhoseini et al., 2018, Paliwal et al., 2020, Zhang et al., 2021a] or

multi-agent RL [Foerster, 2018].
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Part III

Optimising the Simulator
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Chapter 6

A Framework for Generating

Custom and Reproducible

Network Traffic

Abstract

Benchmarking is commonly used in research fields, such as computer architecture

design and machine learning, as a powerful paradigm for rigorously assessing,

comparing, and developing novel technologies. However, the data centre network

(DCN) community lacks a standard open-access and reproducible traffic genera-

tion framework for benchmark workload generation. Driving factors behind this

include the proprietary nature of traffic traces, the limited detail and quantity of

open-access network-level data sets, the high cost of real world experimentation,

and the poor reproducibility and fidelity of synthetically generated traffic. This is

curtailing the community’s understanding of existing systems and hindering the

ability with which novel technologies, such as optical DCNs, can be developed,

compared, and tested.

This chapter presents TrafPy; an open-access framework for generating

both realistic and custom DCN traffic traces. TrafPy is compatible with any

simulation, emulation, or experimentation environment, and can be used for
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standardised benchmarking and for investigating the properties and limitations

of network systems such as schedulers, switches, routers, and resource managers.

We give an overview of the TrafPy traffic generation framework, and provide a

brief demonstration of its efficacy through an investigation into the sensitivity of

some canonical scheduling algorithms to varying traffic trace characteristics in

the context of optical DCNs. TrafPy is open-sourced via GitHub [Parsonson and

Zervas, 2021a] and all data associated with this manuscript via RDR [Parsonson

and Zervas, 2021b].
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Publications related to this work (contributions indented):

• Christopher W. F. Parsonson, Joshua L. Benjamin, and Georgios

Zervas, ‘Traffic generation for benchmarking data centre networks’, Optical

Switching and Networking, 2022

– Algorithms, code, experiments, paper writing, plots

• Joshua L. Benjamin, Alessandro Ottino, Christopher W. F. Parsonson,

and Georgios Zervas, ‘Traffic Tolerance of Nanosecond Scheduling on

Optical Circuit Switched Data Center Network’, OFC’22: Optical Fiber

Communications Conference and Exhibition, 2022

– Code, traffic generation

• Joshua L. Benjamin, Christopher W. F. Parsonson, and Georgios

Zervas, ‘Benchmarking Packet-Granular OCS Network Scheduling for

Data Center Traffic Traces’, Photonic Networks and Devices, 2021

– Code, traffic generation
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6.1 Introduction

A benchmark is a series of experiments performed within some standard frame-

work to measure the performance of an object. Researching data centre network

(DCN) systems and objects such as networks, resource managers, and topologies

involves understanding which types of mechanisms, principles or architectures

are generalisable, scalable and performant when deployed in real-world environ-

ments. Benchmarking is a powerful paradigm for investigating such questions,

and has proved to be a strong driving force behind innovation in a variety of

fields [Weber et al., 2019]. A famous example of a successful benchmark is the

ImageNet project [Deng et al., 2009], which has facilitated a range of significant

discoveries in the field of deep learning over the last decade.

In order to benchmark a DCN system, a traffic trace with which to load

the network is required. This presents several challenges. (1) Data related

to DCNs are often considered privacy-sensitive and proprietary to the owner,

therefore few DCN traffic traces are openly available. (2) When a real DCN

trace is made available, it is often specific to a particular DCN and possibly

not representative of current and future systems, too limited for cutting-edge

data-hungry applications such as reinforcement learning, and not sufficient for

stress-testing different loads in networks with arbitrary capacities to understand

system limitations and vulnerabilities to future workloads. (3) Even if an attempt

is made to make a real DCN available for live testing, deploying experimental

systems in such large-scale production environments is often too expensive and

time consuming. (4) Reducing or approximating DCN traffic down to small-scale

experiments is often unfruitful since many DCN application traffic patterns only

emerge at large scales.

For these reasons, most DCN researchers revert to simulating DCN traffic in

order to conduct their experiments. However, synthetic DCN traffic generation is

often plagued by numerous inadequacies. A common simplification approach is
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to assume uniform or ‘named’ (Gaussian, Pareto, log-normal, etc.) distributions

from which to sample DCN traffic characteristics. However, such distributions

often ignore fluctuations caused by the short bursty nature of real DCN traffic,

rendering the simulation unrealistically simple. Sometimes researchers will try

to implement their own unique distributions to better describe real DCN traffic,

however this brings difficulties with trying to reproduce and benchmark against

literature reports since there is no standard framework for doing so. Another

common approach is to only focus on the temporal (arrival time) dependence

of DCN traffic characteristics and assume uniform spatial (server-to-server)

dependencies. However, this fails to capture the spatial variations in server-

to-server communication which are needed to accurately mimic real traffic.

Works by Alizadeh et al. [2012, 2013] and Bai et al. [2016] introduced important

DCN systems, but the traffic generators released with their papers fall short of

addressing the issues of fidelity, reproducibility, and compatibility with generic

network architectures (see Section 6.2).

These difficulties with simulating DCN traffic have meant that no traffic

generation framework, and subsequently no universal DCN system benchmark,

has emerged as the networking research field’s tool-of-choice. The lack of a

rigorous benchmarking framework has been a major issue in DCN literature

since individual researchers have often used their own tests without adhering

to the aforementioned requirements. This has limited reproducibility, stifled

network object prototype benchmarking, and hindered training data supply

for novel machine learning systems. Without benchmarking, it is difficult to

systematically and consistently test and validate new heuristics for specific tasks

such as flow scheduling. Furthermore, without sufficient training data, state-of-

the-art machine learning models are less able to replace existing heuristics.

To address the lack of openly available traffic data sets, the aforementioned

problems with simulation, and the absence of a system benchmark, a common
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DCN traffic generation framework is needed. We introduce TrafPy: An open-

source Python API for realistic and custom DCN traffic generation for any

network under arbitrary loads, which can in turn be used for investigating

a variety of network objects such as networks, schedulers, buffer managers,

switch/route architectures, and topologies. TrafPy contributes two key novel

ideas to traffic generation, which we detail throughout this chapter:

1. Reproducibility guarantee A novel method for providing a distribution

reproducibility guarantee when generating traffic based on the Jensen-

Shannon distance metric (see Section 6.3.3).

2. Traffic generation algorithm: A novel method for efficiently creating

reproducible flow-level traffic with granular control over both spatial and

temporal characteristics (see Section 6.3.5).

In addition to the above, TrafPy also contains the following features which,

when combined with these novel aspects, make TrafPy a useful tool for benchmark

workload generation:

• Interactivity: A distribution shaping tool for rapid creation of complex

distributions which accurately mimic realistic workloads given only high-

level characteristic descriptions (see Appendix B.3).

• Compatibility: Compatibility with any simulation, emulation, or experi-

mentation environment by exporting traffic into universally compatible

file formats.

• Accessibility: Open-source code and documentation with a low barrier

to entry.
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6.2 Background & Related Work

While there is limited literature on DCN traffic generation, data sets, and

benchmarking for the reasons outlined in Section 6.1, there have been notable

works striving towards their creation.

Real workloads. There are a collection of publicly available DCN workload

traces and job computation graph data sets [Yahoo, 2015, Google, 2015, Facebook,

2014, OpenCloud, 2012, Ren et al., 2012, Eucalyptus, 2015, Pucher et al., 2015,

Wolski and Brevik, 2017, Delft, 2015, Shen et al., 2015, JSSPP, 2017, Klusáček

and Parák, 2017, Azure, 2017, Cortez et al., 2017, Alibaba, 2017, Lu et al.,

2017, LANL and TwoSigma, 2018, Amvrosiadis, 2018, Amvrosiadis et al., 2018,

NCSA, 2018, Jha et al., 2019, Jha et al., 2020]. However, almost all of these

stem from Hadoop clusters and are limited to data mining applications [Pucher

et al., 2015], therefore their use is primarily suited to application-specific testing

and evaluation rather than as a generic tool for generating arbitrary loads and

testing and designing DCN systems as TrafPy is proposed for. Additionally,

many of them lack flow-level data, which is needed to accurately benchmark

network systems.

Real workload characteristics. There is a limited body of work, primarily

from private corporations, aiming to characterise real DCN workloads without

open-accessing the underlying proprietary raw data. Benson et al. [2010a] built on

work done by Kandula et al. [2009] and Benson et al. [2010b] by characterising

DCN traffic into one of three categories; university, private enterprise, and

commercial cloud DCNs. They identified that each of these categories serviced

different applications and therefore had different traffic patterns. University

DCNs serviced applications such as database backups, distributed file system

hosting (e.g. email servers, web services for faculty portals, etc.), and multicast

video streams. Private enterprise hosted the same applications as university

DCNs but additionally serviced a significant number of custom applications and
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development test beds. Commercial cloud DCNs focused more on internet-facing

applications (e.g. search indexing, webmail, video, etc.), and intensive data

mining and MapReduce-style jobs. They also went further than prior works by

quantifying the number of hot spots and characterising the flow-level properties

of DCN traffic.

The above cloud DCN studies came almost exclusively from Microsoft, who

primarily service MapReduce-style applications. Roy et al. [2015] broke this

homogeneous view of cloud traffic by reporting the traffic characteristics of

Facebook’s DCNs, thereby introducing a fourth DCN category; social media

cloud DCNs. Social media cloud applications include generating responses

to web requests (email, messenger, etc.), MySQL database storage and cache

querying, and newsfeed assembly. This results in network traffic being more

uniform and, in contrast to Microsoft’s commercial cloud DCNs, having a much

lower proportion (12.9%) of traffic being intra-rack.

Note that the above examples did not open-access the full data sets, but rather

provided quantitative characterisations of their nature for other researchers to

inform their own traffic generators.

Traffic generators. In their seminal pFabric work, Alizadeh et al. [2013]

provided open-access traffic generation code which loosely replicated web search

and data mining DCN workloads by following a Poisson flow inter-arrival time

distribution whose arrival rate was adjusted to meet a required target load

and with a mix of small and large characteristically heavy-tailed flow sizes.

Additionally, the same authors [Alizadeh et al., 2012] released a simple generator

which used a server application to create many-to-one flow requests from 9

servers, again following a load-adjustable Poisson arrival time distribution with

80% of flows having a size of 1 kB (a single packet) and 20% being 10 MB.

As the authors noted themselves, these workloads were not intended to be

realistic, but rather were designed to demonstrate clear impact comparisons

between different DCN design schemes and the small latency-sensitive and large
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bandwidth-sensitive flows. TrafPy, on the other hand, can facilitate the shaping

of complex inter-arrival and flow size distributions with one-to-one, many-to-one,

and one-to-many non-uniform server-server distributions with ease. Furthermore,

TrafPy enables the generation of traffic with the same characteristics as Alizadeh

et al. [2013, 2012], but for any network topology with an arbitrary number of

servers and link capacities, allowing for the straightforward comparison of novel

DCN fabrics with pre-established benchmark workloads.

Similarly, Bai et al. [2016] conducted an extensive experiment into the trade-

off between throughput, latency, and weighted fair sharing in scenarios where

each switch port had multiple queues. Alongside their study they released

an open-access traffic generator which could take a configuration file as input

and generate both uniform and non-uniform server-server flow requests from

pre-defined discrete probability distributions. However, to produce traffic, users

had to manually enter numbers into a configuration file, which made the code

difficult to use. Furthermore, the generator of Bai et al. [2016] had no mechanism

for ensuring distribution reproducibility when sampling from a pre-defined

probability distribution; a feat achieved by TrafPy via the Jensen-Shannon

distance method (see Section 6.3.3).

The key objective of TrafPy is to augment DCN research projects such as

those cited above [Alizadeh et al., 2013, 2012, Bai et al., 2016]. Unlike our

work, the primary focus of such projects was not on the traffic generator itself,

but rather on using traffic generation as a means of benchmarking innovative

ideas. We posit that the fidelity, generality, reproducibility, and compatibility of

TrafPy, achieved by generating custom server-level flow traffic, would make such

works easier to conduct and to compare against as baselines in future projects.
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6.3 Method

6.3.1 Design Objectives

Designing successful network object benchmarks requires a flexible, modular,

and reproducible traffic generation framework. The framework should enable

fair comparisons between different systems whilst maintaining a rigorous experi-

mental setting. In light of the issues highlighted in Section 6.1, the following

criteria are required of such a framework:

1. Fidelity: Generate demands which represent realistic DCN traffic.

2. Generality: Generate traffic for arbitrary DCN applications and topologies.

3. Scalability: Efficiently scale to large networks.

4. Reproducibility: Reliably reproduce traffic traces to run multiple test

repeats or to reproduce other researchers’ traffic conditions.

5. Repeatability: Summarise traffic distributions such that, given just a few

parameters, other researchers can repeat the demand data set for cross-

validation and comparison.

6. Replicability: Interactively shape characteristic distributions visually to

replicate realistic data given only a plot or written description (i.e. in the

absence of raw data).

7. Compatibility: Export generated demands into universally compatible data

formats such that they can be imported into any simulation, emulation, or

experimentation test bed.

8. Comparability: Compare a set of standardised performance metrics across

different studies.
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6.3.2 TrafPy Overview

An overview of the TrafPy API user experience is given in Fig. 6.1 and further

elaborated on throughout this chapter, with Table B.1 summarising the notation

used and some API examples given in Appendix B.3. The core component of

TrafPy is the Generator, which can be used for generating custom, literature, or

standard benchmark network traffic traces. These traces can be saved in standard

formats (e.g. JSON, CSV, pickle, etc.) and imported into any script or network

simulator. Researchers can therefore design their systems and experiments

independently of TrafPy and use their own programming languages, making

TrafPy compatible with already-developed research projects and future network

objects. This also means that TrafPy can be used with any simulation, emulation,

or experimentation test bed. The Generator has an optional interactive visual

tool for shaping and reproducing distributions, therefore little to no programming

experience is required to use it to generate and save traffic data in standard

formats. As the nature of DCN traffic changes, new traffic distributions can be

generated with TrafPy and state-of-the-art benchmarks established.

Figure 6.1: TrafPy API user experience for using custom or benchmark TrafPy
parameters D′ to make flow traffic trace D with maximum Jensen-Shannon distance
threshold

√
JSD and minimum flow arrival duration tt,min for m loads {ρ1, ..., ρm}.

The generated trace D can then be used to benchmark a DCN system test object
(e.g. a scheduler) in a test bed (a simulation, emulation, or experimentation
environment) to measure the key performance indicators PKP I . The user need only
use TrafPy to generate the traffic; all other tasks can be done externally to TrafPy

in any programming language.
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Flow traffic. The flow-centric paradigm considers a single demand as a

flow, which is a task demanding some information be sent from a source node

to a destination node in the network. Flow characteristics include size (how

much information to send), arrival time (the time the flow arrives ready to be

transported through the network, as derived from the network-level inter-arrival

time which is the time between a flow’s time of arrival and its predecessor’s), and

source-destination node pair (which machine the flow is queued at and where it

is requesting to be sent). Together, these characteristics form a network-level

source-destination node pair distribution (‘how much’ (as measured by either

probability or load) each machine tends to be requested by arriving flows). When

a new flow arrives at a source and requests to be sent to a destination, it can be

stored in a buffer until completed (all information fully transferred) or, if the

buffer is full, dropped. Once dropped or completed, the flow is not re-used.

TrafPy distributions. At the heart of TrafPy are two key notions; that no

raw data should be required to produce network traffic, and that every aspect

of the API should be parameterised for reproducibility. To achieve the first,

rather than using clustering and autoregressive models to fit distributions to

data [Li, 2010, Feitelson, 2003], TrafPy provides an interactive tool for visually

shaping distributions. This way, researchers need only have either a written

(e.g. ‘the data followed a Pareto distribution with 90% of the values less than

1’) or visual description of a traffic trace’s characteristics in order to produce

it. To achieve the second, all distributions are parameterised by a handful of

parameters (termed D′; see Appendix B.2 for an example of the parameters

used in this chapter), and a third party need only see D′ in order to reproduce

the original distribution. As such, TrafPy traces are discrete distributions in the

form of hash tables, which can be sampled at run-time to generate flows. These

tables map each possible value taken by all flow characteristics to fractional

values which represent either the ‘probability of occurring’ for size and time

distributions, or the ‘fraction of the overall traffic load requested‘ for node
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distributions. This enables traffic traces to be generated from common TrafPy

benchmarks for custom network systems in a reproducible manner without

needing to reformat the original data in order to make it compatible with new

systems and topologies, as would be needed if the benchmarks were hard-coded

request data sets instead of distributions.

6.3.3 Distribution Accuracy and Reproducibility

All TrafPy distributions are summarised by a set of parameters D′. Once D′ has

been established (by e.g. the community as a benchmark or a researcher as a

custom stress-test or future workload trace), TrafPy must be able to reliably and

accurately reproduce (via sampling) the ‘original’ distribution parameterised

by D′ each time a new set of traffic data is generated. Therefore, a guarantee

that the sampled distribution will be close to the original is required to ensure

reproducibility. TrafPy utilises the Jensen-Shannon Divergence (JSD) [Rao,

1982, Lin, 1991] to quantify how distinguishable discrete probability distributions

are from one another. Given a set of n probability distributions {P1, ...,Pn}, a

corresponding set of weights {π1, ..., πn} to quantify the contribution of each

distribution’s entropy to the overall similarity metric, and the entropy H(Pi) of a

discrete distribution with m random variables Xi = {xi
1, ..., xi

m} which occur with

probability Pi = {Pi(xi
1), ...,Pi(xi

m)} where H(Xi) = −∑m
j=1 Pi(xi

j)logPi(xi
j), the

JSD between the distributions can be calculated as in Eq. 6.1. In the context of

TrafPy, the Pi distributions are the hash tables of variable value-fraction pairs

and the weights are simply set to 1.

JSDπ1,...,πn(P1, ...,Pn) = H
( n∑

i=1
πiPi

)
−

n∑
i=1

πiH(Pi) (6.1)

The square root of the Jensen-Shannon Divergence gives the Jensen-Shannon

distance [Lin, 1991], which is a metric between 0 and 1 used to describe the

similarity between distributions (0 being exactly the same, 1 being completely
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different). The TrafPy API enables users to specify their own maximum
√

JSD

threshold,
√

JSDthreshold, when sampling data from a set of original distributions

to create their own data set(s). A lower distance requires that the sampled

distributions be more similar to the original distributions. TrafPy will automati-

cally sample more demands until, by the law of large numbers, the user-specified
√

JSD threshold is met.

Fig. 6.2 shows how, for an example benchmark’s flow size and inter-arrival

time distribution, the
√

JSD between the original and the sampled distributions

changes with the number of samples (number of demands). As shown, most

characteristic parameters (mean, minimum, maximum, and standard deviation)

of the sampled distributions converge at
√

JSD ≈ 0.1; a threshold reached after

137,435 demands for the flow size distribution and 27,194 for the inter-arrival

times. The greater the number of possible random variable values and complexity

in the original distribution, the more demands which will be needed to lower

the
√

JSD. The distribution which requires the most demands to meet the
√

JSD threshold will determine the minimum number of demands needed for

the generated flow data set to accurately reproduce the original set from which

it is sampled.

6.3.4 Node Distributions

‘Node distributions’ are a mapping of how much each machine (network node)

pair tends to be requested by arriving flows, as measured by the pair’s load (flow

information arriving per unit time), to form a source-destination pair matrix.

These distributions can be defined explicitly on a per-node basis. However,

explicit mappings would result in D′ being defined for a specific topology (since

each topology might have a different number of machines and/or a different

machine labeling convention). Therefore, TrafPy node distributions can also be

implicitly defined by high-level parameters. These parameters are the fraction
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Figure 6.2: How the Jensen-Shannon distances between the original (red) and
sampled (cyan) distributions and the sampled distributions’ characteristic param-
eters (target from original distribution plotted as red dotted line) vary with the
number of demands for (a) flow size and (b) inter-arrival time. Note that the
first sub-plots of (a) and (b) are plotting the probability distribution of the flow
characteristic in question, whereas the other sub-plots are plotting various metrics
(
√

JSD, minimum value, maximum value, etc.) of the generated traffic as a function
of the number of demands (flows) generated.

of the nodes and/or node pairs which account for some proportion of the overall

traffic load and, optionally, the fraction of the traffic which is intra- vs. inter-

cluster (where ‘clusters’ are usually considered as ‘racks’ in the context of DCNs).

In this way, node distributions can be defined independently of the network

topology, enabling greater generality and the use of custom topologies with traffic

traces and benchmarks parameterised by D′, even if D′ was originally defined

for a different topology. Furthermore, this allows individual or groups of network

nodes to be set as ‘hot’, ‘cold’, or any combination of hot and cold as desired



166
Chapter 6. A Framework for Generating Custom and Reproducible Network

Traffic

by the user. Note that this formalism also enables both in-cast (many-to-one)

and out-cast (one-to-many) traffic patterns, since any node(s) can have multiple

out-cast and in-cast flow demands generated at a given point in time when

sampling from the node distribution.

6.3.5 Traffic Generation Methodology

Algorithm 3 TrafPy traffic generation process.
Input: P(Bs), P(Bt), P(Bn),

√
JSDthreshold ρtarget, ⟨nn, nc, Cc⟩, tt,min

Output: {bs, ba, bp}
Initialise: nf , {bs, bt} empty arrays

Step 1: Partially initialise nf flows {bs, ba}

while
√

JSD(P(Bs), P(bs)) ≤
√

JSDthreshold do
bs ← Sample bs from P(Bs) nf times
nf := ⌈1.1× nf ⌉

end while
while

√
JSD(P(Bt), P(bt)) ≤

√
JSDthreshold do

bt ← Sample bt from P(Bt) nf times
nf := ⌈1.1× nf ⌉

end while
nf = max({length(bs), length(bt)})
Resample so that length(bs) = length(bt) = nf

Initialise ba zero array of length nf
for i in [2, ..., nf ] do

ba
i := ba

i−1 + bt
i−1

end for

ϱ =

∑nf

i=1
bs

i

ba
nf

−ba
0
→ ρ = ϱ

nn·Cc·nc
2

→ αt = ρ
ρtarget

for i in [1, ..., nf ] do
ba

i := αt × ba
i

end for

ϱ :=

∑nf

i=1
bs

i

ba
nf

−ba
0
→ ρ := ϱ

nn·Cc·nc
2

Step 2: ‘Pack the flows’ → fully initialise nf flows {bs, ba, bp}
Initialise bp and bn from P(Bn) with n2

n − nn elements
d = ϱ · bn · (ba

nf
− ba

0 )
for i in [1, ..., nf ] do

Sort pairs in descending dp order and randomly self-shuffle equal dp pairs
First pass: Attempt dp ≈ 0∀p ∈ [1, ..., n2

n − nn]
for p in [1, ..., n2

n − nn] do
if dp − bs

i ≥ 0 then
b

p
i

= p

dp := dp − bs
i

break
end if

end for
if first pass unsuccessful then

Second pass: Ensure no link capacity exceeds Cc
2

for p in [1, ..., n2
n − nn] do

if capacity not exceeded then
b

p
i

= p

dp := dp − bs
i

break
end if

end for
end if

end for

Step 3: Ensure ba
nf
− ba

0 ≥ tt,min

if ba
nf
− ba

0 < tt,min then

β =
⌈

ba
nf

−ba
0

tt,min

⌉
{bs, ba, bp} := double({bs, ba, bp}) β times

end if
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Given the distributions of flow sizes, inter-arrival times, and node pairs

P(Bs), P(Bt), and P(Bn) of a benchmark B, TrafPy can generate traffic at a

(optionally) specified target load fraction (fraction of overall network capacity

being requested for a given time period) ρtarget ∈ [0, 1] with maximum Jensen-

Shannon distance threshold
√

JSDthreshold for an arbitrary topology T with nn

server nodes, nc channels (light paths) per communication link, and Cc capacity

per server node link channel (divided equally between the source and destination

ports such that each machine may simultaneously transmit and receive data),

forming tuple ⟨nn, nc, Cc⟩ with total network capacity per direction (maximum

information units transported per unit time) Ct = nn·Cc·nc

2 . Since load rate is

defined as information arriving per unit time, in order to generate traffic at

arbitrary loads, either the amount of information (flow sizes) or the rate of arrival

(flow inter-arrival times) must be adjusted in order to change the load rate. Since

DCNs tend to handle particular types of applications and jobs which result in

particular flow sizes, we posit that a reasonable assumption is that changing

loads are the result of changing rates of demand arrivals rather than changing

flow sizes (which remain fixed for a given application type). Therefore, if a target

load is specified, TrafPy automatically adjusts the scale of the inter-arrival time

distribution values in P(Bt) by a constant factor to meet the target load whilst

keeping the same general shape of the P(Bt) distribution that was initially input

to the generator. The following 3-step traffic generation process (summarised in

Algorithm 3) is used to achieve the above:

Step 1 (generate nf flows with size and arrival time characteristics {bs, ba}):

First, nbs flow sizes and nbt inter-arrival times are independently sampled from

P(Bs) and P(Bt) to form vectors bs and bt respectively, where nbs and nbt

are incrementally increased by a constant factor until
√

JSD(P(Bs),P(bs)) ≤
√

JSDthreshold and
√

JSD(P(Bt),P(bt)) ≤
√

JSDthreshold by the law of large

numbers. Whichever distribution needed fewer samples to meet
√

JSD ≤
√

JSDthreshold is then continually sampled such that there are nf flow sizes
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and inter-arrival times, where nf = max({nbs , nbt}). Then, bt (whose order is

arbitrary from the previous random sampling process) can be converted to an

equivalent arrival time vector ba by initialising a zero array of length nf and

setting ba
i := ba

i−1 + bt
i−1∀i ∈ [2, ..., nf ], resulting in a total time duration of

tt = ba
nf
− ba

0 over which the flows arrive. Next, the load rate ϱ is evaluated with

ϱ =
∑nf

i=1 bs
i

tt
, converted to a load fraction ρ = ϱ

Ct
, and adjusted to meet ρtarget by

multiplying the elements of bt by a constant factor αt = ρ
ρtarget

. Then, ba can be

re-initialised with the updated bt as before, and a set {bs, ba} of nf flows can

be partially initialised each with size bs and arrival time ba and an overall load

ρ = ρtarget on network T .

Step 2 (‘pack the flows’ → generate nf flows with size, arrival time, and

source-destination node pair characteristics {bs, ba, bp}): Next, to meet the

source-destination node pair load fractions specified by P(Bn), the flows are

packed into node pairs with a simple packing algorithm. First, a vector of n2
n−nn

node pairs bp (which do not include self-similar pairs) and their corresponding

load pair fractions bn are extracted from P(Bn). Next, these ‘target’ load

pair fractions bn are converted into a hash table mapping each pair p of the

[1, ..., n2
n − nn] pairs to their current ‘distance’ from their respective target total

information request magnitudes d = ϱ · bn · tt. In other words, we take the load

fractions (fraction of overall information requested) of each node pair bn and

multiply them by the total simulation load rate (information units arriving per

unit time) ϱ and the total simulation time tt to create a vector d which, when

first initialised, represents the total amount of information which is requested

by each source-destination pair across the whole simulation. The task of the

packer is therefore to assign source-destination pairs to each flow such that

dp ≈ 0∀p ∈ [1, ..., n2
n − nn]. For each sequential ith flow ∀i ∈ [1, ..., nf ], after

sorting the pairs in descending dp order (with any pairs with equal dp randomly

shuffled amongst one-another), the packer will try to ‘pack the flow’ (given its

size bs
i ) into a source-destination pair in two passes. For the first pass the packer
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loops through each sorted pth pair ∀p ∈ [1, ..., n2
n−nn] and checks that assigning

the flow to this pair would not result in dp < 0. If this condition is met, the

packer sets bp
i = p and dp := dp−bs

i before moving to the next flow. However, if

the condition is violated for all pairs, the packer moves to the second pass, where

it again loops through each sorted pair p but now, rather than ensuring dp ≥ 0,

only ensures that assigning the pair would not exceed the maximum server link’s

source/destination port capacity Cc

2 before setting bp
i = p and dp := dp − bs

i . In

other words, the first pass attempts to achieve dp ≈ 0∀p ∈ [1, ..., n2
n − nn] to try

to match P(Bn) but, failing that, the second pass ensures that no server link

load exceeds 1.0 of the link capacity. Consequently, as ρtarget approaches 1.0, so

too will the resultant packed node distribution’s server links, thereby converging

on a uniform distribution no matter what the original skewness was of P(Bn) as

shown in Fig. 6.3 and further elaborated on in Appendix B.5. Once this packing

process is complete, a set {bs, ba, bp} of nf flows each with size bs, arrival time

ba, and source-destination node pair bp, an overall load ρtarget on network T , and

a flow size, inter-arrival time, and node distribution of approximately P(Bs),

P(Bt), and P(Bn) will have been fully initialised.

Figure 6.3: Visualisation of the packed flow nodes converging on uniform distribu-
tions as the total network load approaches 1.0 regardless of how skewed the original
target node distribution is. The plotted distributions are for overall network loads
(a) 0.1, (b) 0.3, (c) 0.5, (d) 0.7, and (e) 0.9, and (f) the final demonstrably uniform

endpoint loads on each server at 0.9 overall load.
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Step 3 (ensure ba
nf
− ba

0 ≥ tt,min): The final stage of the flow generation

process is then to ensure that the flow arrival duration tt is greater than or

equal to some minimum duration tt,min (a parameter often required for test bed

measurement reliability) specified by either the user. This is done by simply

doubling the set {bs, ba, bp} of flows β = ⌈ tt

tt,min
⌉ times to make an updated set

of nf := β ·nf flows with tt ≥ tt,min and the same distribution and load statistics

as before.

6.3.6 Stipulating Traffic Generation Guidelines

Given a user- or benchmark-specified set of distribution parameters D′, TrafPy

generates traffic trace D. As such, whenever using TrafPy to generate D, D′

should always be reported to help others reproduce the same trace (as done in

Table B.2 of Appendix B.2 for this chapter). For the same reason, all traffic

traces D generated from D′ should have a maximum
√

JSDthreshold of 0.1 as

outlined in Section 6.3.3. Enough demands should be generated so as to have a

last demand arrival time tt larger than the time needed to complete the largest

demands in the user-defined network T under the test conditions used; not doing

so would result in all large flows being dropped regardless of what decisions

were made. This would unfairly punish systems optimised for large demands,

since such systems would allocate network resources to requests which ultimately

could never be completed during the experiment. TrafPy conveniently generates

and saves traffic data sets in a range of formats including JSON, CSV, and

pickle. Therefore if desired, users may generate traffic in TrafPy and then use

their own custom test bed and analysis scripts written in any programming

language thereafter by simply importing the TrafPy-generated traffic. For result

reliability, each trace D should be generated R times from D′ and used to test

the network object, where R should be sufficiently large enough so as to have a

satisfactory confidence interval (which might vary between projects but should
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be reported regardless).

6.4 Experimental Setup

Here we conduct a brief experiment into the sensitivity of four schedulers to

different traffic traces. Specifically, we look at shortest remaining processing

time (SRPT) [Cai et al., 2016, Alizadeh et al., 2013, Hong et al., 2012], fair share

(FS) [Cai et al., 2016], first fit (FF) [Al-Fares et al., 2010], and random DCN

flow scheduling. We note that while TrafPy can be used to rigorously investigate

and understand different scheduling systems and topologies, the purpose of the

experiments ran here is to illustrate how TrafPy can be used to benchmark

systems. A deep analysis and investigation of the scheduling algorithms, topolo-

gies, and other state-of-the-art systems beyond those considered here is left for

further work.

Figure 6.4: 2-layer spine-leaf topology used with 64 end point (server) nodes, 10
Gbps server-to-ToR links, and 80 Gbps ToR-to-core links (1:1 subscription ratio,

640 Gbps total network capacity).

6.4.1 Network

All experiments assume an optical TDM-based circuit switched network architec-

ture with a 64-server folded clos (spine-leaf) topology made up of 2 core switches,
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4 top-of-the-rack (ToR) switches, and 64 servers (16 servers per rack) with bidi-

rectional links, as shown in Fig. 6.4. The server-to-rack and ToR-to-core links

each have one channel with 10 Gbps and 80 Gbps capacity respectively, leading

to a 1:1 subscription ratio and a total network capacity of 640 Gbps (320 Gbps

bisection bandwidth). Flows are mapped to TDM circuits, and we assume ideal

server-level time multiplexing of the flows’ packets such that the bandwidth of

each channel can be fully utilised. The core switch performs link/fiber switching.

There are various ways to perform packet/TDM aggregation of flows at the

server and to realise such networks, but neither are the focus of this work.

6.4.2 Traffic Traces

We use TrafPy to generate two categories of traffic with which to investigate our

schedulers; DCN traces based on real-world application data, and custom skewed

node and rack data for testing system performance under extreme conditions.

We use a maximum
√

JSDthreshold of 0.1, setting tt,min =3.2e5 µs (≈10 times

larger than the time taken to complete the largest ≈20e6 B flow amongst our

benchmarks), and generating traffic of loads 0.1-0.9 for each data set. We

generate each set R = 5 times to run five repeats of our experiments and

therefore ensure reliability. All TrafPy parameters D′ used to generate the traffic

are reported in Table B.2 of Appendix B.2 for reproducibility.

‘Realistic’ DCN traces. Four types of Data Centers and their network flow

demand distributions are explored; University [Benson et al., 2010a], Private

Enterprise [Benson et al., 2011], Commercial Cloud [Kandula et al., 2009],

and Social Media Cloud [Roy et al., 2015]. Each DCN type services different

applications and therefore has a different traffic pattern. Using TrafPy, flow

distributions for each of these categories were generated to established a set of

open-source traffic traces for the DCN benchmark. The tuned TrafPy parameters

D′ of each flow characteristic have been summarised in Table B.2. The resultant
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distributions are shown in Fig. 6.5, and the subsequent quantitative summary

of each distribution’s characteristics is given in Table B.3 of Appendix B.2.

Figure 6.5: TrafPy distribution plots for the DCN benchmark containing the (a)
University [Benson et al., 2010a], (b) Private Enterprise [Benson et al., 2011], (c)
Commercial Cloud [Kandula et al., 2009], and (d) Social Media Cloud [Roy et al.,
2015] data sets. Each plot contains (i) the end point node load distribution matrix

and (ii) the flow size and inter-arrival time histogram and CDF distributions.

‘Extreme’ skewed node and rack sensitivity traces. We generated two

additional traces; the skewed nodes sensitivity benchmark and the rack sensitivity

benchmark. These were not based on realistic data, but rather designed to

test and better understand our systems under extreme conditions. Both use

the same flow size and inter-arrival time distributions as the commercial cloud

data set in Fig. 6.5, however the node distribution is adjusted. Specifically, the

skewed nodes benchmark is made up of five sets with uniform, 5%, 10%, 20%,

and 40% of the server nodes being ‘skewed’ by accounting for 55% of the total

overall traffic load, named skewed_nodes_sensitivity_uniform, 0.05, 0.1, 0.2,

and 0.4 respectively (see Appendix B.5 for further justification and analysis

of these values). Similarly, the rack distribution benchmark is made up of 5

sets with uniform, 20%, 40% , 60%, and 80% of the traffic being intra-rack

(and the rest inter-rack) named rack_sensitivity_uniform, 0.2, 0.4, 0.6, and 0.8

respectively. Therefore, these distributions allow for investigations into DCN
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system sensitivity to i) the number of skewed nodes and ii) the ratio of intra- vs.

inter-rack traffic. They have been plotted in Fig. 6.6.

Figure 6.6: TrafPy node distribution plots for the skewed nodes sensitivity
benchmark with (a) uniform, (b) 5%, (c) 10%, (d) 20%, and (e) 40% of nodes
accounting for 55% of the overall traffic load, and for the rack sensitivity benchmark
with (f) uniform, (g) 20%, (h) 40%, (i) 60%, and (j) 80% traffic being intra-rack

and the rest inter-rack.

6.4.3 Simulation Details

We use a time-driven simulator where scheduling decisions are made at fixed

intervals. The time between decisions is the ‘slot size’; smaller slot sizes result

in greater scheduling decision and measurement metric granularity, but at the

cost of longer simulation times and the need for scheduler and switch hardware

optimisation [Benjamin, 2020, Parsonson et al., 2020, Gerard et al., 2020a, 2021,

Benjamin et al., 2021]. We use a slot size of 1 ms. We assume perfect packet

time-multiplexing whereby the scheduler is allowed to schedule as many flow

packets for the next time slot as the channel bandwidth of its rate-limiting link

in its chosen path will allow. We run 9 simulations (loads 0.1-0.9) for each

benchmark data set, terminating the simulation when the last demand arrives

at t = tt (which is ≥ tt,min =3.2e5 µs). We set the warm-up time as being

10% of the simulation time tt before which no collected data contribute to the

final performance metrics. Similarly, since the simulation is terminated at tt,

we exclude any cool-down period from measurement. For each experiment, we

then record: (1) mean flow completion time (FCT); (2) 99th percentile (p99)
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FCT; (3) maximum (max) FCT; (4) absolute throughput (total number of

information units transported per unit time); (5) relative throughput (fraction

of arrived information successfully transported); and (6) fraction of arrived flows

accepted. We report each of these metrics’ mean across the R = 5 runs and

their corresponding 95% confidence intervals.

6.5 Results & Discussion

To begin the investigation into the sensitivity of different schedulers, we first

input TrafPy-generated traffic with heavily skewed nodes and racks (see Section

6.4.2) into our simulator to understand how the four schedulers considered behave

at the extremes. We then test the same schedulers under traces for different

DCN types to see how the results from the ‘extreme’ condition investigation

translate into more realistic scenarios. For brevity, we provide the full results in

Appendix B.6 and a summary in this section.

Extreme rack conditions. As shown in Table B.17, as the rack distribution

becomes heavily skewed to intra-rack, the completion time metrics of FS become

increasingly superior to SRPT. This suggests that real DCNs which have heavy

intra-rack traffic (e.g. social media cloud DCNs) would benefit from deploying

pure FS scheduling policies, at least at higher loads, whereas DCNs with heavy

inter-rack traffic (e.g. university DCNs) would benefit from deploying FS at

medium loads and SRPT at low and high loads.

In terms of throughput and demands accepted, FF is competitive with SRPT

and FS at low intra-rack traffic levels, but as the DCN becomes more heavily

intra-rack (e.g. social media cloud DCNs), SRPT and FS are preferable, with

FS achieving the best performances at higher loads. Again, a preferable strategy

would likely be to utilise SRPT strategies at low loads before switching to FS at

loads about 0.3 to 0.5 (depending on the level of intra-rack traffic).
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Extreme node conditions. As shown in Table B.18, at the two extremes

of heavily skewed and uniform traffic, scheduler completion time performances

are similar in that SRPT outperforms FS at low and high loads, but FS performs

well at medium loads. However, in between these two extremes (around 40% of

nodes requesting 55% of overall traffic), there is a point where FS becomes the

dominant scheduler in terms of completion time.

In terms of throughput and demands accepted, under heavily skewed condi-

tions (5% nodes requesting 55% of traffic), FF and/or Rand beat SRPT and

FS across all 0.1-0.9 loads in terms of throughput and fraction of information

accepted. This suggests that FF and SRPT are strained under high skews with

respect to these two metrics. However, as observed with the uniform distribution,

this comes at the cost of the fraction of arrived flows accepted, where SRPT

and FS outperform FF and Rand across all loads. As the proportion of nodes

requesting 55% of traffic is increased to 10%, 20%, and 40%, relative scheduler

performances converge to those seen with the uniform distribution, with FS and

SRPT being mostly dominant except at high 0.8 and 0.9 loads, where FF often

has the better throughput and fraction of information accepted.

Realistic conditions. Table B.19 summarises the results for the four

schedulers on each of the four ‘realistic’ DCN benchmarks considered. As shown,

the SRPT scheduler tends to achieve the best completion time metrics when

loads are low (≤ 0.7) and where traffic is primarily inter-rack (the University

and Private Enterprise DCNs). This is to be expected, since a policy which

prioritises completion of the smallest flows as soon as possible will keep its

completion time averages low. However, as traffic reaches higher loads (> 0.7),

the fair share policy achieves the best completion time metrics. This indicates

that networks would benefit from scheduling policies which can dynamically

adapt to changing traffic loads. Moreover, for networks with characteristically

intra-rack traffic (the Commercial Cloud and Social Media Cloud DCNs), the

fair share policy attains the best completion time and throughput metrics. These
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results therefore validate the predictions made by the rack distribution sensitivity

analysis study; namely that completion time metrics in real DCN traces with

heavily intra-rack (e.g. Commercial Cloud and Social Media Cloud) traffic

benefit from FS scheduling strategies. On the other hand, at least for low loads,

low intra-rack DCN traces (e.g. University and Private Enterprise) benefit from

SRPT scheduling strategies.

These results suggest that not only should scheduling policies be adapted

to changing traffic loads, but also to changing characteristics such as the level

of inter- vs. intra-rack communication. Note that, as expected, the fair share

policy provides the best worst-case completion time (max FCT), the greatest

network utilisation (throughput), and the strongest service guarantee (number

of flow requests satisfied) across most loads and DCN types.

6.6 Conclusions, Limitations, & Further Work

In conclusion, we have introduced TrafPy; an API for generating custom and

realistic DCN traffic and a standardised protocol for benchmarking DCN systems

which is compatible with any simulation, emulation, or experimentation test bed.

These systems can be any combination of networked devices or methods such as

schedulers, switches, routers, admission control policies, management protocols,

topologies, buffering methods, and so on. TrafPy has been developed with a

focus on having a high level of fidelity, generality, scalability, reproducability,

repeatability, replicability, compatbility, and comparability in the context of DCN

research, which in turn will aid in accelerating innovation.

We have demonstrated the efficacy of TrafPy by briefly investigating the

sensitivity of four canonical schedulers to varying traffic loads and characteristics.

The scheduler performances were heavily dependent on the level of intra-rack

traffic and overall network load. We found that SRPT was generally the dominant

scheduler for low intra-rack traffic (particularly at low loads), but that FS became
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superior across all loads at high intra-rack levels. These insights were then found

to translate into realistic DCN traces, with low intra-rack users such as University

and Private Enterprise DCNs benefiting from SRPT policies at low and medium

loads and high intra-rack traces such as Commercial Cloud and Social Media

Cloud being more suited to FS strategies. This shows that there is no ‘one size

fits all’ strategy for scheduling different types of DCNs, and that there would be

great value in the development of traffic-informed and dynamic DCN systems.

With its standardised traffic generation and benchmark protocol, TrafPy is an

ideal tool for developing such systems via the benchmark paradigm described

throughout this chapter.

The space of potential research areas from this work is vast. We hope presently

unforeseeable avenues will be pursued with the support of TrafPy’s standardised

traffic generation and rigorous benchmarking framework. For example, based on

the preliminary results of scheduler sensitivity to varying load conditions and

traffic trace characteristics, we expect new scheduling heuristics and learning

algorithms to be developed which can dynamically adapt to network traffic states

and outperform literature baselines in open-source TrafPy benchmarks. The 2.5

TB of open-access simulation data from this chapter enable some interesting

offline reinforcement learning opportunities.

With regards to how future research might enhance TrafPy itself, here we

outline some of the limitations of this chapter and interesting avenues of further

work.

More benchmark traffic traces. TrafPy has been built to enable users to

easily establish and share new benchmark traffic traces. Therefore, in addition to

the initial benchmark traffic distributions introduced in this chapter, future works

could develop new benchmarks. These might consider modelling proprietary

traffic traces which cannot be open sourced directly but which can be legally

synthetically mimicked. Alternatively, they could be presently unrealistic traces

designed to test systems under extreme conditions or to model systems in
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environments which are expected to exist in the future.

Automatic characterisation & imitation of real data. Although

TrafPy can generate traces without any raw data given whatever characteristic

distributions the user provides, it would be useful to be able to input real data

(e.g. [Bai et al., 2016]) and have TrafPy automatically characterise the traffic in

order to generate realistic data. An interesting extension to this would be to

build a tool that learns to generate synthetic data from a limited sample of real

data, possibly with the use of generative ML.

Expansion to the job-centric traffic paradigm. In this chapter, we

have considered the flow-centric traffic paradigms where DCN demands are

considered as network flows. However, as discussed in Appendix B.7, in practice

network flows arise from jobs being submitted to the DCN. A useful project

would therefore be to extend TrafPy’s functionality to generate DCN jobs from

which flow traffic would arise. This would not only more accurately mimic

real DCN job tasks, but also bridge the gap between the computer science

and networking communities, which usually consider the job- and flow-centric

paradigms in isolation.

Establishing TrafPy-powered leaderboards. The flourishing of AI over

the last decade can be attributed to the winner of the 2012 ImageNet competition.

Without ImageNet, it would have been difficult to demonstrate the primary of

neural networks trained on GPUs at real world tasks such as image classification.

Benchmarking with leaderboards which compare and evaluate systems on the

same task under strict constraints can lead to the highly effective research and

development of novel systems. Therefore, a useful project would be to use TrafPy

to establish open-access and rigorous benchmarking leaderboards, similar to

ImageNet, which evaluate systems such as flow schedulers on particular tasks.

Beyond data centre traffic. The version of TrafPy propsed here has been

specifically designed for generating DCN traffic. However, there is no reason

why TrafPy should be restricted in this way. Fundamentally, all traffic in any
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network, from long-haul core networks to road transportation networks, can be

modelled by flows which have a source, destination, arrival time, and some ‘cost’

of transport (size, time, fuel, and so on). Future works might therefore work on

generalising the language and front-end interface of TrafPy to be generic to any

form of network traffic generation.
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Chapter 7

Accelerating Traffic Matrix

Generation at Scale

Abstract

This chapter proposes a new algorithm for generating custom network traffic

matrices which achieves 13×, 38×, and 70× faster generation times than the

algorithm originally proposed for TrafPy traffic generation on networks with 64,

256, and 1024 nodes respectively.
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Publications related to this work (contributions indented):

• Christopher W. F. Parsonson, Joshua L. Benjamin, and Georgios

Zervas, ‘A Vectorised Packing Algorithm for Efficient Generation of Custom

Traffic Matrices’, OFC’23: Optical Fiber Communications Conference and

Exhibition, 2023

– Algorithm, code, experiments, paper writing, plots
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7.1 Introduction

Data centres have become critical tools for modern computational tasks. To

meet the ever-increasing demands of data centres, recent years have seen a

growth in the research and development of next-generation data centre optical

systems [Khani et al., 2021]. However, most researchers rely on simulations,

which require the generation of synthetic traffic. In doing so, they often make

overly simplistic assumptions about the characteristics of their generated traffic

and develop systems which, in practice, perform poorly under real-world condi-

tions [Parsonson et al., 2022]. Furthermore, many works omit open-accessing

their synthetic traffic or even the methodology used to generate it, bringing

problems with reproducibility, benchmarking, and cross-validation. The lack

of a reproducible and high-fidelity synthetic traffic generation tool has been a

long-standing problem in the data centre research community.

Prior works [Alizadeh et al., 2013, Bai et al., 2016] have released traffic

generators, but these were either intended to be unrealistic, were for specific

network topologies, required the cumbersome use of inflexible configuration files,

or lacked a reproducibility guarantee. To address this, Chapter 6 presented

TrafPy; an open source tool for generating reproducible data centre traffic

with custom distributions and characteristics [Parsonson et al., 2022]. However,

Chapter 6 only demonstrated traffic generation for 64 network nodes; far smaller

than the O(1000) node data centres which are becoming increasingly common

place.

In this chapter, we first show that the original flow source-destination assign-

ment algorithm (‘packing’, see Section 7.2) presented in Chapter 6 is a major

bottleneck when generating traffic with TrafPy because its time complexity

scales poorly with the number of data centre nodes |N | for which |F | flows are

being generated. This prevents the generation of traffic for large networks. Next,

we propose a novel vectorised packing algorithm which fits in with the rest of the
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TrafPy traffic generation framework. Finally, we demonstrate the new vectorised

packer achieving 13×, 38×, and 70× faster generation times than originally

reported in Chapter 6 on networks with 64, 256, and 1024 nodes respectively

with up to ≈ 5M traffic flows, with the speed-up factor increasing with the

network size. We expect this work to unlock a new realm of data centre research

at scale and to further facilitate the development of next-generation systems

and common platforms for benchmarking networks. We note that while here we

focus on generating traffic for optical data centres, the same traffic generation

scheme and vectorised packing algorithm could be re-purposed and applied to

any network system.

7.2 Custom Traffic Matrix Generation

Problem statement. Data centre traffic is made up of flows. A flow f is fully

described by its size f s (how much information to send), arrival time fa (when

the flow requests to be transported through the data centre, thus giving rise to

the inter-arrival time in a dynamic multi-flow setting), and source-destination

pair fp (which machines in the data centre the flow is requesting to be sent

between). In the framework presented in Chapter 6, traffic generation is split

into two stages. In the first stage (‘shaping and sampling’), custom flow size and

inter-arrival time distributions are generated and sampled to attain a set of sizes

bs and arrival times ba for f ∈ F flows which match the target distributions

within some Jensen-Shannon distance (JSD) threshold1. In the second stage

(‘packing’), given bs and ba, the task is to assign each flow f ∈ F to a source-

destination pair such that some target node distribution (a.k.a. traffic matrix

heat map) PN with nodes n ∈ N and corresponding source-destination node

pairs p ∈ P is realised as closely as possible without exceeding the load capacity
1The JSD ∈ [0, 1] is a measure of how similar two distributions are to one another (lower is

more similar), and the JSD ‘threshold’ as defined in Chapter 6 is a constraint on how similar
the generated traffic characteristics must be to the target distributions.
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limitations of any node. Chapter 6 formulates this task by extracting the fraction

of the overall load requested by each pair p ∈ P into an array, multiplying each

element by the overall data centre’s target load rate to get the per-pair target

load rate, and then again multiplying each element by the simulation duration

(the time between the first and last flows’ arrivals) to get the total amount of

information to load onto each pair, bp,I
target, needed in order to achieve the desired

target node distribution PN . The packing task is therefore reduced to finding

the source-destination node pair assignments for each flow f ∈ F such that the

difference between the actual and the target per-pair total information loads,

bp,I
target − bp,I

actual, is 0 or, where this is not possible given any incompatibility

between the target node distribution PN and the overall data centre load rate,

to match PN as closely as possible (see Chapter 6 for further details).

As shown in Fig. 7.1a, as |N | is increased, stage two (packing) becomes a

major bottleneck, taking ≈1 000 000 times longer than stage one for |N | =1024.

Therefore, in this chapter we focus on optimising stage two.

Figure 7.1: i) (a) The time for stages one (shaping and sampling) and two
(packing) when generating flows with the original packing algorithm. ii) The
packing (b) time and (c) Jensen-Shannon distance between the target and the
generated node distributions for the original and vectorised packing algorithms
when generating traffic for networks with different numbers of nodes. (a) shows that
the original packing algorithm is the major traffic generation bottleneck of Chapter
6. (b) shows that as the number of network nodes is increased, the vectorised
packer’s speed-up factor over the original algorithm increases. (c) shows that both
algorithms achieve the exact same resultant node distribution. Note that the
original algorithm’s time results for |N | = 1024 are extrapolations since it would

have taken ≈ 200 days to run the packer.

Original packing algorithm. The original packing algorithm presented

in Chapter 6 works by sequentially iterating through the set of flows and, for
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each flow, conducting two passes through the candidate source-destination pairs.

In the first pass, the packer attempts to match the target node distribution

by looping through all pairs, sorted in descending order of the total size of

flow information previously assigned, to find a pair which has not yet met its

target information load given the target node distribution and total flow arrival

duration provided. Failing to find such a node pair, the packer moves to the

second pass, whereby it again loops through each sorted pair but now in search

of a source-destination combination which, if allocated the flow in question,

would not exceed either the source’s or the destination’s maximum load capacity

given any prior flow allocations.

Algorithm 4 Vectorised packing algorithm pseudocode.
Input: F , P , bp,I

target

Output: bp,I
actual

Initialise: bp,I
actual

= 0(|P |), bp,c = node capacity
2 (|P |)

for f in F do

bp,m =where(bp,c − fs < 0, 0, 1) // Generate boolean mask

bp,I,m
target = bp,I

target[bp,m], bp,I,m
actual

= bp,I
actual

[bp,m] // Mask invalid pairs

pmax = argmax(2 · bp,I,m
target − bp.I,m

actual
) // Get furthest pairs

pchosen = random_choice(pmax) // Randomly choose pair

update_trackers(f, pchosen) // Assign flow to pair

end for

Vectorised packing algorithm. We negate the need for separate first and

second passes and for nested pair for loops by using vector array operations.

We begin by initialising the per-pair remaining capacity vector as the maximum

port capacity (half the per-node capacity, since it is split between the source

and destination ports) bp,c. We then sequentially iterate through f ∈ F and,

for each flow f , we generate a boolean vector pairs mask bp,m which masks out

any pair indices i ∈ [0, ..., |P |] which would exceed their load capacity were they

to be allocated the flow in question:
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bp,m
i =


0 if bp,c

i − f s < 0

1, otherwise
(7.1)

We then apply this pairs mask to filter out any invalid pairs, thus ensuring

that any pair chosen from here on would meet the requirements of the second

pass of the generation methodology in Chapter 6 and also reducing the time

complexity of the argmax operation below in Eq. 7.2 (since the number of

candidate pairs is now reduced). Next, we take the masked candidate pairs’

current distances from the target information loads, bp,I,m
target − bp,I,m

actual, shift them

by bp,I,m
target in order to retain any skewness in PN for as long as possible given the

overall data centre load specified, and find the pairs in this masked subset which

are furthest from their target information loads, pmax:

pmax = argmax
(

2 · bp,I,m
target − bp,I,m

actual

)
(7.2)

In order to avoid any bias towards smaller pair indices and create the fade

phenomenon in the resultant traffic heat map (see Section 6.3.5), we randomly

choose a pair pchosen ∈ pmax to which to allocate the flow f , thus meeting the

requirements of the first pass of Chapter 6. Finally, we update the current total

information vector’s element for the chosen pair, bpchosen,I
actual , and the remaining

capacity vector elements bp,c for any pairs p ∈ P which share either a source

or a destination with pchosen. The pseudocode for this vectorised packer is

summarised in Algorithm 4.

7.3 Experimental Setup

TrafPy enables the production of custom traffic distributions through the control

of a handful of parameters. These include the flow size and inter-arrival time

distribution parameters, the node distribution’s inter- vs. intra-rack and skew
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Figure 7.2: Custom traffic matrix distributions generated with 8, 16, 32, 64,
128, 256, 512, and 1024 nodes, where the colour of each source-destination pair

corresponds to the fraction of the overall network load it requests.

node fractions, and the overall network load. To measure the packing times

for the original and vectorised packing algorithms, we generated an assortment

of custom traffic patterns typical for a ‘university’ data centre2 as detailed in

Chapter 6 for networks with 4 racks and |N | = {8, 16, 32, 64, 128, 256, 512, 1024}

nodes (see Fig. 7.2). We assumed an optical data centre network with with

an overall network load rate of 50%. For each traffic matrix, we generated

|F | = 5 · |N |2 flows to ensure non-sparse packing. Each packing algorithm was

ran on a shared cluster with an Intel Xeon ES-2660 CPU across 4 seeds to ensure

reliable packing times given the variance in use of the shared cluster, with the

95% confidence interval bands plotted for any metrics recorded.

7.4 Results & Discussion

Fig. 7.1b shows the packing times taken by the original and the vectorised

packers when generating the distributions shown in Fig. 7.2. The vectorised

packer achieved a ≈ 38× speed-up over the original packer on the |N | = 264
2University data centres service applications such as database backups, distributed file

system hosting, and multicast video streaming, with ≈ 70% of traffic being inter-rack and
≈ 20% of nodes requesting ≈ 55% of the traffic load.
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traffic matrix and ≈ 70× on the |N | =1024 matrix. Although the vectorised

algorithm was slightly slower than the original packer on the smallest |N | = 8

network due to performing a where vector operation on all pairs, the absolute

generation time was still O(s) and this additional overhead quickly becomes

negligible across |N | > 8 networks.

To verify that our proposed vectorised packing algorithm was generating the

same node distributions as the original packer used in Chapter 6, we measured

the JSD between the target and the generated node distributions for each

algorithm (see Fig. 7.1c). As expected, both packers deterministically reach the

same solution, but the Jensen-Shannon distance will not be exactly 0 for either

due to the incompatibility between the 50% network load and the skewed target

distribution (see Chapter 6 for more details).

7.5 Conclusions, Limitations, & Further Work

In conclusion, we have proposed a flow source-destination pair assignment

algorithm which makes novel use of vector array operations to achieve orders

of magnitude faster traffic generation times than the original algorithm used

in Chapter 6 when generating custom traffic matrices. This work significantly

improves the utility of an open source traffic generation framework in order

to aid the production of high-fidelity traffic patterns and to test and develop

network systems at scale. Here we outline the limitations of this chapter and

areas of further work.

GPU implementation. The fundamental insight of this chapter is that

the traffic generation task can be framed as a series of tensor operations. GPUs

are particularly good at parallelising tensor operations, therefore implementing

the algorithm proposed in this chapter on a GPU would likely improve the

traffic generation speed by several factors and enable additional scalability. This
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might enable traffic generation for networks with > O(104) nodes without any

adjustment needed to the generation algorithm.

Analysing network system scalability. With the ability to generate traf-

fic for O(103) node networks, an interesting project would be to take previously

proposed network systems, such as the scheduler of Benjamin et al. [2021], and

see whether the reported performance can be retained at scale.
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Chapter 8

Afterword: Conclusions,

Limitations, & Further Work

This thesis has motivated, proposed, and investigated a number of challenges

facing the realisation of next-generation computer networks, with a particular

focus on AI-driven optical solutions. These included AI methods to switch

all-optical SOA switches on the sub-ns timescales required for a practical optical

data centre, establishing a new switch speed record in Chapter 3. The thesis

also proposed how key optical cluster resource management challenges, such

as how much to partition computational jobs in Chapter 5, can be addressed

automatically by AI methods which learn to optimise key user-defined perfor-

mance criteria. Moreover, consideration was given as to how to solve generic

NP-hard discrete optimisation problems such as those found in all manner of

orchestration and physical layer computer network components by proposing a

new RL-based branching algorithm which achieved state-of-the-art results in

Chapter 4. Chapters 6 and 7 are the first to propose a general traffic generation

framework for standardising DCN system testing and benchmarking, which will

help future researchers to output reproducible, cross-validated, and performant

novel ideas.

While this is good progress, there are many outstanding challenges which

remain, and specific areas for further work have been outlined at the end of each

chapter. An overarching theme of further work is to implement the ideas proposed
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in this thesis in a practical laboratory setting. With a real implementation of

an OCS network using the AI-driven SOA switching methodology of Chapter

3 and the resource management schemes proposed in Chapters 4 and 5, the

practical efficacy with which the network could process information could be

evaluated using the TrafPy-generated traffic of Chapters 6 and 7. Once verified

with TrafPy, a small optical HPC architecture, such as RAMP [Ottino et al.,

2022] from Chapter 5, could be implemented and augmented with the methods

proposed in this thesis, and a real DNN model could be trained to demonstrate

the practical benefits of an AI-driven OCS computer network.

Furthermore, this thesis has not comprehensively evaluated the robustness

and resilience of the proposed AI methods to different scenarios in the real world.

Methods which formally verify neural network performance [Tjeng et al., 2017,

Albarghouthi, 2021] would be an interesting research direction.

Moreover, computer network practitioners may be reluctant to adopt new

AI methods whose policies they do not fully understand. Further model inter-

pretability research [Rudin et al., 2021] may be crucial for adoption.

These additional investigations will undoubtedly present formidable chal-

lenges. However, they will also offer the potential to realise computer network

systems with dramatically improved processing power and, ultimately, unleash

the next generation of big data jobs, from AI and genome sequencing to the

internet of things and large-scale data science.
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Appendix A

Solving NP-Hard Discrete

Optimisation Problems

A.1 RL Training

A.1.1 Training Parameters

The RL training hyperparameters are summarised in Table A.1. We used n-step

DQN [Sutton, 1988, Mnih et al., 2013] with prioritised experience replay [Schaul

et al., 2016], with overviews of each of these approaches provided in Section

2.12. For exploration, we followed an ϵ-stochastic policy (ϵ ∈ [0, 1]) whereby the

probabilities for action selection were ϵ for a random action and 1 − ϵ for an

action sampled from the softmax probability distribution over the Q-values of

the branching candidates. We also found it helpful for learning stability to clip

the gradients of our network before applying parameter updates.

A.1.2 Training Time and Convergence

To train our RL agent, we had a compute budget limited to one A100 GPU

which was shared by other researchers from different groups. This resulted in

highly variable training times. On average, one epoch on the large 500×1000 set

covering instances took roughly 0.42 seconds (which includes the time to act in

the B&B environment to collect and save the experience transitions, sample from
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Training Parameter Value
Batch size 64 (128)
Actor steps per learner update 5 (10)
Learning rate 5e−5
Discount factor 0.99
Optimiser Adam
Buffer size |M|init 20e3
Buffer size |M|capacity 100e3
Prioritised experience replay βinit 0.4
Prioritised experience replay βfinal 1.0
βinit −→ βfinal learner steps 5e3
Prioritised experience replay α 0.6
Minimum experience priority 1e−3
Soft target network update τsoft 1e−4
Gradient clip value 10
n-step DQN n 3
Exploration probability ϵ 2.5e−2

Table A.1: Training parameters used for training the RL agent. All parameters
were kept the same across CO instances except for the large 500× 1000 set covering
instances, which we used a larger batch size and actor steps per learner update

(specified in brackets).

the buffer, make online vs. target network predictions, update the network, etc.).

Therefore training for 200k epochs (roughly the amount needed to converge on

a strong policy within ≈ 20% of the imitation agent) took 5-6 days.

As shown in Fig. A.1, when we left our retro branching agent to train for

≈ 13 days (≈ 500k epochs), although most performance gains had been made in

the first ≈ 200k epochs, the agent never stopped improving (the last improved

checkpoint was at 485k epochs). A potentially promising next step might

therefore be to increase the compute budget of our experiments by distributing

retro branching across multiple GPUs and CPUs and see whether or not the

agent does eventually match or exceed the 500× 1000 set covering performance

of the IL agent after enough epochs.
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Figure A.1: Validation curve for the retro branching agent on the 500× 1000 set
covering test instances. Although most performance gains were made in the first
≈ 200k epochs, the agent did not stop improving, with the last recorded checkpoint

improvement at 485k epochs.

A.2 Neural Network

A.2.1 Architecture

We used the same GCN architecture as Gasse et al. 2019 to parameterise our

DQN value function with some minor modifications which we found to be

helpful. Firstly, we replaced the ReLU activations with Leaky ReLUs which

we inverted in the final readout layer in order to predict the negative Q-values

of our MDP. Secondly, we initialised our linear layer weights and biases with

a normal distribution (µ = 0, σ = 0.01) and all-zeros respectively, and our

layer normalisation weights and biases with all-ones and all-zeros respectively.

Thirdly, we removed a network forward pass in the bipartite graph convolution

message passing operation which we found to be unhelpfully computationally

expensive. For clarity, Fig. A.2 shows the high-level overview of the neural

network architecture. For a full analysis of the benefit of using GCNs for learning

to branch, refer to Gasse et al. 2019.
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Figure A.2: Neural network architecture used to parameterise the Q-value function
for our ML agents, taking in a bipartite graph representation of the MILP and

outputting the predicted Q-values for each variable in the MILP.

A.2.2 Inference & Solving Times

The key performance criterion to optimise for any branching method is the

reduction of the overall B&B solving time. However, accurate and precise solving

time and primal-dual integral over time comparisons are difficult because they

are hardware-dependent. This is particularly problematic in research settings

where CPU/GPU resources are often shared between multiple researchers and

therefore hardware performance (and consequently solving time) significantly

varies. Consequently, as in other works Khalil et al. [2016], ?], Etheve et al.

[2020], we presented and optimised for the number of B&B tree nodes as this is

hardware-independent and, in the context of prior work, can be used to infer

the solving time.

Specifically, we use the same GCN-based architecture of Gasse et al. 2019

for all ML branchers, thus all ML approaches have the same per-step inference

cost. Therefore the relative difference in the number of tree nodes is exactly

the relative wall-clock times on equal hardware. When the per-step inference

process is different (as for our non-ML baselines, such as SB), the number of

tree nodes is not an adequate proxy for solving time. However, Gasse et al.

2019 have already demonstrated that the GCN-based branching policies of IL

outperform the solving time of other branchers such as SB. As this ML speed-

up has already been established, in this chapter we focus on improving the

per-step ML decision quality using RL rather than further optimising network
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architecture, or otherwise, for speed, which we leave to further work.

However, empirical solving times are of interest to the broader optimisation

community. Therefore, Table A.2 provides a summary of the solving times of

the branching agents on the large 500× 1000 set covering instances under the

assumption that they were ran on the same hardware as Gasse et al. 2019.

Method Solving time (s)
SB 33.5
IL 2.1
Retro 2.5
FMSTS-DFS 12.2
FMSTS 7.6
Original 35.8

Table A.2: Inferred mean solving times of the branching agents on the large
500× 1000 set covering instances under the assumption that they were ran on the

same hardware as Gasse et al. 2019.

A.3 Data Set Size Analysis

As described in Section 4.5, we used 100 MILP instances unseen during training

to evaluate the performance of each branching agent. This is in line with prior

works such as Khalil et al. 2016 who used 84 instances and Gasse et al. 2019 who

used 20. To ensure that 100 instances are a large enough data set to reliably

compare branching agents, we also ran the agents on 1000 large 500 × 1000

set covering instances. The relative performance of each branching agent was

approximately the same as when evaluated on 100 instances, with Retro scoring

65.3 nodes, FMSTS 250 (3.8× worse than Retro), IL 55.4 (17.8% better than

Retro), and SB 43.3. In the interest of saving evaluation time and hardware

demands and to make the development of and comparison to our work by future

research projects more accessible, as well as for clarity in the per-instance Retro-

IL comparison of Fig. 4.3d, we report the results for 100 evaluation instances in
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the main chapter in the knowledge that the relative performances are unchanged

as we scale the data set to a larger size.

A.4 SCIP Parameters

For all non-DFS branching agents we used the same SCIP 2022 B&B parameters

as Gasse et al. 2019, as summarised in Table A.3.

SCIP Parameter Value
separating/maxrounds 0
separating/maxroundsroot 0
limits/time 3600

Table A.3: Summary of the SCIP 2022 hyperparameters used for all non-DFS
branching agents (any parameters not specified were the default SCIP 2022 values).

A.5 Observation Features

We found it useful to add 20 features to the variable nodes in the bipartite

graph in addition to the 19 features used by Gasse et al. 2019. These additional

features are given in Table A.4; their purpose was to help the agent to learn

to aggregate over the uncertainty in the future primal-dual bound evolution

caused by the partially observable activity occurring in sub-trees external to its

retrospectively constructed trajectory.

A.6 FMSTS Implementation

Etheve et al. [2020] did not open-source any code, used the paid commercial

CPLEX [2009] solver, and experimented with proprietary data sets. Furthermore,

they omitted comparisons to any other ML baseline such as Gasse et al. [2019],

further limiting their comparability. However, we have done a ‘best effort’

implementation of the relatively simple FMSTS algorithm, whose core idea is to
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Variable Feature Description
db_frac_change Fractional dual bound change
pb_frac_change Fractional primal bound change
max_db_frac_change Maximum possible fractional dual change
max_pb_frac_change Maximum possible fractional primal change
gap_frac Fraction primal-dual gap
num_leaves_frac # leaves divided by # nodes
num_feasible_leaves_frac # feasible leaves divided by # nodes
num_infeasible_leaves_frac # infeasible leaves divided by # nodes
num_lp_iterations_frac # nodes divded by # LP iterations
num_siblings_frac Focus node’s # siblings divided by # nodes
is_curr_node_best If focus node is incumbent
is_curr_node_parent_best If focus node’s parent is incumbent
curr_node_depth Focus node depth
curr_node_db_rel_init_db Initial dual divided by focus’ dual
curr_node_db_rel_global_db Global dual divided by focus’ dual
is_best_sibling_none If focus node has a sibling
is_best_sibling_best_node If focus node’s sibling is incumbent
best_sibling_db_rel_init_db Initial dual divided by sibling’s dual
best_sibling_db_rel_global_db Global dual divided by sibling’s dual
best_sibling_db_rel_curr_node_db Sibling’s dual divided by focus’ dual

Table A.4: Descriptions of the 20 variable features we included in our observation
in addition to the 19 features used by Gasse et al. 2019.
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set the Q-function of a DQN agent as minimising the sub-tree size rooted at the

current node and to use a DFS node selection heuristic. To replicate the DFS

setting of Etheve et al. [2020] in SCIP [2022], we used the parameters shown in

Table A.5. We will release the full re-implementation to the community along

with our own code.

SCIP Parameter Value
separating/maxrounds 0
separating/maxroundsroot 0
limits/time 3600
nodeselection/dfs/stdpriority 1 073 741 823
nodeselection/dfs/memsavepriority 536 870 911
nodeselection/restartdfs/stdpriority −536 870 912
nodeselection/restartdfs/memsavepriority −536 870 912
nodeselection/restartdfs/selectbestfreq 0
nodeselection/bfs/stdpriority −536 870 912
nodeselection/bfs/memsavepriority −536 870 912
nodeselection/breadthfirst/stdpriority −536 870 912
nodeselection/breadthfirst/memsavepriority −536 870 912
nodeselection/estimate/stdpriority −536 870 912
nodeselection/estimate/memsavepriority −536 870 912
nodeselection/hybridestim/stdpriority −536 870 912
nodeselection/hybridestim/memsavepriority −536 870 912
nodeselection/uct/stdpriority −536 870 912
nodeselection/uct/memsavepriority −536 870 912

Table A.5: Summary of the SCIP 2022 hyperparameters used the DFS FMSTS
branching agent of Etheve et al. 2020 (any parameters not specified were the default

SCIP 2022 values).

A.7 Pseudocode

A.7.1 Retrospective Trajectory Construction

Algorithm 5 shows the proposed ‘retrospective trajectory construction’ method,

whereby fathomed leaf nodes not yet added to a trajectory are selected as the

brancher’s terminal states and paths to them are iteratively established using

some construction method.
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Algorithm 5 Retrospectively construct trajectories.
Input: B&B tree T from solving MILP
Output: Retrospectively constructed trajectories
Initialise: nodes_added, subtree_episodes = [Troot−1], []
// Construct trajectories until all valid node(s) in T added
while True do

// Root trajectories at highest level unselected node(s)
subtrees = []
for node in nodes_added do

for child_node in Tnode.children do
if child_node not in nodes_added then

// Use depth-first-search to get sub-tree
subtrees.append(dfs(T , root=child_node))

end if
end for

end for
// Construct trajectory episode(s) from sub-tree(s)
if len(subtrees) > 0 then

for subtree in subtrees do
subtree_episode = construct_path(subtree) (6)
subtree_episode[−1].done = True
subtree_episodes.append(subtree_episode)
for node in subtree_episode do

nodes_added.append(node)
end for

end for
else

// All valid nodes in T added to a trajectory
break

end if
end while



202 Appendix A. Solving NP-Hard Discrete Optimisation Problems

A.7.2 Maximum Leaf LP Gain

Algorithm 6 shows the proposed ‘maximum leaf LP gain’ trajectory construction

method, whereby the fathomed leaf node with the greatest change in the dual

bound (‘LP gain’) is used as the terminal state of the trajectory.

Algorithm 6 Maximum leaf LP gain trajectory construction.
Input: Sub-tree S
Output: Trajectory SE

Initialise: gains = {}
for leaf in S.leaves do

if leaf closed by brancher then
gains.leaf = |Sroot.dual_bound− Sleaf.dual_bound|

end if
end for
terminal_node = max(gains)
SE = shortest_path(source=Sroot, target=terminal_node)

A.8 Cost of Strong Branching Labels

As well as performance being limited to that of the expert imitated, IL methods

have the additional drawback of requiring an expensive data labelling phase.

Fig. A.3 shows how the explore-then-strong-branch labelling scheme of Gasse

et al. 2019 scales with set covering instance size (rows× columns) and how this

becomes a hindrance for larger instances. Although an elaborate infrastructure

can be developed to try to label large instances at scale [Nair et al., 2021], ideally

the need for this should be avoided; a key motivator for using RL to branch.



A.8. Cost of Strong Branching Labels 203

Figure A.3: How the explore-then-strong-branch data labelling phase of the strong
branching imitation agent scales with set covering instance size (rows× columns)
using an Intel Xeon ES-2660 CPU and assuming 120 000 samples are needed for

each set.
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Appendix B

A Framework for Generating

Custom and Reproducible

Synthetic Traffic

B.1 Table of Notation

B.2 TrafPy Distribution Parameters

Table B.2: Benchmark categories with their real traffic characteristics reported
in the literature (where appropriate) and the corresponding TrafPy parameters D′

needed to reproduce the distributions.
DCN<i,ii,iii,iv> → <university, private_enterprise, commercial_cloud, social_media_cloud>

Skewed<i,ii,iii,iv,v> → skewed_nodes_sensitivity_<uniform, 0.05, 0.1, 0.2, 0.4>
Rack<i,ii,iii,iv,v> → rack_sensitivity_<uniform, 0.2, 0.4, 0.6, 0.8>

a Real traffic characteristics reported in the literature.
b Corresponding TrafPy parameters D′.

c = net.graph[‘rack_to_ep_dict’] → Network cluster (i.e. rack) configuration.
d(u) = int(u * len(net.graph[‘endpoints’])) → Number of nodes to skew.

e(u, v) = [v/d(u) for _ in range(d(u))] → Fraction of overall traffic load to distribute amongst the skewed
nodes.

r | rd | p | ns | np = rack_prob_config | ‘racks_dict’ | ‘prob_inter_rack’ | num_skewed_nodes |
skewed_node_probs

Benchmark

Category

Applications Size, Bytes Inter-arrival

Time, µs

Inter- |

Intra-Rack

Traffic, %

Hot Nodes |

Load

Requested, %

DCNi

Benson

et al.

[2010a],

Benson

et al. [2011]

Database backups, hosting

distributed file systems

(email, servers, web

services for faculty portals

etc.), multi-cast video

streams

a 80% < 10, 000
b ‘lognormal’,

{µ: 7, σ: 2.5},

min_val=1,

max_val=2e7,

round=25

a 10% < 400,

80% < 10, 000
b ‘weibull’,

{α: 0.9, λ:

6,000},

min_val=1,

round=25

a 70 | 30
b r={rd: c, p:

0.7 }

a20|55b‘multimodal’,

ns=d(0.2),

np=e(0.2, 0.55)
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DCNii

Benson

et al.

[2010a]

University + ‘custom’

applications and

development test beds

a 80% < 10, 000
b ‘lognormal’,

{µ: 7, σ: 2.5},

min_val=1,

max_val=2e7,

round=25

a 80% < 1, 000
b ‘multimodal’,

min_val=1,

max_-

val=100,000,

locations=[40,1],

skews=[-1,4],

scales=[60,1000],

num_skew_-

samples

=[10]e3,

round=25,

bg_factor=0.05

a 50 | 50
b r={rd: c, p:

0.5}

a20|55b‘multimodal’,

ns=d(0.2),

np=e(0.2, 0.55)

DCNiii

Benson

et al.

[2010a],

Kandula

et al. [2009]

Internet-facing

applications (search

indexing, webmail, video,

etc.), data mining and

MapReduce-style

applications

a 80% < 10, 000
b ‘lognormal’,

{µ: 7, σ: 2.5},

min_val=1,

max_val=2e7,

round=25

a Median 10
b ‘multimodal’,

min_val=1,

max_-

val=100,000,

locations

=[10,20,100,1],

skews=[0,0,0,100],

scales=[1,3,4,50],

num_skew_-

samples

=[10,7,5,20]e3,

round=25,

bg_factor=0.01

a 20 | 80
b r={rd: c, p:

0.2}

a20|55b‘multimodal’,

ns=d(0.2),

np=e(0.2, 0.55)

DCNiv Roy

et al. [2015]

Web request response

generation (mail,

messenger, etc.), MySQL

database storage & cache

querying, newsfeed

assembly

a 10% < 300,

90% < 100, 000
b ‘weibull’,

{α: 0.5, λ:

21,000},

min_val=1,

max_val=2e6,

round=25

a 10% < 20,

90% < 10, 000
b ‘lognormal’,

{µ: 6, σ: 2.3},

min_val=1,

round=25

a 12.9 | 87.1
b r={rd: c, p:

0.129}

a20|55b‘multimodal’,

ns=d(0.2),

np=e(0.2, 0.55)

Skewedi,

Racki

- bDCNiii
bDCNiii

b‘uniform’,

r = None

b‘uniform’

ns = np =

None

Skewedii - bDCNiii
bDCNiii

b‘uniform’,

r = None

5|55b‘uniform’

ns = d(0.05)

np =

e(0.05, 0.55)

Skewediii - bDCNiii
bDCNiii

b‘uniform’,

r = None

5|55b‘uniform’

ns = d(0.1)

np =

e(0.1, 0.55)

Skewediv - bDCNiii
bDCNiii

b‘uniform’,

r = None

5|55b‘uniform’

ns = d(0.2)

np =

e(0.2, 0.55)

Skewedv - bDCNiii
bDCNiii

b‘uniform’,

r = None

5|55b‘uniform’

ns = d(0.4)

np =

e(0.4, 0.55)

Rackii - bDCNiii
bDCNiii 80|20b‘uniform’,

r = {rd : c, p :

0.8}

b‘uniform’

ns = np =

None
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Rackiii - bDCNiii
bDCNiii 60|40b‘uniform’,

r = {rd : c, p :

0.6}

b‘uniform’

ns = np =

None

Rackiv - bDCNiii
bDCNiii 40|60b‘uniform’,

r = {rd : c, p :

0.4}

b‘uniform’

ns = np =

None

Rackv - bDCNiii
bDCNiii 20|80b‘uniform’,

r = {rd : c, p :

0.2}

b‘uniform’

ns = np =

None
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Symbol Definition

D′ Set of parameters defining the TrafPy distributions
D Traffic trace generated using the D′ TrafPy parameters
P Probability distribution
X Discrete random variables
H Entropy
JSD Jensen-Shannon divergence√

JSD Jensen-Shannon distance
{π1, ..., πn} Weightings for the JSD of n distributions
Bs, Bt, Bn Flow size, inter-arrival time, and node pair random variables for benchmark workload B
bs, bt, bn Flow sizes, inter-arrival times, and node pairs sampled from benchmark workload B
ba Flow arrival times derived from inter-arrival times bt

T DCN network topology
ρ Load fraction (fraction of overall network capacity requested)
nn Number of server nodes
nc Number of channels per communication link
Cc Capacity per server node link channel
Ct Total network capacity per direction
nf Number of flows generated
tt Total time duration of simulation
ϱ Load rate (information arriving per unit time)
αt Inter-arrival time adjustment factor
dp Difference between a node pair’s current and target information request magnitude
β Number of flows adjustment factor
R Number of traffic traces to generate and simulate for a suitable confidence interval

Table B.1: Table summarising the symbol notation used throughout the paper.

Table B.3: Flow size, inter-arrival time, and node load distribution characteristics
for the University (U), Private Enterprise (PE), Commercial Cloud (CC), and
Social Media Cloud (SMC) data sets of the DCN benchmark after generating the

distributions from TrafPy parameters D′.

Variable DCN # Modes Min. Max. Mean Variance Skewness Kurtosis

Size (B)

U 1 1 19.8e6 22.9e3 42e9 39.4 2.41e3
PE 1 1 19e6 23.3e3 53.5e9 44.1 2.79e3
CC 1 1 19.2e6 22.3e3 38.4e9 36.9 2.08e3

SMC 1 1 3.17e6 42e3 8.87e9 6.20 66.4

Inter-arrival
time (µs)

U 1 1 126e3 6.3e3 49.9e6 2.44 9.92
PE 2 1 100e3 2.83e3 154e6 5.7 33.1
CC 4 1 10e3 84.5 0.32e6 13 179

SMC 1 1 54.6e5 5.51e3 2.11e9 47.8 3.75e3
Variable DCN % Hot Nodes % Hot Node Traffic % Inter-Rack

Node load
distribution (%)

U 20 55 70
PE 20 55 50
CC 20 55 20

SMC 20 55 12.9
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Figure B.1: Output of example code for interactively and visually shaping a
‘named’ distribution in a Jupyter Notebook.

B.3 TrafPy API Examples

B.3.1 Custom Distribution Shaping

Interactively & Visually Shaping a Custom ‘Named’ Distribution in a

Jupyter Notebook. Example of interactively and visually shaping a weibull

distribution’s parameters to achieve a target distribution for some random

variable in Jupyter Notebook (output in Fig. B.1):

1

2 import trafpy.generator as tpg

3

4 dist = tpg.gen_named_val_dist(dist='weibull',

5 interactive_plot=True,

6 min_val=1,

7 max_val=None,

8 size=15e4)

9

10

This same distibution can then be reproduced by using the same parameters:

1

2 dist = tpg.gen_named_val_dist(dist='weibull',

3 params={'_alpha': 0.9, '_lambda': 6000}

4 min_val=1,

5 max_val=None)

6
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Interactively & Visually Shaping a Custom ‘Multimodal’ Distribu-

tion in a Jupyter Notebook. To generate a multimodal distribution, first

shape each mode individually (output in Fig. B.2):

1

2 import trafpy.generator as tpg

3

4 data_dict = tpg.gen_skew_dists(min_val=1,

5 max_val=1e5,

6 num_modes=2)

7

Then combine the distributions, filling the distribution with a tuneable

amount of ‘background noise’ (output in Fig. B.3):

1

2 multimodal_dist = tpg.combine_multiple_mode_dists(data_dict,

3 min_val=1,

4 max_val=1e5)

5

This same distribution can be reproduced using the same parameters:

1

2 multimodal_dist = tpg.gen_multimodal_val_dist(min_val=1,

3 max_val=1e5,

4 locations=[40, 1],

5 skews=[-1, 4],

6 scales=[60, 1000],

7 num_skew_samples=[1e4, 1e4],

8 bg_factor=0.05)

9

N.B. An equivalent function can be used for generating custom skew distri-

butions with a single mode which also do not fall under one of the canonical

‘named’ distributions.
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Figure B.2: Output for step 1 of example code for interactively and visually
shaping a ‘multimodal’ distribution in a Jupyter Notebook, where you must first

shape each mode individually.
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Figure B.3: Output for step 2 of example code for interactively and visually
shaping a ‘multimodal’ distribution in a Jupyter Notebook, where you must combine

your individually shaped modes into a single distribution.
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B.3.2 Benchmark Importing & Flow Generation

Example code for generating and visualising a load 0.1 University benchmark

data set of flows for a custom topology (output in Fig. B.4):

1

2 import trafpy.generator as tpg

3 from trafpy.benchmarker import BenchmarkImporter

4 from trafpy.generator import Demand, DemandsAnalyser, DemandPlotter

5

6 # set variables

7 min_duration = 1000

8 jsd_threshold = 0.1

9

10 # initialise network

11 net = tpg.gen_arbitrary_network(num_eps=64, ep_channel_capacity=1250)

12

13 # initialise benchmark distributions

14 importer = BenchmarkImporter(benchmark_version='0.01')

15 dists = importer.get_benchmark_dists(benchmark='university', eps=net.graph['endpoints'])

16

17 # generate flow-centric demand data set

18 network_load_config = {'network_rate_capacity': net.graph['max_nw_capacity'],

19 'ep_channel_capacity': net.graph['ep_channel_capacity'],

20 'target_load_fraction': 0.1}

21 flow_centric_demand_data = tpg.create_demand_data(eps=net.graph['endpoints'],

22 node_dist=dists['node_dist'],

23 flow_size_dist=dists['flow_size_dist'],

24 interarrival_time_dist=dists['interarrival_time_dist'],

25 network_load_config=network_load_config,

26 jsd_threshold=jsd_threshold,

27 min_duration=min_duration)

28

29 # print summary table

30 demand = Demand(flow_centric_demand_data, net.graph['endpoints'])

31 DemandsAnalyser([demand], net).compute_metrics(print_summary=True)

32

33 # visualise distributions

34 plotter = DemandPlotter(demand)

35 plotter.plot_flow_size_dist()

36 plotter.plot_interarrival_time_dist()

37 plotter.plot_node_dist()

38
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Figure B.4: Output of example code for generating a benchmark.
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B.4 Pseudocode

B.4.1 Scheduling

The flow scheduling pseudocode is shown in Algorithm 7. First, information

about the queued flows such as their characteristics (packets left, time of arrival,

flow queue, destination node, etc.), the network links requested in the source-

destination path, and the bandwidth requested, is collected. If the scheduler

uses cost-based scheduling (e.g. SRPT uses flow completion time cost), a cost is

also assigned to each flow. Next, for each link being requested by the flows, while

the link in question has some available bandwidth left to allocate for the current

time slot, the scheduler chooses flows until either there is no bandwidth left or

there are no flows demanding the link which have not been chosen. Finally, for

each flow in the set of these provisionally chosen flows, the smallest number of

packets scheduled for the flow in question across all links is chosen as the flow’s

number of packets to schedule. Note that this simulation methodology considers

bandwidth bottlenecks throughout all layers of the network. The pseudocode in

Algorithm 8 is used to resolve any contentions and attempt to set up the flow,

thus adding the flow to the ultimate set of flows chosen by the scheduler for the

given time slot. The parts which are scheduler-specific have been marked in

bold.

B.4.2 TrafPy Benchmark Protocol
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Algorithm 7 Flow scheduling process.
Collect flow information
link_allocations = []
for link in links do

while link bandwidth ̸= 0 do
link_allocations.append(scheduler choose flow)

end while
end for
chosen_flows = []
for flow in flows do

if flow in link_allocations then
flow_packets = min(packets allocated for flow in link_allocations)
establish, removed_flows = scheduler resolve_contentions(flow, chosen_flows)
if establish then

chosen_flows.append(flow)
chosen_flows.remove(removed_flows)

end if
end if

end for

Algorithm 8 Flow contention resolution process.
Require: flow, chosen_flows

removed_flows = []
while True do

if no_contention(flow) then
establish = True
return establish, removed_flows

else
contending_flow = find_contending_flow()
establish = scheduler resolve_contention(flow, contending_flow)
if not establish then

chosen_flows.append(removed_flows)
return establish

else
chosen_flows.remove(contending_flow)
continue

end if
end if

end while

Algorithm 9 TrafPy benchmark protocol.
for r in range(R) do

for d in D do
for ρ ← 0.1 to 0.9 step 0.1 do

PKPI = Υ(χ, d, ρ)
end for

end for
end for



B.5. Traffic Skew Convergence 217

B.5 Traffic Skew Convergence

A constraint of any traffic matrix is that the load on each end point (the fraction

of the end point’s capacity being requested) cannot exceed 1.0. Consequently,

certain traffic skews become infeasible at higher loads (for example, it is impos-

sible for an n > 1 network to have 1 node requesting 100% of the traffic if the

overall network is under a 1.0 load). As shown in Fig. 6.3, this results in all

traffic matrices tending towards uniform (i.e. having no skew) as the overall

network load tends to 1.0.

A question traffic trace generators may ask is: for a given load, what

combination of i) number of skewed nodes, ii) corresponding fraction of the

arriving network traffic the skewed nodes request, and iii) overall network load

results in the traffic matrix being skewed or not skewed? To answer this question,

we make the following assumptions:

• All network end points have equal bandwidth capacities.

• All end points are either ‘skewed’ or ‘not skewed’ by the same amount.

• ‘Skew’ is defined by a skew factor, which is the fractional difference between

the load rate per skewed node and the load rate per non-skewed node (the

highest being the numerator, and the lowest being the denominator).

• For a given combination of skewed nodes and the load rate they request of

some overall network load, any excess load (exceeding 1.0) on a given end

point is distributed equally amongst all other end points whose loads are

< 1.0.

With the above assumptions, we can calculate the skew factor for each

combination of skewed nodes, corresponding traffic requested, and overall network

load. Doing this for 0-100% of the network nodes being skewed and requesting

0-100% of the overall network load under network loads 0.1-0.9, we can construct
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Figure B.5: Skew factor heat maps for 0-100% of network nodes requesting
0-100% of the overall network traffic across loads 0.1-0.9 plotted at 0.1% resolution.
For clarity, combinations with skew factors ≥ 2 have been assigned the same colour.

a look-up table of skew factors for each of these combinations before generating

any actual traffic. Fig. B.5 shows a high resolution (0.1%) heat map of these

combinations, with any skew factors ≥ 2.0 set to the same colour for visual

clarity. Fig. B.6 shows the corresponding plots with lower resolution (5%) but

with the skew factors labelled. As expected, above 0.6 network loads, certain

combinations of number of skewed nodes and traffic requested become restricted

as to how much skew there can be in the matrix, with many combinations

tending towards uniform (skew factor 1.0) at 0.9 loads.

Using the skew factor data from Figs. B.5 and B.6, we can be confident at

5%, 10%, 20%, and 40% of the network nodes requesting 55% of the overall

network traffic that the skew factor will be > 1.0 across loads 0.1-0.9. Fig. B.7

shows the skew factor as a function of load for these combinations. Therefore,
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Figure B.6: Labelled skew factor tables for 0-100% of network nodes requesting
0-100% of the overall network traffic across loads 0.1-0.9 plotted at 5% resolution.
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Figure B.7: Skew factor as a function of load for 5%, 10%, 20%, and 40% of the
network nodes requesting 55% of the overall network traffic.

these were the combinations chosen for the skewed nodes sensitivity benchmark

defined in Section 6.4 of this manuscript.
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B.6 Scheduler Performance Summary

B.6.1 Completion Time Performance Plots

Plots showing the schedulers’ completion performances are provided for the

realistic DCN (Fig. B.8) uniform (Fig. B.9, extreme rack (Fig. B.10), and

extreme nodes (Fig. B.11 traffic traces.

Figure B.8: The schedulers’ (a) mean, (b) 99th percentile, and (c) maximum flow
completion time metrics for the DCN benchmark distributions across loads
0.1-0.9, and (d) a scatter plot of flow completion time as a function of flow size for

the same distribution at load 0.9.
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Figure B.9: The schedulers’ (a) mean, (b) 99th percentile, and (c) maximum flow
completion time metrics for the uniform node distribution across loads 0.1-0.9,
and (d) a scatter plot of flow completion time as a function of flow size for the

same distribution at load 0.9.

Figure B.10: Sensitivity of the schedulers’ (a) mean, (b) 99th percentile, and
(c) maximum flow completion times to the changing intra-rack distribution
for loads 0.1, 0.5, and 0.9. The complementary CDF plots include data for all
4 schedulers, whereas the scatter plots contain the top 2 performing schedulers

(SRPT and FS) for clarity.

B.6.2 Throughput and Flows Accepted Performance Plots

Plots showing the schedulers’ throughput and accepted flow performances are

provided for the realistic DCN (Fig. B.12, uniform (Fig. B.13), extreme rack

(Fig. B.14), and extreme nodes (B.15) traffic traces.



B.6. Scheduler Performance Summary 223

Figure B.11: Sensitivity of the schedulers’ (a) mean, (b) 99th percentile, and (c)
maximum flow completion times to the changing skewed nodes distribution
for loads 0.1, 0.5, and 0.9. The complementary CDF plots include data for all
4 schedulers, whereas the scatter plots contain the top 2 performing schedulers

(SRPT and FS) for clarity.

B.6.3 Performance Metric Tables

The below performance tables summarise the schedulers’ mean performances

(averaged across 5 runs, 95% confidence intervals reported) for each PKP I , each

load, and each benchmark.

DCN Benchmarks
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Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.10 FF 1557.2±0.19% 2903.2±0.77% 44249.8±8.9% 0.994±0.2% 1.0±0.0012% 0.994±0.2%
0.10 FS 1521.5±0.028% 1997.2±0.0059% 45984.4±11.0% 0.993±0.24% 1.0±0.00082% 0.993±0.24%
0.10 Rand 1543.5±0.051% 2708.2±0.38% 72316.3±9.1% 0.991±0.2% 1.0±0.00078% 0.991±0.2%
0.10 SRPT 1518.8±0.021% 1996.9±0.0039% 50036.6±11.0% 0.995±0.2% 1.0±0.00025% 0.995±0.2%
0.20 FF 1677.7±1.0% 5629.1±8.4% 77986.8±8.3% 0.985±0.39% 1.0±0.01% 0.985±0.39%
0.20 FS 1537.6±0.11% 1999.4±0.0039% 72962.6±5.9% 0.983±0.4% 1.0±0.0019% 0.983±0.4%
0.20 Rand 1600.8±0.18% 3050.2±1.3% 182454.6±11.0% 0.962±0.34% 1.0±0.0025% 0.962±0.34%
0.20 SRPT 1529.5±0.079% 2014.7±0.56% 102306.4±12.0% 0.985±0.32% 1.0±0.0019% 0.985±0.32%
0.30 FF 1887.8±0.78% 10474.4±4.9% 174541.8±16.0% 0.975±0.17% 0.999±0.0073% 0.975±0.17%
0.30 FS 1575.3±0.19% 2630.4±2.8% 134195.3±3.0% 0.97±0.12% 1.0±0.0013% 0.97±0.12%
0.30 Rand 1682.3±0.2% 3937.4±0.35% 381073.0±4.0% 0.857±0.87% 0.999±0.0063% 0.857±0.87%
0.30 SRPT 1551.2±0.099% 2500.5±0.29% 235811.0±5.7% 0.956±0.29% 1.0±0.00062% 0.956±0.29%
0.40 FF 2124.1±2.2% 15235.4±11.0% 247350.9±7.0% 0.939±0.38% 0.998±0.02% 0.939±0.38%
0.40 FS 1643.5±0.12% 3562.8±4.5% 230440.4±6.6% 0.926±0.58% 0.999±0.0025% 0.926±0.58%
0.40 Rand 1762.5±0.23% 5081.8±0.67% 295319.0±1.8% 0.816±0.75% 0.999±0.0092% 0.816±0.75%
0.40 SRPT 1561.9±0.08% 2771.3±0.31% 221163.5±5.0% 0.902±0.41% 1.0±0.0014% 0.902±0.41%
0.50 FF 1902.1±1.1% 6389.1±2.7% 391005.8±7.6% 0.909±0.94% 0.999±0.0067% 0.909±0.94%
0.50 FS 1740.5±1.2% 4533.5±12.0% 344343.1±7.9% 0.9±1.1% 0.999±0.0055% 0.9±1.1%
0.50 Rand 1947.7±1.8% 6365.3±4.5% 443976.4±11.0% 0.818±1.2% 0.998±0.0037% 0.818±1.2%
0.50 SRPT 1582.2±0.16% 2904.8±0.36% 363481.8±7.4% 0.875±0.76% 1.0±0.0012% 0.875±0.76%
0.60 FF 1989.3±1.0% 7602.7±4.6% 335234.2±5.2% 0.917±0.39% 0.999±0.0057% 0.917±0.39%
0.60 FS 1677.7±0.53% 3701.9±1.1% 314020.0±4.8% 0.912±0.31% 0.999±0.0036% 0.912±0.31%
0.60 Rand 2322.4±2.7% 9921.0±8.2% 398738.8±2.5% 0.805±0.48% 0.997±0.027% 0.805±0.48%
0.60 SRPT 1630.0±0.084% 3630.4±0.48% 322416.8±5.0% 0.879±0.47% 1.0±0.0022% 0.879±0.47%
0.70 FF 2434.1±1.8% 12649.6±5.0% 305610.1±2.9% 0.912±0.35% 0.998±0.033% 0.912±0.35%
0.70 FS 1672.2±0.4% 4415.8±1.9% 246486.9±2.9% 0.914±0.3% 0.999±0.0033% 0.914±0.3%
0.70 Rand 3083.8±1.4% 19421.0±4.0% 377667.2±2.1% 0.755±1.1% 0.993±0.048% 0.755±1.1%
0.70 SRPT 1712.6±0.28% 4502.1±1.8% 280418.9±5.9% 0.878±0.46% 0.999±0.008% 0.878±0.46%
0.79 FF 3394.1±2.1% 23179.1±3.5% 265525.7±5.5% 0.9±0.23% 0.995±0.033% 0.9±0.23%
0.79 FS 1724.5±0.31% 6302.9±1.9% 236377.1±3.3% 0.913±0.28% 0.999±0.004% 0.913±0.28%
0.79 Rand 3861.5±1.8% 25389.9±1.9% 317002.4±2.3% 0.731±0.83% 0.988±0.033% 0.731±0.83%
0.79 SRPT 1950.3±1.3% 7574.3±6.7% 271794.0±1.7% 0.848±0.36% 0.999±0.017% 0.848±0.36%
0.89 FF 5550.1±1.9% 44869.3±2.5% 333023.3±11.0% 0.87±0.62% 0.987±0.041% 0.87±0.62%
0.89 FS 2015.9±0.54% 12793.3±1.7% 254036.6±10.0% 0.873±0.9% 0.998±0.013% 0.873±0.9%
0.89 Rand 5718.1±7.5% 38174.0±8.7% 346773.2±12.0% 0.692±0.71% 0.979±0.045% 0.692±0.71%
0.89 SRPT 2645.0±5.0% 19839.5±12.0% 319581.9±11.0% 0.755±0.43% 0.993±0.12% 0.755±0.43%

Table B.4: Scheduler performance summary with 95% confidence intervals for
the University benchmark.

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.10 FF 1576.7±0.34% 3207.9±3.5% 50143.5±5.5% 0.998±0.085% 1.0±0.00094% 0.998±0.085%
0.10 FS 1522.1±0.021% 1997.1±0.0079% 46335.0±4.4% 0.997±0.095% 1.0±0.0006% 0.997±0.095%
0.10 Rand 1550.9±0.053% 2765.2±0.49% 82610.5±7.8% 0.994±0.19% 1.0±0.00074% 0.994±0.19%
0.10 SRPT 1520.3±0.01% 1997.3±0.0079% 48062.1±5.8% 0.997±0.13% 1.0±0.00047% 0.997±0.13%
0.20 FF 1726.6±1.6% 6794.6±11.0% 70833.7±3.0% 0.983±0.29% 0.999±0.01% 0.983±0.29%
0.20 FS 1532.2±0.13% 2048.4±0.76% 66026.7±2.0% 0.983±0.22% 1.0±0.00072% 0.983±0.22%
0.20 Rand 1598.9±0.16% 3199.8±2.0% 166233.2±8.3% 0.946±0.6% 1.0±0.0044% 0.946±0.6%
0.20 SRPT 1529.5±0.11% 2214.8±1.6% 87532.1±7.1% 0.984±0.22% 1.0±0.00048% 0.984±0.22%
0.30 FF 2058.9±3.1% 16033.0±12.0% 149462.6±8.8% 0.98±0.19% 0.999±0.016% 0.98±0.19%
0.30 FS 1549.9±0.13% 2528.8±1.1% 121311.0±7.3% 0.981±0.24% 1.0±0.001% 0.981±0.24%
0.30 Rand 1684.2±0.39% 4149.8±1.9% 285851.7±4.8% 0.899±0.73% 0.999±0.0088% 0.899±0.73%
0.30 SRPT 1543.2±0.056% 2616.2±0.41% 196424.2±9.0% 0.978±0.22% 1.0±0.00089% 0.978±0.22%
0.40 FF 2638.3±4.1% 30026.6±9.2% 205182.9±8.2% 0.942±0.6% 0.997±0.036% 0.942±0.6%
0.40 FS 1599.4±0.25% 3333.2±1.9% 211188.7±4.4% 0.943±0.21% 1.0±0.002% 0.943±0.21%
0.40 Rand 1799.1±0.54% 5653.6±2.3% 280714.7±3.0% 0.84±1.1% 0.999±0.015% 0.84±1.1%
0.40 SRPT 1564.1±0.085% 2802.8±0.32% 210192.4±7.6% 0.937±0.46% 1.0±0.0017% 0.937±0.46%
0.50 FF 2824.6±5.9% 34301.5±14.0% 365468.3±13.0% 0.907±1.0% 0.994±0.11% 0.907±1.0%
0.50 FS 1682.6±0.72% 5048.5±3.6% 311288.1±9.1% 0.902±1.2% 0.999±0.0061% 0.902±1.2%
0.50 Rand 1993.9±1.9% 7870.4±4.9% 381296.9±10.0% 0.811±1.1% 0.998±0.019% 0.811±1.1%
0.50 SRPT 1582.9±0.26% 2938.1±0.38% 332134.3±13.0% 0.903±0.65% 1.0±0.0026% 0.903±0.65%
0.60 FF 2230.4±1.3% 11218.7±5.3% 339021.9±2.3% 0.915±0.44% 0.997±0.065% 0.915±0.44%
0.60 FS 1705.0±0.53% 5843.2±3.2% 326252.1±3.6% 0.907±0.43% 0.999±0.0044% 0.907±0.43%
0.60 Rand 2282.4±1.6% 12522.1±6.0% 412445.3±4.4% 0.782±1.4% 0.997±0.029% 0.782±1.4%
0.60 SRPT 1624.0±0.21% 3425.1±1.3% 375244.9±5.9% 0.898±0.38% 1.0±0.0028% 0.898±0.38%
0.70 FF 2449.3±0.71% 13110.2±2.3% 297091.8±4.2% 0.921±0.26% 0.998±0.02% 0.921±0.26%
0.70 FS 1696.4±0.49% 5751.0±4.4% 283512.5±4.4% 0.907±0.17% 0.999±0.003% 0.907±0.17%
0.70 Rand 2636.5±0.7% 18278.2±2.0% 363011.5±2.3% 0.74±1.0% 0.995±0.029% 0.74±1.0%
0.70 SRPT 1691.0±0.23% 4085.2±1.5% 315470.7±7.2% 0.892±0.36% 1.0±0.0026% 0.892±0.36%
0.79 FF 3400.0±0.81% 24127.3±1.5% 275964.6±3.9% 0.897±0.37% 0.994±0.03% 0.897±0.37%
0.79 FS 1732.4±0.24% 6508.5±1.6% 258779.8±3.2% 0.893±0.45% 0.999±0.0034% 0.893±0.45%
0.79 Rand 3264.4±1.7% 27586.4±3.0% 325223.7±2.3% 0.675±0.73% 0.989±0.04% 0.675±0.73%
0.79 SRPT 1841.9±0.58% 5834.0±2.5% 292946.1±3.7% 0.853±0.25% 0.999±0.011% 0.853±0.25%
0.90 FF 5851.8±1.9% 48861.6±2.7% 274329.9±2.0% 0.866±0.64% 0.983±0.08% 0.866±0.64%
0.90 FS 1940.3±0.35% 11084.7±2.1% 268340.1±3.0% 0.842±0.52% 0.998±0.0064% 0.842±0.52%
0.90 Rand 4124.7±1.4% 36647.1±2.2% 294642.1±0.58% 0.625±1.5% 0.983±0.055% 0.625±1.5%
0.90 SRPT 2492.0±5.5% 16474.5±15.0% 267699.8±2.0% 0.711±0.41% 0.994±0.2% 0.711±0.41%

Table B.5: Scheduler performance summary with 95% confidence intervals for
the Private Enterprise benchmark.
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Figure B.12: The schedulers’ (a) absolute throughput (information units trans-
ported per unit time), (b) relative throughput (fraction of arrived information
successfully transported), (c) fraction of arrived flows accepted, and (d) fraction of
arrived information accepted metrics for the DCN benchmark distributions

across loads 0.1-0.9.
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Figure B.13: The schedulers’ (a) absolute throughput (information units trans-
ported per unit time), (b) relative throughput (fraction of arrived information
successfully transported), (c) fraction of arrived flows accepted, and (d) fraction of
arrived information accepted metrics for the uniform node distribution across

loads 0.1-0.9.

Figure B.14: Sensitivity of the schedulers’ (a) relative throughput, (b) fraction of
arrived flows accepted, and (c) fraction of arrived information accepted metrics to
the changing intra-rack distribution for loads 0.1, 0.5, and 0.9. The complemen-
tary CDF plots include data for all 4 schedulers, whereas the scatter plots contain

the top 3 performing schedulers (SRPT, FS, and FF) for clarity.
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Figure B.15: Sensitivity of the schedulers’ (a) relative throughput, (b) fraction
of arrived flows accepted, and (c) fraction of arrived information accepted metrics
to the changing skewed nodes distribution for loads 0.1, 0.5, and 0.9. The
complementary CDF plots include data for all 4 schedulers, whereas the scatter

plots contain the top 3 performing schedulers (SRPT, FS, and FF) for clarity.

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.10 FF 1588.2±0.46% 3604.1±2.4% 49490.3±6.8% 0.996±0.052% 1.0±0.0019% 0.996±0.052%
0.10 FS 1520.1±0.083% 1997.1±0.0039% 42361.1±4.6% 0.994±0.16% 1.0±0.00059% 0.994±0.16%
0.10 Rand 1551.4±0.12% 2816.9±0.47% 75051.0±13.0% 0.99±0.2% 1.0±0.0023% 0.99±0.2%
0.10 SRPT 1519.3±0.077% 1997.7±0.0059% 42911.8±5.8% 0.996±0.08% 1.0±0.00037% 0.996±0.08%
0.20 FF 1747.8±1.2% 7437.1±6.9% 67090.9±3.3% 0.99±0.29% 0.999±0.018% 0.99±0.29%
0.20 FS 1524.9±0.14% 1998.8±0.0059% 59363.5±6.5% 0.991±0.3% 1.0±0.0013% 0.991±0.3%
0.20 Rand 1602.1±0.24% 3372.3±1.2% 171058.6±6.9% 0.97±0.64% 1.0±0.0033% 0.97±0.64%
0.20 SRPT 1525.8±0.13% 2276.5±0.57% 71962.2±7.8% 0.991±0.26% 1.0±0.0013% 0.991±0.26%
0.30 FF 2274.3±2.6% 21086.7±9.0% 116200.4±8.8% 0.987±0.06% 0.999±0.012% 0.987±0.06%
0.30 FS 1538.4±0.061% 2149.4±0.9% 85571.7±5.5% 0.99±0.066% 1.0±0.00071% 0.99±0.066%
0.30 Rand 1707.2±0.29% 4544.2±1.7% 249283.9±9.6% 0.933±0.58% 1.0±0.003% 0.933±0.58%
0.30 SRPT 1540.7±0.023% 2620.5±0.31% 119981.5±12.0% 0.989±0.092% 1.0±0.00056% 0.989±0.092%
0.40 FF 3203.2±3.6% 39373.6±7.1% 153040.1±4.9% 0.964±0.31% 0.994±0.11% 0.964±0.31%
0.40 FS 1557.2±0.17% 2559.2±0.57% 129399.8±9.6% 0.968±0.36% 1.0±0.00083% 0.968±0.36%
0.40 Rand 1889.3±0.56% 6600.9±3.0% 259317.4±3.9% 0.87±0.65% 0.999±0.012% 0.87±0.65%
0.40 SRPT 1564.1±0.13% 2830.9±0.38% 190613.2±10.0% 0.97±0.25% 1.0±0.00072% 0.97±0.25%
0.50 FF 4495.2±3.4% 60948.4±4.3% 255736.7±14.0% 0.939±0.64% 0.989±0.18% 0.939±0.64%
0.50 FS 1584.6±0.13% 2963.7±0.38% 196875.6±7.7% 0.947±0.84% 1.0±0.0039% 0.947±0.84%
0.50 Rand 2324.1±3.3% 12139.1±11.0% 353111.3±13.0% 0.797±0.74% 0.996±0.027% 0.797±0.74%
0.50 SRPT 1585.3±0.082% 2962.4±0.21% 254463.8±8.2% 0.942±0.56% 1.0±0.0022% 0.942±0.56%
0.60 FF 4837.1±5.1% 68328.0±3.3% 387525.7±2.3% 0.924±0.23% 0.978±0.2% 0.924±0.23%
0.60 FS 1639.9±0.14% 3835.1±0.83% 268943.4±3.6% 0.941±0.14% 1.0±0.0018% 0.941±0.14%
0.60 Rand 3236.8±0.65% 22198.9±0.66% 439374.7±1.1% 0.744±0.42% 0.993±0.015% 0.744±0.42%
0.60 SRPT 1628.1±0.15% 3565.0±0.8% 308435.8±4.8% 0.922±0.26% 1.0±0.0026% 0.922±0.26%
0.70 FF 3173.6±0.7% 22472.4±2.9% 327840.2±2.7% 0.905±0.31% 0.992±0.044% 0.905±0.31%
0.70 FS 1686.9±0.23% 4915.5±1.0% 254484.7±1.8% 0.921±0.44% 0.999±0.0024% 0.921±0.44%
0.70 Rand 3760.3±0.94% 31788.5±2.2% 365861.9±2.2% 0.675±0.25% 0.989±0.027% 0.675±0.25%
0.70 SRPT 1715.2±0.24% 4404.1±1.2% 264969.5±5.5% 0.903±0.33% 1.0±0.004% 0.903±0.33%
0.79 FF 4144.2±2.0% 30541.3±4.0% 301349.2±2.6% 0.902±0.18% 0.993±0.025% 0.902±0.18%
0.79 FS 1743.5±0.24% 6572.0±1.6% 259058.4±2.9% 0.905±0.18% 0.999±0.0026% 0.905±0.18%
0.79 Rand 4740.4±0.98% 46094.7±2.0% 344636.1±0.65% 0.6±0.65% 0.98±0.032% 0.6±0.65%
0.79 SRPT 1889.5±0.74% 6169.9±3.9% 292500.7±4.5% 0.868±0.038% 0.999±0.0052% 0.868±0.038%
0.89 FF 6856.2±0.89% 54158.7±2.0% 272757.7±1.4% 0.853±0.25% 0.976±0.14% 0.853±0.25%
0.89 FS 1940.3±0.16% 10891.2±0.75% 253250.9±1.6% 0.844±0.37% 0.998±0.0061% 0.844±0.37%
0.89 Rand 5320.7±1.0% 55646.5±1.6% 300652.9±0.86% 0.541±0.4% 0.972±0.051% 0.541±0.4%
0.89 SRPT 2234.9±1.5% 10623.8±4.9% 267587.5±2.8% 0.719±0.62% 0.996±0.025% 0.719±0.62%

Table B.6: Scheduler performance summary with 95% confidence intervals for
the Commercial Cloud benchmark.
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Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.10 FF 1536.7±0.074% 2766.2±0.3% 7153.9±2.0% 1.0±0.0064% 1.0±0.00041% 1.0±0.0064%
0.10 FS 1513.9±0.062% 2053.4±0.84% 6892.3±3.1% 1.0±0.0062% 1.0±0.00024% 1.0±0.0062%
0.10 Rand 1536.5±0.054% 2762.4±0.35% 13551.4±11.0% 1.0±0.0079% 1.0±0.00056% 1.0±0.0079%
0.10 SRPT 1515.2±0.062% 2189.1±0.38% 6820.5±3.6% 1.0±0.0063% 1.0±0.00032% 1.0±0.0063%
0.20 FF 1591.6±0.11% 3410.3±1.2% 12773.2±12.0% 1.0±0.0045% 1.0±0.00091% 1.0±0.0045%
0.20 FS 1523.7±0.033% 2560.6±0.61% 11206.1±11.0% 1.0±0.0056% 1.0±0.00047% 1.0±0.0056%
0.20 Rand 1581.4±0.097% 3237.3±1.2% 29019.5±19.0% 1.0±0.0099% 1.0±0.0015% 1.0±0.0099%
0.20 SRPT 1532.6±0.054% 2720.7±0.49% 11620.8±11.0% 1.0±0.0052% 1.0±0.0005% 1.0±0.0052%
0.30 FF 1707.8±0.42% 4849.3±2.3% 24735.7±10.0% 1.0±0.011% 1.0±0.0032% 1.0±0.011%
0.30 FS 1539.5±0.056% 2859.5±0.27% 15729.0±8.7% 1.0±0.0089% 1.0±0.0006% 1.0±0.0089%
0.30 Rand 1660.7±0.13% 4184.2±1.1% 47524.1±19.0% 0.999±0.025% 1.0±0.0033% 0.999±0.025%
0.30 SRPT 1565.8±0.095% 2972.7±0.14% 18417.1±12.0% 1.0±0.0073% 1.0±0.00098% 1.0±0.0073%
0.40 FF 1924.6±0.8% 7639.7±3.0% 39600.9±9.7% 0.998±0.021% 0.999±0.0098% 0.998±0.021%
0.40 FS 1563.9±0.11% 3266.6±1.1% 17450.8±3.5% 0.999±0.019% 1.0±0.0023% 0.999±0.019%
0.40 Rand 1808.3±0.31% 5802.5±0.92% 92643.3±23.0% 0.996±0.042% 0.999±0.0058% 0.996±0.042%
0.40 SRPT 1622.6±0.19% 3731.7±0.93% 23635.4±7.2% 0.999±0.01% 1.0±0.0038% 0.999±0.01%
0.50 FF 2646.7±2.9% 20076.0±7.9% 117682.7±9.7% 0.996±0.066% 0.997±0.052% 0.996±0.066%
0.50 FS 1624.4±0.21% 4201.7±1.4% 31567.8±3.4% 0.997±0.058% 1.0±0.0047% 0.997±0.058%
0.50 Rand 2218.8±0.77% 10570.1±3.4% 207351.1±11.0% 0.987±0.15% 0.998±0.019% 0.987±0.15%
0.50 SRPT 1737.3±0.53% 4829.9±1.8% 49492.8±6.5% 0.997±0.045% 0.999±0.013% 0.997±0.045%
0.60 FF 4495.9±4.4% 55356.7±7.6% 237610.0±7.3% 0.988±0.16% 0.989±0.053% 0.988±0.16%
0.60 FS 1755.8±0.41% 6110.1±1.8% 47599.2±5.6% 0.992±0.15% 0.999±0.024% 0.992±0.15%
0.60 Rand 3262.0±1.6% 24348.0±2.2% 269243.0±2.0% 0.951±0.31% 0.991±0.049% 0.951±0.31%
0.60 SRPT 2034.5±2.0% 8447.1±8.2% 193698.4±8.9% 0.992±0.12% 0.998±0.071% 0.992±0.12%
0.69 FF 8175.5±2.7% 121246.2±3.5% 468538.0±5.4% 0.964±0.22% 0.934±0.82% 0.964±0.22%
0.69 FS 2384.6±1.7% 14253.5±3.9% 138806.7±6.4% 0.986±0.14% 0.998±0.026% 0.986±0.14%
0.69 Rand 6394.4±1.4% 72096.8±3.3% 507914.9±2.5% 0.901±0.29% 0.98±0.049% 0.901±0.29%
0.69 SRPT 4937.4±9.9% 64798.0±18.0% 500125.6±2.8% 0.939±0.81% 0.981±0.55% 0.939±0.81%
0.80 FF 7182.3±1.7% 77566.2±3.8% 443785.0±2.9% 0.938±0.13% 0.951±0.19% 0.938±0.13%
0.80 FS 4026.1±2.1% 32187.7±2.7% 243834.5±3.5% 0.947±0.19% 0.992±0.034% 0.947±0.19%
0.80 Rand 8489.0±2.2% 89488.4±1.5% 446095.0±1.4% 0.846±0.23% 0.966±0.06% 0.846±0.23%
0.80 SRPT 11412.4±4.1% 154590.0±3.9% 443708.3±1.7% 0.748±0.42% 0.854±0.88% 0.748±0.42%
0.90 FF 8731.6±1.5% 76236.3±1.8% 380339.7±2.7% 0.946±0.13% 0.97±0.2% 0.946±0.13%
0.90 FS 4809.9±1.4% 40007.0±2.0% 228118.7±2.1% 0.931±0.14% 0.989±0.038% 0.931±0.14%
0.90 Rand 10800.9±0.96% 110549.1±0.69% 407971.9±1.1% 0.788±0.41% 0.949±0.15% 0.788±0.41%
0.90 SRPT 18401.3±2.4% 204251.6±2.0% 416090.4±0.56% 0.61±0.78% 0.751±0.98% 0.61±0.78%

Table B.7: Scheduler performance summary with 95% confidence intervals for
the Social Media Cloud benchmark.
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Skewed Nodes Distribution Benchmark

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.1 FF 1554.5±0.15% 2977.0±0.79% 38288.3±6.7% 0.995±0.11% 1.0±0.024% 0.995±0.11%
0.1 FS 1518.8±0.12% 1997.5±0.0039% 39693.2±4.6% 0.995±0.11% 1.0±0.024% 0.995±0.11%
0.1 Rand 1544.1±0.11% 2750.1±0.34% 60170.8±9.4% 0.991±0.15% 1.0±0.024% 0.991±0.15%
0.1 SRPT 1518.3±0.12% 1998.0±0.0039% 41190.0±5.2% 0.995±0.11% 1.0±0.024% 0.995±0.11%
0.2 FF 1620.8±0.34% 4398.3±4.0% 43732.0±4.4% 0.98±0.3% 0.999±0.054% 0.98±0.3%
0.2 FS 1524.3±0.1% 1999.6±0.016% 42196.8±4.5% 0.982±0.32% 0.999±0.055% 0.982±0.32%
0.2 Rand 1579.3±0.18% 3049.8±1.1% 79304.0±9.3% 0.974±0.25% 0.999±0.057% 0.974±0.25%
0.2 SRPT 1524.9±0.087% 2234.7±1.0% 44396.8±4.8% 0.983±0.28% 0.999±0.055% 0.983±0.28%
0.3 FF 1744.2±0.55% 6564.0±2.3% 80217.5±5.9% 0.988±0.18% 0.999±0.069% 0.988±0.18%
0.3 FS 1532.9±0.1% 2255.9±0.46% 71447.0±7.3% 0.989±0.16% 0.999±0.064% 0.989±0.16%
0.3 Rand 1643.6±0.22% 3856.5±0.36% 180283.0±6.6% 0.973±0.27% 0.999±0.066% 0.973±0.27%
0.3 SRPT 1537.1±0.071% 2612.7±0.59% 84911.1±7.0% 0.99±0.15% 0.999±0.064% 0.99±0.15%
0.4 FF 1917.3±0.82% 9481.8±2.8% 89676.1±6.4% 0.981±0.29% 0.998±0.057% 0.981±0.29%
0.4 FS 1544.5±0.079% 2602.7±0.7% 85476.6±5.7% 0.98±0.3% 0.999±0.049% 0.98±0.3%
0.4 Rand 1776.3±0.22% 5093.5±0.91% 239854.0±7.3% 0.946±0.38% 0.999±0.05% 0.946±0.38%
0.4 SRPT 1554.7±0.058% 2819.0±0.48% 109885.3±8.2% 0.98±0.25% 0.999±0.05% 0.98±0.25%
0.5 FF 2254.6±0.82% 14792.9±1.9% 100669.6±4.8% 0.978±0.24% 0.998±0.046% 0.978±0.24%
0.5 FS 1563.8±0.16% 2927.5±0.58% 101281.5±7.7% 0.981±0.23% 0.999±0.042% 0.981±0.23%
0.5 Rand 2259.1±1.4% 9368.2±3.4% 403534.7±12.0% 0.883±0.74% 0.997±0.041% 0.883±0.74%
0.5 SRPT 1580.4±0.069% 2948.5±0.13% 148065.0±4.9% 0.977±0.25% 0.999±0.04% 0.977±0.25%
0.6 FF 2696.5±1.4% 19574.0±3.3% 242541.4±13.0% 0.971±0.36% 0.997±0.051% 0.971±0.36%
0.6 FS 1595.6±0.15% 3652.1±0.98% 161242.9±14.0% 0.973±0.24% 0.999±0.051% 0.973±0.24%
0.6 Rand 3309.7±1.1% 17326.4±1.6% 401082.8±4.4% 0.82±0.87% 0.993±0.066% 0.82±0.87%
0.6 SRPT 1620.9±0.077% 3373.6±0.78% 294496.9±6.8% 0.962±0.35% 0.999±0.051% 0.962±0.35%
0.7 FF 3436.8±1.0% 27933.1±2.3% 297748.1±3.1% 0.935±0.51% 0.994±0.077% 0.935±0.51%
0.7 FS 1660.9±0.21% 4953.9±1.2% 255268.4±4.4% 0.942±0.36% 0.999±0.078% 0.942±0.36%
0.7 Rand 4393.5±1.1% 24778.6±1.8% 354839.4±2.2% 0.738±1.1% 0.986±0.082% 0.738±1.1%
0.7 SRPT 1668.4±0.15% 3827.3±0.71% 320957.0±4.4% 0.914±0.47% 0.998±0.077% 0.914±0.47%
0.8 FF 4361.4±2.1% 34817.0±2.7% 287276.9±3.8% 0.907±0.59% 0.99±0.15% 0.907±0.59%
0.8 FS 1758.1±0.5% 7135.0±1.9% 283104.7±1.3% 0.899±0.8% 0.998±0.1% 0.899±0.8%
0.8 Rand 5762.2±1.5% 32239.6±1.4% 329015.7±2.0% 0.693±1.1% 0.977±0.15% 0.693±1.1%
0.8 SRPT 1758.1±0.41% 4842.1±2.4% 309165.9±3.6% 0.858±0.63% 0.998±0.11% 0.858±0.63%
0.9 FF 5520.3±1.7% 43104.1±2.4% 278164.1±2.2% 0.846±0.61% 0.983±0.061% 0.846±0.61%
0.9 FS 1890.9±0.47% 9974.2±1.9% 287700.1±3.1% 0.823±0.74% 0.998±0.038% 0.823±0.74%
0.9 Rand 7095.9±1.3% 39006.4±1.4% 306075.6±1.6% 0.627±0.93% 0.968±0.041% 0.627±0.93%
0.9 SRPT 1890.8±0.89% 6584.6±4.1% 287161.6±2.9% 0.771±0.54% 0.998±0.036% 0.771±0.54%

Table B.8: Scheduler performance summary with 95% confidence intervals for
the skewed_nodes_sensitivity_uniform and rack_sensitivity_uniform

benchmarks.
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Appendix B. A Framework for Generating Custom and Reproducible Synthetic

Traffic

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.10 FF 1676.3±1.3% 4965.6±5.9% 115613.1±12.0% 0.994±0.17% 0.999±0.042% 0.994±0.17%
0.10 FS 1545.9±0.21% 2137.2±1.5% 111455.6±11.0% 0.993±0.15% 0.999±0.04% 0.993±0.15%
0.10 Rand 1586.2±0.22% 3071.9±1.5% 204371.5±6.6% 0.986±0.18% 0.999±0.04% 0.986±0.18%
0.10 SRPT 1529.5±0.14% 1998.7±0.0078% 144042.5±11.0% 0.993±0.16% 0.999±0.041% 0.993±0.16%
0.20 FF 1769.9±2.2% 4943.9±12.0% 281567.2±4.5% 0.922±0.66% 0.997±0.086% 0.922±0.66%
0.20 FS 1653.3±0.56% 3724.2±11.0% 264636.5±5.0% 0.896±0.51% 0.998±0.092% 0.896±0.51%
0.20 Rand 1691.1±0.83% 4168.9±5.4% 185373.4±3.9% 0.901±0.24% 0.998±0.091% 0.901±0.24%
0.20 SRPT 1547.1±0.16% 2306.6±1.5% 165611.6±5.4% 0.933±0.29% 0.999±0.093% 0.933±0.29%
0.30 FF 1697.5±0.24% 4419.9±2.0% 289568.9±7.6% 0.949±0.49% 0.999±0.037% 0.949±0.49%
0.30 FS 1612.6±0.46% 2501.7±1.3% 297525.1±2.3% 0.927±0.69% 0.999±0.035% 0.927±0.69%
0.30 Rand 1686.6±0.47% 3854.9±0.88% 210069.0±5.6% 0.911±0.71% 0.999±0.036% 0.911±0.71%
0.30 SRPT 1551.1±0.14% 2604.4±0.24% 228406.2±12.0% 0.943±0.35% 0.999±0.038% 0.943±0.35%
0.40 FF 1789.6±0.58% 6066.7±3.7% 257805.2±5.8% 0.955±0.24% 0.998±0.096% 0.955±0.24%
0.40 FS 1584.6±0.29% 2728.7±0.95% 201816.6±2.3% 0.938±0.16% 0.999±0.088% 0.938±0.16%
0.40 Rand 1783.5±0.32% 4928.8±0.76% 275464.8±7.1% 0.905±0.21% 0.998±0.092% 0.905±0.21%
0.40 SRPT 1561.7±0.11% 2830.3±0.32% 266258.6±11.0% 0.945±0.21% 0.999±0.09% 0.945±0.21%
0.50 FF 2040.0±1.8% 9688.9±8.6% 287779.7±19.0% 0.953±0.52% 0.997±0.15% 0.953±0.52%
0.50 FS 1589.9±0.25% 2981.8±0.49% 177708.6±6.5% 0.95±0.48% 0.998±0.13% 0.95±0.48%
0.50 Rand 2120.0±1.7% 7781.7±3.5% 314269.3±12.0% 0.866±0.72% 0.996±0.14% 0.866±0.72%
0.50 SRPT 1589.3±0.16% 2963.8±0.28% 306084.3±13.0% 0.94±0.52% 0.998±0.14% 0.94±0.52%
0.60 FF 2468.3±1.2% 14704.2±3.3% 311801.5±8.9% 0.956±0.3% 0.998±0.042% 0.956±0.3%
0.60 FS 1620.5±0.097% 3756.5±0.77% 197184.5±4.0% 0.954±0.23% 0.999±0.038% 0.954±0.23%
0.60 Rand 3082.2±1.8% 15591.2±3.3% 430919.2±2.4% 0.815±0.9% 0.995±0.056% 0.815±0.9%
0.60 SRPT 1633.7±0.19% 3493.7±1.2% 337388.2±4.1% 0.94±0.21% 0.999±0.038% 0.94±0.21%
0.70 FF 3267.8±2.8% 23735.1±7.2% 301004.1±4.5% 0.939±0.27% 0.995±0.062% 0.939±0.27%
0.70 FS 1659.3±0.14% 4784.4±0.97% 251399.3±4.4% 0.937±0.32% 0.999±0.052% 0.937±0.32%
0.70 Rand 4312.8±1.8% 23854.6±2.8% 362330.2±2.8% 0.751±1.2% 0.988±0.088% 0.751±1.2%
0.70 SRPT 1695.4±0.39% 4072.7±2.1% 320406.5±3.1% 0.918±0.35% 0.999±0.054% 0.918±0.35%
0.79 FF 4478.6±1.1% 36615.6±3.5% 307393.6±1.8% 0.905±0.4% 0.989±0.085% 0.905±0.4%
0.79 FS 1763.6±0.15% 7054.1±1.4% 269808.6±5.0% 0.896±0.29% 0.998±0.067% 0.896±0.29%
0.79 Rand 5939.0±1.5% 33275.3±2.1% 332125.7±1.8% 0.679±1.2% 0.977±0.087% 0.679±1.2%
0.79 SRPT 1792.6±0.76% 5219.3±3.7% 303203.6±3.1% 0.842±0.32% 0.998±0.071% 0.842±0.32%
0.90 FF 6062.3±2.5% 48771.8±3.1% 278389.8±2.2% 0.852±0.38% 0.979±0.075% 0.852±0.38%
0.90 FS 1924.4±0.59% 10517.0±2.1% 284887.0±4.4% 0.819±0.73% 0.997±0.1% 0.819±0.73%
0.90 Rand 7280.9±2.0% 40622.7±2.7% 304640.3±2.2% 0.621±0.53% 0.965±0.071% 0.621±0.53%
0.90 SRPT 1905.5±0.72% 6722.4±2.8% 288426.4±2.8% 0.751±0.27% 0.997±0.095% 0.751±0.27%

Table B.9: Scheduler performance summary with 95% confidence intervals for
the skewed_nodes_sensitivity_0.05 benchmark.

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.10 FF 1589.7±0.2% 3580.9±0.61% 72990.8±4.8% 0.995±0.13% 0.999±0.044% 0.995±0.13%
0.10 FS 1526.7±0.14% 1998.8±0.016% 70198.0±4.2% 0.995±0.14% 0.999±0.045% 0.995±0.14%
0.10 Rand 1554.9±0.18% 2849.2±0.33% 91598.0±5.9% 0.995±0.14% 0.999±0.045% 0.995±0.14%
0.10 SRPT 1520.9±0.11% 1998.2±0.0098% 81555.4±5.0% 0.995±0.13% 0.999±0.045% 0.995±0.13%
0.20 FF 1904.3±1.3% 11165.2±7.4% 170783.1±17.0% 0.966±0.67% 0.998±0.044% 0.966±0.67%
0.20 FS 1575.6±0.12% 2708.5±4.0% 172624.9±5.3% 0.957±0.77% 0.999±0.045% 0.957±0.77%
0.20 Rand 1641.1±0.21% 3799.1±0.95% 258243.8±8.6% 0.901±0.8% 0.999±0.047% 0.901±0.8%
0.20 SRPT 1542.8±0.11% 2384.0±1.5% 237546.1±11.0% 0.951±0.71% 0.999±0.046% 0.951±0.71%
0.30 FF 2110.4±5.3% 13637.6±22.0% 364074.5±7.9% 0.922±0.62% 0.997±0.057% 0.922±0.62%
0.30 FS 1695.1±0.62% 6015.8±11.0% 348982.1±3.3% 0.908±0.47% 0.999±0.031% 0.908±0.47%
0.30 Rand 1734.6±1.1% 5030.5±5.8% 329509.4±5.2% 0.871±0.9% 0.999±0.036% 0.871±0.9%
0.30 SRPT 1551.9±0.15% 2671.0±0.84% 347195.5±7.9% 0.911±0.58% 0.999±0.031% 0.911±0.58%
0.40 FF 1757.4±0.3% 5007.6±1.5% 232866.4±6.1% 0.933±0.32% 0.998±0.086% 0.933±0.32%
0.40 FS 1640.0±0.54% 2879.0±1.3% 290705.3±4.7% 0.903±0.38% 0.998±0.086% 0.903±0.38%
0.40 Rand 1738.4±0.63% 4569.2±1.4% 253293.4±7.2% 0.869±0.54% 0.998±0.093% 0.869±0.54%
0.40 SRPT 1564.4±0.083% 2821.2±0.2% 236239.4±6.3% 0.909±0.35% 0.999±0.087% 0.909±0.35%
0.50 FF 1890.3±0.82% 6780.9±4.0% 309771.9±13.0% 0.936±0.71% 0.999±0.036% 0.936±0.71%
0.50 FS 1624.6±0.76% 3202.1±3.5% 263314.3±5.5% 0.924±0.54% 0.999±0.03% 0.924±0.54%
0.50 Rand 1921.4±0.49% 6121.4±1.8% 344062.4±11.0% 0.865±0.87% 0.998±0.036% 0.865±0.87%
0.50 SRPT 1590.1±0.1% 3024.8±0.66% 345835.9±12.0% 0.912±0.45% 0.999±0.031% 0.912±0.45%
0.60 FF 2228.0±1.3% 11127.2±4.4% 325509.6±4.4% 0.941±0.43% 0.998±0.063% 0.941±0.43%
0.60 FS 1619.8±0.32% 3642.9±1.6% 278038.2±4.2% 0.935±0.29% 0.999±0.041% 0.935±0.29%
0.60 Rand 2611.0±3.2% 11568.8±5.7% 414642.6±4.4% 0.839±0.76% 0.996±0.064% 0.839±0.76%
0.60 SRPT 1634.8±0.17% 3676.2±1.4% 310853.9±6.2% 0.915±0.3% 0.999±0.044% 0.915±0.3%
0.70 FF 2875.4±1.1% 18523.2±3.0% 278140.2±6.7% 0.932±0.48% 0.996±0.055% 0.932±0.48%
0.70 FS 1653.5±0.21% 4697.6±0.6% 230876.0±2.8% 0.935±0.28% 0.999±0.042% 0.935±0.28%
0.70 Rand 4114.6±1.3% 22245.1±2.0% 368369.0±2.3% 0.784±0.92% 0.99±0.13% 0.784±0.92%
0.70 SRPT 1719.6±0.24% 4455.5±1.8% 254458.0±2.9% 0.904±0.36% 0.999±0.044% 0.904±0.36%
0.80 FF 4161.5±3.0% 32209.9±5.0% 290395.7±3.7% 0.908±0.36% 0.989±0.055% 0.908±0.36%
0.80 FS 1754.4±0.31% 7051.4±1.7% 270181.8±3.0% 0.9±0.21% 0.998±0.081% 0.9±0.21%
0.80 Rand 5293.0±2.7% 29396.4±3.3% 306156.3±1.7% 0.719±1.1% 0.978±0.095% 0.719±1.1%
0.80 SRPT 1862.6±0.57% 6197.4±2.1% 296322.5±3.7% 0.858±0.27% 0.997±0.088% 0.858±0.27%
0.89 FF 6157.7±1.4% 49317.2±1.9% 281000.4±3.5% 0.862±0.28% 0.979±0.12% 0.862±0.28%
0.89 FS 1936.4±0.45% 11082.2±2.2% 272673.6±2.7% 0.831±0.44% 0.997±0.071% 0.831±0.44%
0.89 Rand 7365.4±0.86% 41371.3±1.0% 297468.5±1.7% 0.639±0.88% 0.964±0.12% 0.639±0.88%
0.89 SRPT 2185.8±3.7% 11390.2±12.0% 265498.8±1.9% 0.726±0.49% 0.996±0.086% 0.726±0.49%

Table B.10: Scheduler performance summary with 95% confidence intervals for
the skewed_nodes_sensitivity_0.1 benchmark.
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Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.10 FF 1555.2±0.21% 2960.3±0.45% 63958.8±7.2% 0.995±0.078% 1.0±0.026% 0.995±0.078%
0.10 FS 1518.9±0.18% 1997.5±0.0059% 53307.4±6.3% 0.995±0.11% 1.0±0.025% 0.995±0.11%
0.10 Rand 1544.8±0.22% 2746.4±0.76% 80003.7±8.1% 0.993±0.11% 1.0±0.025% 0.993±0.11%
0.10 SRPT 1515.5±0.18% 1997.1±0.0039% 55035.6±6.0% 0.996±0.068% 1.0±0.025% 0.996±0.068%
0.20 FF 1653.6±0.43% 4948.5±3.1% 100796.4±7.0% 0.98±0.39% 0.999±0.063% 0.98±0.39%
0.20 FS 1538.1±0.21% 2078.9±1.6% 86478.5±8.6% 0.978±0.44% 0.999±0.059% 0.978±0.44%
0.20 Rand 1604.6±0.33% 3121.7±1.8% 210697.6±5.6% 0.937±0.7% 0.999±0.06% 0.937±0.7%
0.20 SRPT 1529.4±0.1% 2199.9±0.86% 107139.2±10.0% 0.979±0.48% 0.999±0.058% 0.979±0.48%
0.30 FF 1879.0±1.4% 9864.3±5.0% 219455.7±9.2% 0.968±0.39% 0.998±0.059% 0.968±0.39%
0.30 FS 1587.8±0.47% 2934.7±2.7% 165814.7±9.3% 0.965±0.38% 0.999±0.06% 0.965±0.38%
0.30 Rand 1688.9±0.27% 4259.1±1.6% 388493.8±6.6% 0.811±1.2% 0.998±0.063% 0.811±1.2%
0.30 SRPT 1555.3±0.14% 2580.5±0.5% 318733.6±8.1% 0.947±0.66% 0.999±0.061% 0.947±0.66%
0.40 FF 2047.8±1.9% 12996.0±8.4% 253351.7±3.1% 0.901±0.99% 0.997±0.077% 0.901±0.99%
0.40 FS 1656.3±0.3% 4469.8±0.9% 237826.1±6.6% 0.901±0.88% 0.999±0.058% 0.901±0.88%
0.40 Rand 1750.5±0.46% 5216.2±1.9% 272425.1±5.7% 0.774±0.66% 0.997±0.059% 0.774±0.66%
0.40 SRPT 1565.6±0.083% 2783.8±0.28% 235162.6±6.6% 0.88±0.78% 0.999±0.058% 0.88±0.78%
0.50 FF 1893.6±1.5% 6355.4±4.8% 440695.9±8.9% 0.887±0.41% 0.998±0.073% 0.887±0.41%
0.50 FS 1752.4±1.1% 5396.1±12.0% 331678.2±8.6% 0.888±1.2% 0.999±0.052% 0.888±1.2%
0.50 Rand 1941.6±1.1% 6437.1±3.0% 458290.7±9.6% 0.795±0.49% 0.998±0.056% 0.795±0.49%
0.50 SRPT 1588.2±0.059% 2940.4±0.42% 415335.3±7.7% 0.856±0.52% 0.999±0.056% 0.856±0.52%
0.61 FF 1981.7±0.88% 7326.2±3.0% 372958.5±3.3% 0.901±0.21% 0.998±0.043% 0.901±0.21%
0.61 FS 1692.9±0.47% 3992.5±2.3% 297476.6±4.3% 0.898±0.22% 0.999±0.037% 0.898±0.22%
0.61 Rand 2203.6±1.2% 8062.8±2.4% 407016.8±2.1% 0.801±0.43% 0.997±0.043% 0.801±0.43%
0.61 SRPT 1638.4±0.15% 3706.4±0.78% 327127.1±6.4% 0.863±0.25% 0.999±0.039% 0.863±0.25%
0.70 FF 2412.4±0.75% 12132.2±2.0% 307320.4±1.3% 0.897±0.33% 0.997±0.054% 0.897±0.33%
0.70 FS 1671.6±0.3% 4565.0±1.8% 292849.3±3.5% 0.906±0.18% 0.999±0.051% 0.906±0.18%
0.70 Rand 3156.7±0.98% 15098.8±1.5% 369120.8±2.5% 0.782±0.31% 0.993±0.057% 0.782±0.31%
0.70 SRPT 1756.4±0.26% 5157.5±1.5% 326751.6±4.6% 0.862±0.16% 0.999±0.053% 0.862±0.16%
0.80 FF 3541.7±0.85% 24415.3±1.9% 304075.1±3.6% 0.892±0.17% 0.993±0.075% 0.892±0.17%
0.80 FS 1731.9±0.23% 6430.1±1.5% 234881.5±4.1% 0.901±0.21% 0.999±0.061% 0.901±0.21%
0.80 Rand 5311.2±3.2% 30099.0±3.7% 329220.0±1.8% 0.728±1.2% 0.98±0.12% 0.728±1.2%
0.80 SRPT 2006.7±0.79% 8444.4±3.0% 291953.9±5.8% 0.833±0.37% 0.998±0.059% 0.833±0.37%
0.90 FF 6282.4±3.1% 51863.0±4.5% 361626.4±12.0% 0.876±0.5% 0.982±0.17% 0.876±0.5%
0.90 FS 2051.1±0.77% 13365.0±2.2% 340927.7±9.7% 0.869±1.1% 0.997±0.092% 0.869±1.1%
0.90 Rand 9434.3±8.7% 55751.7±9.7% 394053.6±12.0% 0.677±0.61% 0.962±0.14% 0.677±0.61%
0.90 SRPT 2864.2±4.1% 23077.6±10.0% 394099.5±12.0% 0.731±1.4% 0.987±0.23% 0.731±1.4%

Table B.11: Scheduler performance summary with 95% confidence intervals for
the skewed_nodes_sensitivity_0.2 benchmark.

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.10 FF 1550.7±0.14% 2940.7±0.61% 41390.8±6.7% 0.997±0.072% 1.0±0.018% 0.997±0.072%
0.10 FS 1516.9±0.13% 1997.5±0.0078% 40765.3±4.2% 0.997±0.07% 1.0±0.018% 0.997±0.07%
0.10 Rand 1542.2±0.16% 2746.4±0.23% 62404.4±12.0% 0.997±0.082% 1.0±0.017% 0.997±0.082%
0.10 SRPT 1516.3±0.13% 1997.9±0.0098% 41765.3±4.4% 0.997±0.07% 1.0±0.018% 0.997±0.07%
0.20 FF 1626.3±0.32% 4422.1±2.7% 55331.8±5.9% 0.98±0.11% 0.999±0.044% 0.98±0.11%
0.20 FS 1527.7±0.11% 2008.0±0.33% 46606.0±7.2% 0.981±0.11% 0.999±0.045% 0.981±0.11%
0.20 Rand 1582.2±0.082% 2999.5±0.33% 98692.2±7.2% 0.961±0.22% 0.999±0.044% 0.961±0.22%
0.20 SRPT 1528.6±0.12% 2280.1±0.98% 53343.4±7.0% 0.983±0.22% 0.999±0.045% 0.983±0.22%
0.30 FF 1748.0±0.97% 6884.9±6.0% 70468.9±9.3% 0.99±0.19% 0.999±0.084% 0.99±0.19%
0.30 FS 1534.4±0.1% 2385.5±0.78% 68968.2±8.7% 0.991±0.2% 0.999±0.084% 0.991±0.2%
0.30 Rand 1662.0±0.58% 3976.1±1.9% 232725.1±11.0% 0.972±0.47% 0.999±0.085% 0.972±0.47%
0.30 SRPT 1538.9±0.064% 2658.7±0.41% 85328.2±9.3% 0.991±0.18% 0.999±0.084% 0.991±0.18%
0.40 FF 1940.0±0.89% 9772.0±3.0% 88904.4±3.9% 0.981±0.23% 0.998±0.086% 0.981±0.23%
0.40 FS 1552.0±0.17% 2718.8±0.66% 81504.4±5.4% 0.983±0.25% 0.999±0.082% 0.983±0.25%
0.40 Rand 1836.8±0.6% 5756.4±1.2% 274773.4±3.7% 0.908±0.39% 0.998±0.085% 0.908±0.39%
0.40 SRPT 1561.4±0.11% 2844.9±0.29% 111871.6±4.0% 0.981±0.24% 0.999±0.082% 0.981±0.24%
0.51 FF 2329.1±1.4% 16228.3±6.2% 218249.3±18.0% 0.97±0.62% 0.997±0.1% 0.97±0.62%
0.51 FS 1576.2±0.19% 3237.0±1.5% 120960.8±6.1% 0.972±0.6% 0.999±0.078% 0.972±0.6%
0.51 Rand 2429.3±3.3% 11991.0±7.5% 422835.2±8.8% 0.826±0.52% 0.995±0.089% 0.826±0.52%
0.51 SRPT 1592.1±0.16% 2987.7±0.52% 263110.8±12.0% 0.967±0.66% 0.999±0.078% 0.967±0.66%
0.60 FF 2939.0±2.1% 23736.5±4.0% 343896.8±6.1% 0.948±0.36% 0.996±0.045% 0.948±0.36%
0.60 FS 1633.6±0.4% 4389.9±2.1% 258643.0±5.9% 0.959±0.32% 0.999±0.043% 0.959±0.32%
0.60 Rand 3201.2±2.1% 19085.7±4.6% 436718.7±1.5% 0.766±1.7% 0.993±0.055% 0.766±1.7%
0.60 SRPT 1632.6±0.094% 3514.9±1.3% 323235.8±4.6% 0.934±0.47% 0.999±0.044% 0.934±0.47%
0.71 FF 3837.7±1.9% 34431.1±4.0% 322903.8±2.5% 0.911±0.37% 0.992±0.084% 0.911±0.37%
0.71 FS 1730.6±0.38% 6601.9±1.2% 274442.8±2.9% 0.922±0.39% 0.999±0.05% 0.922±0.39%
0.71 Rand 3911.6±1.4% 24538.5±3.2% 381889.7±2.0% 0.731±1.2% 0.989±0.076% 0.731±1.2%
0.71 SRPT 1706.2±0.21% 4321.1±1.7% 365187.1±2.6% 0.886±0.35% 0.999±0.054% 0.886±0.35%
0.80 FF 4505.2±3.5% 40048.5±6.2% 297883.9±2.8% 0.854±0.38% 0.985±0.18% 0.854±0.38%
0.80 FS 1843.6±0.83% 9336.0±3.2% 284147.5±4.5% 0.856±0.62% 0.997±0.095% 0.856±0.62%
0.80 Rand 4761.7±2.7% 28060.7±2.3% 315479.6±2.5% 0.694±0.71% 0.982±0.12% 0.694±0.71%
0.80 SRPT 1807.6±0.51% 5691.1±2.9% 275652.6±5.5% 0.819±0.61% 0.998±0.1% 0.819±0.61%
0.89 FF 5277.0±2.7% 49286.4±4.5% 301906.9±1.8% 0.814±0.44% 0.97±0.43% 0.814±0.44%
0.89 FS 2042.1±0.48% 14036.0±2.1% 273754.2±3.0% 0.79±0.55% 0.996±0.11% 0.79±0.55%
0.89 Rand 7441.6±3.5% 41471.0±2.8% 294162.8±1.2% 0.633±1.2% 0.964±0.2% 0.633±1.2%
0.89 SRPT 2271.4±3.0% 14379.1±11.0% 294316.1±2.1% 0.746±0.67% 0.992±0.29% 0.746±0.67%

Table B.12: Scheduler performance summary with 95% confidence intervals for
the skewed_nodes_sensitivity_0.4 benchmark.
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Appendix B. A Framework for Generating Custom and Reproducible Synthetic

Traffic

Rack Distribution Benchmark

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.1 FF 1547.1±0.2% 2905.6±0.53% 36420.2±3.8% 0.993±0.23% 0.999±0.047% 0.993±0.23%
0.1 FS 1514.8±0.14% 1997.1±0.0059% 35026.4±2.6% 0.994±0.23% 0.999±0.046% 0.994±0.23%
0.1 Rand 1538.9±0.15% 2708.2±0.35% 53118.6±2.9% 0.991±0.21% 0.999±0.046% 0.991±0.21%
0.1 SRPT 1514.5±0.14% 1997.6±0.0078% 35426.4±2.6% 0.994±0.22% 0.999±0.046% 0.994±0.22%
0.2 FF 1613.3±0.16% 4210.8±1.1% 43491.3±3.3% 0.985±0.34% 0.999±0.032% 0.985±0.34%
0.2 FS 1522.9±0.14% 1998.9±0.012% 38988.6±1.6% 0.986±0.37% 1.0±0.029% 0.986±0.37%
0.2 Rand 1575.6±0.2% 3009.0±0.77% 70182.4±2.6% 0.978±0.45% 0.999±0.029% 0.978±0.45%
0.2 SRPT 1524.5±0.14% 2252.2±1.0% 41095.6±1.6% 0.987±0.31% 1.0±0.028% 0.987±0.31%
0.3 FF 1751.4±0.79% 6744.9±3.8% 67480.0±9.5% 0.989±0.17% 0.999±0.042% 0.989±0.17%
0.3 FS 1534.7±0.13% 2247.8±0.56% 63424.2±7.2% 0.99±0.17% 0.999±0.042% 0.99±0.17%
0.3 Rand 1649.2±0.34% 3891.9±0.76% 148433.8±8.6% 0.977±0.19% 0.999±0.041% 0.977±0.19%
0.3 SRPT 1539.5±0.12% 2626.4±0.49% 83252.7±9.4% 0.989±0.2% 0.999±0.041% 0.989±0.2%
0.4 FF 1924.1±1.5% 9755.3±7.2% 88414.1±9.8% 0.977±0.23% 0.998±0.086% 0.977±0.23%
0.4 FS 1541.5±0.092% 2542.4±0.5% 74926.1±11.0% 0.98±0.19% 0.999±0.085% 0.98±0.19%
0.4 Rand 1795.0±0.49% 5339.0±1.4% 216058.0±7.5% 0.941±0.46% 0.998±0.089% 0.941±0.46%
0.4 SRPT 1552.2±0.035% 2802.5±0.34% 99179.4±14.0% 0.979±0.2% 0.999±0.085% 0.979±0.2%
0.5 FF 2239.7±2.0% 14440.3±7.6% 120877.0±5.2% 0.979±0.27% 0.998±0.048% 0.979±0.27%
0.5 FS 1564.2±0.13% 2914.5±0.6% 97264.9±6.6% 0.98±0.21% 0.999±0.05% 0.98±0.21%
0.5 Rand 2330.3±1.7% 9746.8±4.0% 408828.1±10.0% 0.892±1.0% 0.997±0.055% 0.892±1.0%
0.5 SRPT 1580.9±0.082% 2940.4±0.36% 153416.6±10.0% 0.978±0.3% 0.999±0.051% 0.978±0.3%
0.6 FF 2842.5±2.5% 22991.2±7.0% 308474.4±6.6% 0.967±0.28% 0.996±0.067% 0.967±0.28%
0.6 FS 1595.6±0.19% 3658.7±0.66% 137386.1±5.7% 0.972±0.28% 0.999±0.048% 0.972±0.28%
0.6 Rand 3265.3±0.75% 16613.3±1.2% 420951.4±3.7% 0.825±0.81% 0.994±0.065% 0.825±0.81%
0.6 SRPT 1619.1±0.097% 3390.5±1.8% 336922.0±5.1% 0.961±0.37% 0.999±0.049% 0.961±0.37%
0.7 FF 3465.2±0.49% 27554.1±1.9% 287240.4±6.0% 0.95±0.29% 0.994±0.066% 0.95±0.29%
0.7 FS 1648.7±0.15% 4775.0±1.0% 210756.3±2.1% 0.95±0.28% 0.999±0.063% 0.95±0.28%
0.7 Rand 4658.5±2.2% 25482.9±2.8% 345529.5±3.4% 0.755±0.84% 0.985±0.055% 0.755±0.84%
0.7 SRPT 1678.0±0.25% 3916.3±1.2% 307069.7±3.6% 0.927±0.29% 0.999±0.063% 0.927±0.29%
0.8 FF 4604.8±1.5% 37588.2±2.3% 287174.0±1.8% 0.904±0.52% 0.988±0.11% 0.904±0.52%
0.8 FS 1759.3±0.18% 7189.5±1.6% 278549.2±2.2% 0.886±0.5% 0.998±0.071% 0.886±0.5%
0.8 Rand 5891.2±0.77% 32310.3±1.1% 323761.6±2.1% 0.694±1.3% 0.977±0.11% 0.694±1.3%
0.8 SRPT 1757.8±0.7% 4908.0±3.1% 307367.1±4.4% 0.853±0.39% 0.998±0.073% 0.853±0.39%
0.9 FF 6385.1±2.0% 52863.8±3.2% 320436.3±9.5% 0.871±0.69% 0.98±0.041% 0.871±0.69%
0.9 FS 1956.4±1.1% 11288.2±3.1% 313425.0±11.0% 0.845±0.79% 0.998±0.034% 0.845±0.79%
0.9 Rand 8399.6±6.6% 46907.3±7.9% 336830.9±12.0% 0.65±0.81% 0.964±0.082% 0.65±0.81%
0.9 SRPT 1963.3±1.2% 7596.5±5.1% 320009.5±13.0% 0.786±0.3% 0.998±0.042% 0.786±0.3%

Table B.13: Scheduler performance summary with 95% confidence intervals for
the rack_sensitivity_0.2 benchmark.
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Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.1 FF 1553.9±0.15% 3023.9±1.1% 38020.6±5.6% 0.997±0.15% 1.0±0.029% 0.997±0.15%
0.1 FS 1515.8±0.057% 1997.5±0.0039% 37020.6±5.8% 0.997±0.15% 1.0±0.026% 0.997±0.15%
0.1 Rand 1541.3±0.058% 2739.1±0.31% 61994.1±11.0% 0.996±0.16% 1.0±0.026% 0.996±0.16%
0.1 SRPT 1515.5±0.052% 1998.0±0.0078% 37373.3±6.5% 0.997±0.15% 1.0±0.026% 0.997±0.15%
0.2 FF 1643.8±0.34% 4775.7±2.4% 52879.5±3.8% 0.986±0.2% 0.999±0.04% 0.986±0.2%
0.2 FS 1525.7±0.11% 1999.3±0.0059% 48949.2±3.9% 0.987±0.18% 0.999±0.043% 0.987±0.18%
0.2 Rand 1587.8±0.18% 3035.9±0.46% 126408.0±8.0% 0.976±0.14% 0.999±0.044% 0.976±0.14%
0.2 SRPT 1526.4±0.12% 2225.3±1.5% 51165.4±4.0% 0.988±0.17% 0.999±0.044% 0.988±0.17%
0.3 FF 1787.0±0.46% 7619.8±3.9% 66882.6±8.2% 0.988±0.16% 0.999±0.016% 0.988±0.16%
0.3 FS 1532.2±0.15% 2231.4±0.81% 57004.1±7.0% 0.989±0.21% 1.0±0.015% 0.989±0.21%
0.3 Rand 1671.2±0.57% 4113.2±2.9% 256001.0±7.5% 0.956±0.31% 0.999±0.015% 0.956±0.31%
0.3 SRPT 1536.4±0.17% 2610.9±0.51% 65648.0±10.0% 0.989±0.16% 1.0±0.016% 0.989±0.16%
0.4 FF 1997.7±0.57% 11546.2±2.4% 78798.6±6.6% 0.973±0.27% 0.998±0.054% 0.973±0.27%
0.4 FS 1542.8±0.11% 2588.6±0.51% 66608.7±3.7% 0.976±0.23% 0.999±0.065% 0.976±0.23%
0.4 Rand 1805.3±0.55% 6476.5±3.3% 287594.6±1.8% 0.882±0.51% 0.998±0.074% 0.882±0.51%
0.4 SRPT 1553.2±0.061% 2820.2±0.21% 85975.8±3.3% 0.977±0.22% 0.999±0.066% 0.977±0.22%
0.5 FF 2476.5±1.5% 20978.2±5.7% 115951.9±3.9% 0.976±0.45% 0.997±0.053% 0.976±0.45%
0.5 FS 1562.6±0.05% 2906.2±0.44% 104707.6±4.4% 0.978±0.38% 0.999±0.046% 0.978±0.38%
0.5 Rand 2104.8±2.3% 11901.7±9.0% 411058.5±11.0% 0.822±0.74% 0.996±0.041% 0.822±0.74%
0.5 SRPT 1578.2±0.12% 2936.4±0.35% 128711.3±3.1% 0.976±0.36% 0.999±0.044% 0.976±0.36%
0.6 FF 2880.0±1.5% 24414.7±5.0% 242585.7±3.1% 0.971±0.31% 0.997±0.044% 0.971±0.31%
0.6 FS 1592.5±0.094% 3616.1±0.56% 131921.2±7.3% 0.972±0.22% 0.999±0.031% 0.972±0.22%
0.6 Rand 2420.9±0.64% 17877.9±2.6% 417817.1±1.5% 0.778±1.0% 0.995±0.043% 0.778±1.0%
0.6 SRPT 1619.6±0.11% 3401.4±1.4% 235066.7±3.8% 0.966±0.35% 0.999±0.033% 0.966±0.35%
0.7 FF 3534.3±1.3% 33314.7±4.1% 311692.8±3.6% 0.935±0.27% 0.994±0.052% 0.935±0.27%
0.7 FS 1642.8±0.05% 4665.5±1.2% 245550.4±4.2% 0.937±0.3% 0.999±0.057% 0.937±0.3%
0.7 Rand 2652.7±1.1% 21768.7±1.6% 375157.8±2.3% 0.71±0.89% 0.993±0.071% 0.71±0.89%
0.7 SRPT 1660.0±0.2% 3780.8±1.1% 327831.0±2.0% 0.915±0.3% 0.999±0.059% 0.915±0.3%
0.8 FF 4311.5±0.84% 39028.2±2.3% 294072.3±2.3% 0.911±0.39% 0.99±0.056% 0.911±0.39%
0.8 FS 1731.1±0.25% 6579.1±1.4% 238819.8±2.4% 0.904±0.33% 0.999±0.047% 0.904±0.33%
0.8 Rand 2906.5±0.56% 24944.4±1.5% 320552.6±1.3% 0.665±1.4% 0.99±0.063% 0.665±1.4%
0.8 SRPT 1747.3±0.58% 4642.0±2.8% 280469.5±6.0% 0.865±0.3% 0.999±0.05% 0.865±0.3%
0.9 FF 5497.1±2.4% 46230.6±2.7% 280463.7±3.8% 0.851±0.43% 0.983±0.086% 0.851±0.43%
0.9 FS 1872.4±0.26% 9593.3±1.6% 290850.1±1.7% 0.827±0.43% 0.997±0.094% 0.827±0.43%
0.9 Rand 3347.1±1.2% 29914.9±0.63% 306219.5±1.8% 0.608±1.4% 0.987±0.095% 0.608±1.4%
0.9 SRPT 1861.4±0.99% 5931.5±4.3% 286319.1±1.6% 0.781±0.33% 0.997±0.095% 0.781±0.33%

Table B.14: Scheduler performance summary with 95% confidence intervals for
the rack_sensitivity_0.4 benchmark.

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.1 FF 1557.4±0.18% 2992.3±1.3% 41866.0±3.4% 0.995±0.1% 0.999±0.045% 0.995±0.1%
0.1 FS 1519.1±0.041% 1997.0±0.012% 41866.0±2.5% 0.995±0.1% 0.999±0.044% 0.995±0.1%
0.1 Rand 1544.3±0.069% 2738.7±0.46% 63511.4±5.0% 0.992±0.23% 0.999±0.044% 0.992±0.23%
0.1 SRPT 1518.9±0.044% 1997.6±0.0098% 42866.0±3.2% 0.995±0.1% 0.999±0.044% 0.995±0.1%
0.2 FF 1639.1±0.39% 4710.0±2.0% 48916.2±3.7% 0.989±0.26% 0.999±0.039% 0.989±0.26%
0.2 FS 1522.8±0.17% 1998.9±0.0039% 47869.5±2.2% 0.989±0.27% 0.999±0.043% 0.989±0.27%
0.2 Rand 1582.2±0.16% 3046.6±0.46% 105951.9±8.2% 0.981±0.28% 0.999±0.043% 0.981±0.28%
0.2 SRPT 1525.6±0.18% 2338.1±0.83% 46897.0±4.4% 0.99±0.23% 0.999±0.043% 0.99±0.23%
0.3 FF 1786.7±0.96% 7425.5±4.7% 64656.1±7.6% 0.986±0.29% 0.999±0.047% 0.986±0.29%
0.3 FS 1531.2±0.19% 2225.5±1.8% 57743.4±4.0% 0.987±0.32% 0.999±0.046% 0.987±0.32%
0.3 Rand 1663.9±0.3% 4087.7±1.3% 233890.5±4.2% 0.967±0.37% 0.999±0.046% 0.967±0.37%
0.3 SRPT 1538.9±0.17% 2680.8±0.29% 64343.4±5.0% 0.988±0.32% 0.999±0.046% 0.988±0.32%
0.4 FF 2070.3±1.5% 11972.7±4.4% 89212.8±6.2% 0.98±0.34% 0.997±0.09% 0.98±0.34%
0.4 FS 1543.2±0.094% 2555.3±1.1% 84834.8±6.3% 0.981±0.34% 0.999±0.085% 0.981±0.34%
0.4 Rand 1804.3±0.48% 6112.3±1.9% 210247.2±7.1% 0.917±0.59% 0.998±0.088% 0.917±0.59%
0.4 SRPT 1558.0±0.083% 2842.9±0.21% 108634.8±9.3% 0.981±0.28% 0.999±0.085% 0.981±0.28%
0.5 FF 2462.2±0.96% 18251.1±3.1% 121295.6±5.9% 0.98±0.15% 0.997±0.062% 0.98±0.15%
0.5 FS 1560.7±0.05% 2885.8±0.48% 89431.3±4.1% 0.98±0.18% 0.999±0.048% 0.98±0.18%
0.5 Rand 2236.8±1.9% 13576.8±6.8% 390033.5±9.3% 0.843±0.62% 0.997±0.048% 0.843±0.62%
0.5 SRPT 1585.1±0.042% 2970.9±0.11% 136545.8±11.0% 0.98±0.17% 0.999±0.05% 0.98±0.17%
0.6 FF 2956.1±1.6% 24090.4±4.4% 242220.9±13.0% 0.975±0.13% 0.996±0.065% 0.975±0.13%
0.6 FS 1586.0±0.16% 3517.5±0.65% 138093.6±7.7% 0.979±0.1% 0.999±0.063% 0.979±0.1%
0.6 Rand 2728.2±0.78% 22105.7±1.7% 432399.7±2.9% 0.771±0.97% 0.994±0.081% 0.771±0.97%
0.6 SRPT 1624.4±0.043% 3519.2±0.73% 284839.9±4.3% 0.97±0.16% 0.999±0.064% 0.97±0.16%
0.7 FF 3858.3±1.5% 35582.9±3.2% 272734.1±8.6% 0.951±0.16% 0.993±0.051% 0.951±0.16%
0.7 FS 1630.8±0.12% 4456.6±1.0% 225655.3±3.9% 0.953±0.13% 0.999±0.058% 0.953±0.13%
0.7 Rand 3035.8±0.58% 26654.0±1.4% 356900.5±1.4% 0.708±0.38% 0.991±0.072% 0.708±0.38%
0.7 SRPT 1680.3±0.17% 3938.0±0.64% 291331.3±5.2% 0.931±0.27% 0.999±0.058% 0.931±0.27%
0.8 FF 4501.2±1.5% 38457.9±2.2% 277274.4±2.6% 0.915±0.42% 0.988±0.16% 0.915±0.42%
0.8 FS 1713.2±0.17% 6223.9±1.2% 259604.2±3.1% 0.908±0.33% 0.998±0.095% 0.908±0.33%
0.8 Rand 3484.0±2.5% 32752.7±3.8% 321488.9±4.3% 0.644±1.1% 0.986±0.087% 0.644±1.1%
0.8 SRPT 1752.6±0.43% 4662.8±1.9% 279493.1±6.2% 0.869±0.31% 0.998±0.098% 0.869±0.31%
0.9 FF 5773.6±0.51% 46545.8±0.72% 263361.6±3.2% 0.867±0.22% 0.978±0.14% 0.867±0.22%
0.9 FS 1872.7±0.3% 9645.7±1.2% 274889.1±1.4% 0.844±0.17% 0.997±0.07% 0.844±0.17%
0.9 Rand 3943.0±1.1% 39082.1±1.2% 293317.7±1.1% 0.595±0.58% 0.981±0.062% 0.595±0.58%
0.9 SRPT 1900.9±0.69% 6304.4±3.1% 264047.5±2.1% 0.793±0.19% 0.997±0.066% 0.793±0.19%

Table B.15: Scheduler performance summary with 95% confidence intervals for
the rack_sensitivity_0.6 benchmark.



234
Appendix B. A Framework for Generating Custom and Reproducible Synthetic

Traffic

Load Subject Mean FCT (µs) p99 FCT (µs) Max FCT (µs) Throughput (Frac) Flows Accepted (Frac) Info Accepted (Frac)

0.1 FF 1564.4±0.17% 3075.8±0.78% 38130.3±3.3% 0.998±0.055% 1.0±0.032% 0.998±0.055%
0.1 FS 1523.4±0.13% 1997.4±0.002% 34026.7±2.1% 0.998±0.055% 1.0±0.031% 0.998±0.055%
0.1 Rand 1549.9±0.14% 2779.9±0.22% 60347.0±7.3% 0.996±0.08% 1.0±0.032% 0.996±0.08%
0.1 SRPT 1523.7±0.13% 1998.4±0.0039% 34147.9±2.8% 0.998±0.055% 1.0±0.032% 0.998±0.055%
0.2 FF 1655.6±0.53% 4886.6±3.3% 48187.1±7.1% 0.991±0.17% 0.998±0.1% 0.991±0.17%
0.2 FS 1525.7±0.11% 1998.9±0.0078% 41674.6±5.2% 0.991±0.16% 0.999±0.099% 0.991±0.16%
0.2 Rand 1589.2±0.13% 3175.5±1.1% 91618.8±7.3% 0.983±0.13% 0.999±0.099% 0.983±0.13%
0.2 SRPT 1528.4±0.11% 2350.2±0.88% 43538.3±5.8% 0.992±0.16% 0.999±0.098% 0.992±0.16%
0.3 FF 1812.5±0.4% 7816.8±1.9% 68547.0±5.1% 0.986±0.17% 0.999±0.049% 0.986±0.17%
0.3 FS 1532.3±0.1% 2202.5±0.51% 64297.6±5.1% 0.987±0.2% 0.999±0.053% 0.987±0.2%
0.3 Rand 1657.7±0.13% 4051.6±0.72% 227634.8±3.2% 0.972±0.33% 0.999±0.051% 0.972±0.33%
0.3 SRPT 1541.1±0.11% 2701.4±0.27% 73297.6±7.1% 0.989±0.14% 0.999±0.053% 0.989±0.14%
0.4 FF 2211.4±1.3% 15442.4±5.6% 107060.7±14.0% 0.976±0.26% 0.997±0.065% 0.976±0.26%
0.4 FS 1546.2±0.12% 2605.9±0.68% 76600.8±12.0% 0.98±0.3% 0.999±0.046% 0.98±0.3%
0.4 Rand 1823.3±0.45% 6253.9±1.4% 256431.0±7.3% 0.918±0.43% 0.998±0.047% 0.918±0.43%
0.4 SRPT 1560.4±0.088% 2854.5±0.31% 86910.4±10.0% 0.98±0.22% 0.999±0.047% 0.98±0.22%
0.5 FF 2670.2±1.5% 20930.8±5.2% 142824.2±12.0% 0.963±0.51% 0.995±0.094% 0.963±0.51%
0.5 FS 1561.9±0.088% 2883.4±0.46% 87631.8±5.5% 0.968±0.45% 0.999±0.086% 0.968±0.45%
0.5 Rand 2097.1±1.6% 10368.7±5.3% 266946.9±14.0% 0.846±0.85% 0.996±0.093% 0.846±0.85%
0.5 SRPT 1586.5±0.14% 2988.9±0.73% 108035.3±3.4% 0.968±0.46% 0.999±0.087% 0.968±0.46%
0.6 FF 3437.5±0.59% 30455.8±3.2% 221359.1±14.0% 0.971±0.22% 0.995±0.097% 0.971±0.22%
0.6 FS 1589.9±0.079% 3541.0±0.89% 121075.9±9.3% 0.978±0.15% 0.999±0.066% 0.978±0.15%
0.6 Rand 3021.9±1.6% 24451.3±2.3% 412148.6±1.0% 0.771±0.67% 0.993±0.083% 0.771±0.67%
0.6 SRPT 1632.0±0.072% 3575.4±0.19% 219688.9±7.6% 0.97±0.28% 0.999±0.069% 0.97±0.28%
0.7 FF 4226.4±1.0% 37246.2±1.9% 250830.8±3.5% 0.955±0.43% 0.992±0.1% 0.955±0.43%
0.7 FS 1630.6±0.12% 4431.6±0.92% 200199.1±3.6% 0.961±0.23% 0.999±0.077% 0.961±0.23%
0.7 Rand 3899.6±1.9% 35618.2±3.2% 367726.5±1.9% 0.684±0.88% 0.988±0.14% 0.684±0.88%
0.7 SRPT 1694.3±0.1% 4009.5±0.56% 299390.8±5.7% 0.936±0.3% 0.999±0.079% 0.936±0.3%
0.8 FF 5264.1±1.5% 44602.4±1.7% 284358.6±6.4% 0.905±0.58% 0.985±0.066% 0.905±0.58%
0.8 FS 1721.5±0.35% 6287.8±2.1% 249298.1±4.5% 0.907±0.49% 0.998±0.076% 0.907±0.49%
0.8 Rand 4485.1±1.8% 44277.7±2.8% 331280.5±2.2% 0.59±0.66% 0.98±0.1% 0.59±0.66%
0.8 SRPT 1772.7±0.17% 4871.1±0.47% 308528.4±3.4% 0.871±0.35% 0.998±0.073% 0.871±0.35%
0.9 FF 6797.9±2.0% 53200.8±2.1% 312515.9±11.0% 0.866±0.59% 0.977±0.08% 0.866±0.59%
0.9 FS 1891.3±1.2% 10007.9±4.7% 324448.5±7.9% 0.856±0.93% 0.998±0.036% 0.856±0.93%
0.9 Rand 5968.6±7.1% 63779.3±11.0% 351222.1±11.0% 0.54±0.64% 0.971±0.097% 0.54±0.64%
0.9 SRPT 1935.1±0.79% 6647.8±2.6% 315660.8±11.0% 0.792±0.17% 0.998±0.049% 0.792±0.17%

Table B.16: Scheduler performance summary with 95% confidence intervals for
the rack_sensitivity_0.8 benchmark.
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B.6.4 Winner Tables

The below ‘winner tables’ summarise the winning schedulers for each load and

benchmark with their performance improvement relative to the worst performing

baseline for each PKP I averaged across 5 runs. These tables are useful for gaining

an overarching view of the multi-faceted performance results which are often

difficult to interpret through graphical means alone.

Load Mean FCT p99 FCT Max FCT Throughput Flows Accepted

0.1 SRPT, -2.3% FS, -33% FF, -36% FF+FS+SRPT, 0.40% −
0.2 FS, -6.0% FS, -55% FS, -47% SRPT, 0.92% −
0.3 FS, -12% FS, -66% FS, -60% SRPT, 1.7% −
0.4 FS, -19% FS, -73% FS, -64% FF, 3.7% FS+Rand+SRPT, 0.10%
0.5 FS, -31% FS, -80% FF, -75% FS, 11% FS+SRPT, 0.21%
0.6 FS, -52% SRPT, -83% FS, -60% FS, 19% FS+SRPT, 0.60%
0.7 FS, -62% SRPT, -86% FS, -28% FS, 28% FS, 1.3%
0.8 FS+SRPT, -69% SRPT, -86% FS, -14% FF, 31% FS+SRPT, 2.1%
0.9 SRPT, -73% SRPT, -85% FF, -9.1% FF, 35% FS+SRPT, 3.1%

0.1 SRPT, -2.107% FS, -31.27% FS, -34.06% FS+SRPT, 0.3027% −
0.2 FS, -5.603% FS, -52.53% FS, -44.45% SRPT, 0.9202% FS+SRPT, 0.1001%
0.3 FS, -12.37% FS, -66.67% FS, -57.27% FS, 1.331% −
0.4 FS, -19.88% FS, -73.94% FS, -65.32% FS, 4.145% FS+SRPT, 0.1002%
0.5 FS, -32.88% FS, -79.82% FS, -76.21% FS, 9.865% FS+SRPT, 0.2006%
0.6 FS, -51.13% SRPT, -85.25% FS, -67.36% FS, 17.82% FS+SRPT, 0.503%
0.7 FS, -64.61% SRPT, -85.79% FS, -39.0% FF+FS, 25.83% FS+SRPT, 1.421%
0.8 SRPT, -70.16% SRPT, -86.94% FS, -13.96% FF, 30.26% FS+SRPT, 2.149%
0.9 FS, -76.71% SRPT, -85.63% FS, -6.949% FF, 34.0% FS+SRPT, 3.527%

0.1 SRPT, -2.471% FS, -33.94% FS, -40.28% FF+FS+SRPT, 0.1004% −
0.2 FS, -7.185% FS, -58.14% FS, -61.28% SRPT, 1.23% −
0.3 FS, -14.26% FS, -70.72% FS, -77.73% FS+SRPT, 3.452% FS+SRPT, 0.1001%
0.4 FS, -22.77% FS, -77.58% FS, -76.84% SRPT, 10.77% FS+SRPT, 0.1002%
0.5 FS, -36.9% FS, -86.15% FS, -74.53% FS, 18.98% FS+SRPT, 0.3012%
0.6 FS, -44.7% SRPT, -86.07% FS, -68.43% FS, 24.94% FS+SRPT, 0.402%
0.7 FS, -53.52% SRPT, -88.65% FS, -34.55% FS, 31.97% FS+SRPT, 0.6042%
0.8 FS, -59.85% SRPT, -88.11% FS, -25.5% FF, 36.99% FS+SRPT, 0.9091%
0.9 SRPT, -66.14% SRPT, -87.17% FF, -8.411% FF, 39.97% FS+SRPT, 1.424%

0.1 SRPT, -2.472% FS, -33.26% FF+FS, -34.08% FF+FS+SRPT, 0.3024% −
0.2 FS, -7.095% FS, -57.56% SRPT, -55.74% SRPT, 0.9174% −
0.3 FS, -14.3% FS, -70.03% FS, -75.31% SRPT, 2.172% −
0.4 FS, -25.46% FS, -78.66% FS, -59.65% FS+SRPT, 6.979% FS+SRPT, 0.2006%
0.5 FS, -36.61% FS, -84.19% FS, -77.07% FF+FS+SRPT, 16.25% FS+SRPT, 0.2006%
0.6 FS, -46.35% FS, -85.4% FS, -68.06% FS, 26.98% FS+SRPT, 0.503%
0.7 FS, -57.73% SRPT, -88.93% FS, -36.77% FS, 34.6% FS+SRPT, 0.8073%
0.8 FS, -61.94% SRPT, -87.88% FS, -19.25% FF, 42.08% FS+SRPT, 1.217%
0.9 FS, -67.56% SRPT, -86.46% FF, -10.21% FF, 45.71% FS+SRPT, 1.943%

0.1 FS, -2.621% FS, -35.06% FS, -43.61% FF+FS+SRPT, 0.2008% −
0.2 FS, -7.846% FS, -59.09% FS, -54.51% SRPT, 0.9156% FS+Rand+SRPT, 0.1002%
0.3 FS, -15.46% FS, -71.82% FS, -71.75% SRPT, 1.749% −
0.4 FS, -30.08% FS, -83.13% FS, -70.13% FS+SRPT, 6.754% FS+SRPT, 0.2006%
0.5 FS, -41.51% FS, -86.22% FS, -67.17% FS+SRPT, 14.42% FS+SRPT, 0.402%
0.6 FS, -53.75% FS, -88.37% FS, -70.62% FS, 26.85% FS+SRPT, 0.6042%
0.7 FS, -61.42% SRPT, -89.24% FS, -45.56% FS, 40.5% FS+SRPT, 1.113%
0.8 FS, -67.3% SRPT, -89.08% FS, -24.75% FS, 53.73% FS+SRPT, 1.837%
0.9 FS, -72.18% SRPT, -89.58% FF, -11.02% FF, 60.37% FS+SRPT, 2.781%

Table B.17: The winning schedulers’ performances relative to the losing baselines
for (from top to bottom) the 0 (uniform), 0.2, 0.4, 0.6, and 0.8 rack sensitivity

traces. For brevity, ‘−’ indicates all schedulers’ performances were equal.
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Load Mean FCT p99 FCT Max FCT Throughput Flows Accepted

0.1 SRPT, -2.329% FS, -32.9% FF, -36.37% FF+FS+SRPT, 0.4036% −
0.2 FS, -5.954% FS, -54.54% FS, -46.79% SRPT, 0.924% −
0.3 FS, -12.11% FS, -65.63% FS, -60.37% SRPT, 1.747% −
0.4 FS, -19.44% FS, -72.55% FS, -64.36% FF, 3.7% FS+Rand+SRPT, 0.1002%
0.5 FS, -30.78% FS, -80.21% FF, -75.05% FS, 11.1% FS+SRPT, 0.2006%
0.6 FS, -51.79% SRPT, -82.76% FS, -59.8% FS, 18.66% FS+SRPT, 0.6042%
0.7 FS, -62.2% SRPT, -86.3% FS, -28.06% FS, 27.64% FS, 1.318%
0.8 FS+SRPT, -69.49% SRPT, -86.09% FS, -13.95% FF, 30.88% FS+SRPT, 2.149%
0.9 SRPT, -73.35% SRPT, -84.72% FF, -9.119% FF, 34.93% FS+SRPT, 3.099%

0.10 SRPT, -8.757% SRPT, -59.75% FS, -45.46% FF, 0.8114% −
0.20 SRPT, -12.59% SRPT, -53.34% SRPT, -41.18% SRPT, 4.129% SRPT, 0.2006%
0.30 SRPT, -8.624% FS, -43.4% Rand, -29.39% FF, 4.171% −
0.40 SRPT, -12.73% FS, -55.02% FS, -26.74% FF, 5.525% FS+SRPT, 0.1002%
0.50 SRPT, -25.03% SRPT, -69.41% FS, -43.45% FF, 10.05% FS+SRPT, 0.2008%
0.60 FS, -47.42% SRPT, -77.59% FS, -54.24% FF, 17.3% FS+SRPT, 0.402%
0.70 FS, -61.53% SRPT, -82.93% FS, -30.62% FF, 25.03% FS+SRPT, 1.113%
0.79 FS, -70.3% SRPT, -85.75% FS, -18.76% FF, 33.28% FS+SRPT, 2.149%
0.90 SRPT, -73.83% SRPT, -86.22% FF, -8.617% FF, 37.2% FS+SRPT, 3.316%

0.10 SRPT, -4.328% SRPT, -44.2% FS, -23.36% − −
0.20 SRPT, -18.98% SRPT, -78.65% FF, -33.87% FF, 7.214% FS+Rand+SRPT, 0.1002%
0.30 SRPT, -26.46% SRPT, -80.41% Rand, -9.494% FF, 5.855% FS+Rand+SRPT, 0.2006%
0.40 SRPT, -10.98% SRPT, -43.66% FF, -19.9% FF, 7.365% SRPT, 0.1002%
0.50 SRPT, -17.24% SRPT, -55.39% FS, -23.86% FF, 8.208% FF+FS+SRPT, 0.1002%
0.60 FS, -37.96% FS, -68.51% FS, -32.95% FF, 12.16% FS+SRPT, 0.3012%
0.70 FS, -59.81% SRPT, -79.97% FS, -37.32% FS, 19.26% FS+SRPT, 0.9091%
0.80 FS, -66.85% SRPT, -80.76% FS, -11.75% FF, 26.29% FS, 2.045%
0.89 FS, -73.71% FS, -77.53% SRPT, -10.75% FF, 34.9% FS, 3.423%

0.10 SRPT, -2.553% SRPT, -32.54% FS, -33.37% SRPT, 0.3021% −
0.20 SRPT, -7.511% FS, -57.99% FS, -58.96% FF, 4.589% −
0.30 SRPT, -17.23% SRPT, -73.84% FS, -57.32% FF, 19.36% FS+SRPT, 0.1002%
0.40 SRPT, -23.55% SRPT, -78.58% SRPT, -13.68% FF+FS, 16.41% FS+SRPT, 0.2006%
0.50 SRPT, -18.2% SRPT, -54.32% FS, -27.63% FS, 11.7% FS+SRPT, 0.1002%
0.61 SRPT, -25.65% SRPT, -54.03% FS, -26.91% FF, 12.48% FS+SRPT, 0.2006%
0.70 FS, -47.05% FS, -69.77% FS, -20.66% FS, 15.86% FS+SRPT, 0.6042%
0.80 FS, -67.39% FS, -78.64% FS, -28.66% FS, 23.76% FS, 1.939%
0.90 FS, -78.26% FS, -76.03% FS, -13.49% FF, 29.39% FS, 3.638%

0.10 SRPT, -2.218% FS, -32.07% FS, -34.68% − −
0.20 FS, -6.063% FS, -54.59% FS, -52.78% SRPT, 2.289% −
0.30 FS, -12.22% FS, -65.35% FS, -70.36% FS+SRPT, 1.955% −
0.40 FS, -20.0% FS, -72.18% FS, -70.34% FS, 8.26% FS+SRPT, 0.1002%
0.51 FS, -35.12% SRPT, -81.59% FS, -71.39% FS, 17.68% FS+SRPT, 0.402%
0.60 SRPT, -49.0% SRPT, -85.19% FS, -40.78% FS, 25.2% FS+SRPT, 0.6042%
0.71 SRPT, -56.38% SRPT, -87.45% FS, -28.14% FS, 26.13% FS+SRPT, 1.011%
0.80 SRPT, -62.04% SRPT, -85.79% SRPT, -12.62% FS, 23.34% SRPT, 1.629%
0.89 FS, -72.56% FS, -71.52% FS, -9.325% FF, 28.59% FS, 3.32%

Table B.18: The winning schedulers’ performances relative to the losing baselines
for (from top to bottom) the 0 (uniform), 0.05, 0.1, 0.2, and 0.4 skewed nodes
sensitivity traces. For brevity, ‘−’ indicates all schedulers’ performances were equal.
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Load Mean FCT p99 FCT Max FCT Throughput Flows

0.10 SRPT, -2.466% SRPT, -31.22% FF, -38.81% SRPT, 0.4036% −
0.20 SRPT, -8.834% FS, -64.48% FS, -60.01% FF+SRPT, 2.391% −
0.30 SRPT, -17.83% SRPT, -76.13% FS, -64.78% FF, 13.77% FS+SRPT, 0.1001%
0.40 SRPT, -26.47% SRPT, -81.81% SRPT, -25.11% FF, 15.07% SRPT, 0.2004%
0.50 SRPT, -18.77% SRPT, -54.54% FS, -22.44% FF, 11.12% SRPT, 0.2004%
0.60 SRPT, -29.81% SRPT, -63.41% FS, -21.25% FF, 13.91% SRPT, 0.3009%
0.70 FS, -45.77% FS, -77.26% FS, -34.73% FS, 21.06% FS+SRPT, 0.6042%
0.79 FS, -55.34% FS, -75.18% FS, -25.43% FS, 24.9% FS+SRPT, 1.113%
0.89 FS, -64.75% FS, -71.49% FS, -26.74% FS, 26.16% FS, 1.941%

0.10 SRPT, -3.577% FS, -37.74% FS, -43.91% FF, 0.4024% −
0.20 SRPT, -11.42% FS, -69.85% FS, -60.28% SRPT, 4.017% FS+Rand+SRPT, 0.1001%
0.30 SRPT, -25.05% FS, -84.23% FS, -57.56% FS, 9.121% FS+SRPT, 0.1001%
0.40 SRPT, -40.72% SRPT, -90.67% FF, -26.91% FS, 12.26% FS+SRPT, 0.3009%
0.50 SRPT, -43.96% SRPT, -91.43% FS, -18.36% FF, 11.84% SRPT, 0.6036%
0.60 SRPT, -28.85% SRPT, -72.65% FS, -20.9% FF, 17.01% SRPT, 0.3009%
0.70 SRPT, -35.86% SRPT, -77.65% FS, -21.9% FF, 24.46% SRPT, 0.5025%
0.79 FS, -49.05% SRPT, -78.85% FS, -20.43% FF, 32.89% FS+SRPT, 1.011%
0.90 FS, -66.84% FS, -77.31% SRPT, -9.144% FF, 38.56% FS, 1.526%

0.10 SRPT, -4.338% FS, -44.59% FS, -43.56% FF+SRPT, 0.6061% −
0.20 FS, -12.75% FS, -73.12% FS, -65.3% FS+SRPT, 2.165% FS+Rand+SRPT, 0.1001%
0.30 FS, -32.36% FS, -89.81% FS, -65.67% FS, 6.109% FS+Rand+SRPT, 0.1001%
0.40 FS, -51.39% FS, -93.5% FS, -50.1% SRPT, 11.49% FS+SRPT, 0.6036%
0.50 FS, -64.75% SRPT, -95.14% FS, -44.25% FS, 18.82% FS+SRPT, 1.112%
0.60 SRPT, -66.34% SRPT, -94.78% FS, -38.79% FS, 26.48% FS+SRPT, 2.249%
0.70 FS, -55.14% SRPT, -86.15% FS, -30.44% FS, 36.44% SRPT, 1.112%
0.79 FS, -63.22% SRPT, -86.61% FS, -24.83% FS, 50.83% FS+SRPT, 1.939%
0.89 FS, -71.7% SRPT, -80.91% FS, -15.77% FF, 57.67% FS, 2.675%

0.10 FS, -1.484% FS, -25.77% SRPT, -49.67% − −
0.20 FS, -4.266% FS, -24.92% FS, -61.38% − −
0.30 FS, -9.855% FS, -41.03% FS, -66.9% FF+FS+SRPT, 0.1001% −
0.40 FS, -18.74% FS, -57.24% FS, -81.16% FS+SRPT, 0.3012% FS+SRPT, 0.1001%
0.50 FS, -38.63% FS, -79.07% FS, -84.78% FS+SRPT, 1.013% FS, 0.3009%
0.60 FS, -60.95% FS, -88.96% FS, -82.32% FS+SRPT, 4.311% FS, 1.011%
0.69 FS, -70.83% FS, -88.24% FS, -72.67% FS, 9.434% FS, 6.852%
0.80 FS, -64.72% FS, -79.18% FS, -45.34% FS, 26.6% FS, 16.16%
0.90 FS, -73.86% FS, -80.41% FS, -45.18% FF, 55.08% FS, 31.69%

Table B.19: The winning schedulers’ performances relative to the losing baselines
for (from top to bottom) the University, Private Enterprise, Commercial Cloud,
and Social Media Cloud DCN traces. For brevity, ‘−’ indicates all schedulers’

performances were equal.
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B.7 A Note on the Flow- vs. Job-Centric Traffic

Paradigms

Common DCN jobs include search queries, generating social media feeds, and

performing machine learning tasks such as inference and backpropagation. These

jobs are directed acyclic graphs composed of operations (nodes) and dependencies

(edges) [Paliwal et al., 2019]. The dependencies are either control dependencies

(where the child operation can only begin once the parent operation has been

completed) or data dependencies (where ≥ 1 tensors are output from the parent

operation as required input for the child operation). In the context of DCNs,

when a job arrives, each operation in the job is placed onto some machine to

execute it. These operations might all be placed onto one machine or, as is

often the case, distributed across different machines in the network [Shabka

and Zervas, 2021]. The DCN is then used to pass the tensors around between

machines executing the operations. Job data dependencies whose parent and

child operations are placed onto different machines have their tensors become

DCN flows.

There are therefore two paradigms when considering traffic demand gen-

eration in DCNs; the flow-centric paradigm, which is agnostic to the overall

computation graph being executed in the DCN when servicing an application,

and the job-centric paradigm, which does consider the computation graph when

generating network flows. For this manuscript, we considered the flow-centric

paradigm, where a single demand is a flow; a task demanding some information

be sent from a source node to a destination node in the network. Flow charac-

teristics include size (how much information to send), arrival time (the time

the flow arrives ready to be transported through the network, as derived from

the network-level inter-arrival time which is the time between a flow’s time of

arrival and its predecessor’s), and source-destination node pair (which machine
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the flow is queued at and where it is requesting to be sent). Together, these

charactisterics form a network-level source-destination node pair distribution

(‘how much’ (as measured by either probability or load) each machine tends to

be requested by arriving flows).

In real DCNs, traffic flows can be correlated with one another since they may

be part of the same job and therefore share similar characteristics. An interesting

area of future work will be to develop TrafPy to support the job-centric paradigm

and have this type of inter-flow correlation. However, this is beyond the scope

of this manuscript.
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Appendix C

Partitioning Distributed

Compute Jobs

C.1 Metric Definitions

Table C.1 summarises the metric jargon used throughout the main chapter.

C.2 Experimental Hardware

All environment simulations were ran on Intel Xeon ES-2660 CPUs, and all

learner network training and inference was done on either a V100 or an A100

GPU.

C.3 Additional Simulation Details

C.3.1 Code Structure

We built a core RAMP simulation environment which followed a Gym-like

interface [Brockman et al., 2016] but without inheriting from a Gym environment

object to allow additional flexibility. We then built a wrapper ‘job partitioning’

environment which did conform to the Gym interface but used our core RAMP

simulation environment to perform the internal RAMP simulation logic. Our
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Metric Description

Job completion time Time between job arriving and being
completed.

Sequential job completion time Time it would take to complete a job
were its operations ran sequentially
on a single device.

Maximum acceptable job completion time Maximum time allowed to complete
a job.

Speed-up factor Factor difference between sequential
job completion time and actual job
completion time.

Network overhead Fraction of the job completion time
spent communicating information
between workers when no computa-
tion was taking place.

Blocking rate Fraction of the arrived jobs which
were successfully serviced across a
given period of time.

Job information size Summed sizes (in bytes) of a job’s
operations and dependencies.

Cluster throughput Total partitioned job information
processed per unit time by the clus-
ter.

Offered throughput Total original job information pro-
cessed per unit time by the cluster.

Load rate Amount of job information arriving
at the cluster per unit time.

Job inter-arrival time Time between when two jobs arrived
at the cluster.

Table C.1: Descriptions of the various metrics referred to throughout the main
chapter.
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code base is publicly available at https://github.com/cwfparsonson/ddls

for further practical implementation details.

C.3.2 Job Allocation Procedure

When a job arrives at the cluster, our environment uses the following ordered

sequence of task executions to allocate the job:

1. Op. partitioning: Partition the job DAG’s operations to attain a

‘partitioned’ job DAG.

2. Op. placement: Place the operations in the partitioned job DAG onto a

sub-set of cluster workers.

3. Op. scheduling: For each worker, schedule the priority of its placed

operations to resolve conflicts where ≥ 2 operations are ready to be

executed at the same time.

4. Dep. placement: Given the placed operations and the data dependencies

which must be exchanged between operations, place the dependencies onto

cluster communication links.

5. Dep. scheduling: For each communication link, schedule the priority of

its placed dependencies to resolve conflicts where ≥ 2 dependencies are

ready to be communicated at the same time.

C.3.3 Job Allocation Methods

Each of the above allocation procedure tasks can be performed by any algorithm,

heuristic, or learning agent. In our work, we use the following methods:

1. Op. partitioning: PAC-ML, Paramax, Paramin, or Random. See the

main chapter for details.

https://github.com/cwfparsonson/ddls


244 Appendix C. Partitioning Distributed Compute Jobs

2. Op. placement: A first-fit heuristic customised for the requirements of

RAMP. See Section C.3.4 below for details.

3. Op. scheduling: Shortest remaining processing time [Cai et al., 2016,

Alizadeh et al., 2013, Hong et al., 2012]. Given a set of operations placed

on a worker, the operation with the shortest remaining run time will have

the highest priority and therefore be executed first wherever two operations

on the same worker request to be executed at the same time.

4. Dep. placement: Shortest path & first-fit. Given a set of operation

placements, for any dependencies which need to be transferred through the

network (i.e. for dependencies with size > 0 and whose parent operation

is placed on a separate worker from the child operation), (1) first-fit select

a path from the k−shortest path with available light channel(s), and (2)

first-fit select an available channel.

5. Dep. scheduling: Shortest remaining processing time. Given a set of

dependencies placed on a communication link channel, the dependency

with the shortest remaining processing time (i.e. the lowest amount of

information left to be transferred) will have the highest priority and

therefore be communicated first wherever two dependencies on the same

link channel request to be transported at the same time.

C.3.4 First-Fit Operation Placement in RAMP

The original RAMP paper of Ottino et al. [2022] did not specify an operation

placement heuristic which conformed to the RAMP placement rules (see Section

5.2). Here, we propose a simple first-fit heuristic which conforms to these rules

whilst making the placement problem tractable for large cluster networks.

The basic idea behind partitioning and placement in the scenario described in

this work is to exploit the network efficiencies of RAMP as much as possible. In
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particular, this means maximising the use of RAMP’s highly efficient collective

operations. For a generic partitioned DAG, in the backward pass, collectives

happen for each operation when weights/gradients are shared between sub-

operations. If both a parent and child operation are placed on the same set

of (RAMP symmetry adherent) workers, then when the parent communicates

its output to the child’s input in the forward pass this will also constitute a

collective operation. As such the placement heuristic implemented here seeks

to primarily maximise the amount that these two conditions are encountered.

Given some operation, o, that has been partitioned into N equal sub-operations,

oi and needs to be placed, the placement is handled as:

1. If a parent of o has been partitioned and placed across N servers which

adhere to the RAMP symmetry conditions, and if these servers each have

enough memory to store oi, then place o across this set of N servers. This

ensures collective operations can happen in both the forward and backward

pass.

2. Otherwise, check if a set of N workers can be found in the network that

adheres to the RAMP symmetry requirements. This is achieved by sliding

the various possible symmetric shapes over the topology until a suitable

one (or none) is found. This ensures collective operations in the backward

pass only.

Allocating in this way ensures that every partitioned operation can exploit

RAMP’s efficient collective operation process on the backward pass, and where

possible can also exploit it on the forward pass when receiving information from

(one of) its parents.

C.3.5 Evaluating the job completion time

The time to complete each operation was taken from the real computation

job profiles of the DNN jobs considered (see Section C.4). To calculate the
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communication time of point-to-point information transfers and of the MPI

collectives, we used the equations and code of Ottino et al. [2022].

C.3.6 Possible Causes of a Job Being Blocked

A job is blocked when either JCT > β · JCTseq (i.e. failing to meet user’s chosen

JCT requirement) or when the cluster does not have enough available resources

to service the job. The possible causes of this latter form of blocking are:

• Prior jobs using up too many cluster resources when later jobs arrive;

• the minimum operation run time quantum not being low enough to parti-

tion the operations enough times to lead to the desired JCT;

• mounted worker operation scheduling conflicts for partitioned operations

mounted on the same worker leading to longer run times, since one worker

can only execute one operation at a time; and

• excessive communication overheads incurring from over-partitioning of the

job.

C.4 Job Computation Graph Data Sets

All computation graphs used in our experiments were taken from the open-access

PipeDream computation graph data set [Narayanan et al., 2019]. Fig. C.1 shows

a visualisation of the key computation graph characteristics for each neural

network model considered, where the numbers reported are for one training

iteration (i.e. one forward and backward pass through the model). Table C.2

reports the same characteristics but in tabular form. Finally, for completeness,

Fig. C.2 shows the actual job DAGs of the models used.
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Figure C.1: Visualisation of the characteristics of the deep learning computation
graphs used for our experiments before partitioning. The bottom left sub-figure
contains the model colour code scheme for all other sub-figures. The statistics
shown are for the operations and dependencies which need to be executed and
satisfied to conduct one training iteration. Therefore, to carry out Niter training
steps, the computation graph would need to be executed Niter times. Computation

time units are reported in seconds, and memory units in bytes.

C.5 Neural Network Architecture

As shown in Fig. C.3, we used a message passing GNN similar to GraphSAGE

with mean pooling [Hamilton et al., 2018] to parameterise the PAC-ML policy.

Table C.3 summarises the hyperparameters used for the components of this

DNN. We note that we did not perform extensive hyperparamter tuning on the

GNN architecture. Below is a detailed explanation of this architecture.

GNN. First, the GNN layer takes in the DAG’s node and edge features and

generates an embedding for each node and edge in the graph. Then, each local

node’s nearest neighbour (1-hop away) sends the local node a message (‘message

passing’) which is the neighbouring nodes’ embeddings concatenated with their

connected edges’ embeddings. These messages are stored in the local node’s

‘mailbox’, which now contains information about the node’s neighbourhood.

To ensure consistent dimensioning with the received messages, a dummy zero-

padded edge embedding is concatenated with the local node’s embedding. Next,
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Figure C.2: Deep learning computation graphs used for our experiments before
partitioning. Each computation graph represents the operations and dependencies
which need to be executed and satisfied to conduct one forward and one backward
pass through the neural network. Therefore, to carry out Niter training steps, the

computation graph would need to be executed Niter times.

the reduce module takes the local and message embeddings and generates a

reduced representation for each. Finally, to generate a layer-l output embedding

for the local node, the element-wise mean of the reduced embeddings is taken
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Figure C.3: Schematic of the DNN architecture with |L| GNN layers used to
parameterise the policy of PAC-ML. The GNN is similar to that of GraphSAGE
with mean pooling [Hamilton et al., 2018]. Each GNN layer l ∈ L contains a
node, edge, and reduce DNN module and ultimately learns to create an embedded
representation for each node in a given job DAG. These per-node embeddings are
then passed, along with any global job, cluster, and action features, to a readout
module. The readout module ultimately generates scores for each possible action,
which enables an action to be selected following a given exploration-exploitation
policy being followed. For clarity, this figure only shows the GNN embedding-
generation process for node 1. See accompanying text for a detailed explanation of

this architecture and the accompanying figure.

(‘mean pooling’). Note that this embedding process is done for each node in the

DAG, but for clarity Fig. C.3 only follows node 1.

If l < L (i.e. if this is not the last GNN layer), these final node embeddings

are used as new features for the original DAG’s nodes and are passed to the

next GNN layer. If l ≡ L, then the node embeddings are passed to the readout

module. Note that (1) the node, edge, and reduce modules are shared across

the aforementioned operations within a given GNN layer when generating node

embeddings, but not across different GNN layers, and (2) the lth-layer’s output
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node embeddings will contain information about the node’s neighbourhood from

up to l hops away.

Readout. The readout module takes the GNN’s node embeddings and the

job’s and cluster’s global features as input. To convert the node-level embeddings

of the GNN into a representation of the overall job DAG, their element-wise

mean is taken. To generate an embedding capturing the global job, cluster,

and action information, a global DNN module is used. The DAG and global

embeddings are then concatenated and passed to a logit module, which in turn

generates a vector of (optionally masked) scores for each possible action in the

environment. Finally, based on these scores and the exploration-exploitation

policy being followed, an action is selected.

Parameter Value

Message passing # hidden dimensions 64
Message passing # output dimensions 32
Reduce module # hidden dimensions 64
Reduce module # output dimensions 64 if l < L, else 16
Global module # hidden dimensions 8
Global module # output dimensions 8
Logit module RLlib FC net # layers 1
Logit module RLlib FC net # hidden dimensions 256
All modules’ activation ReLU
GNN # layers L 2
Apply action mask False

Table C.3: Hyperparamters used for the PAC-ML ApeX-DQN DNN policy
architecture shown in Fig. C.3. Note that the ‘message passing’ dimensions refer
to the dimensions of the concatenated node and edge modules’ embeddings, so
the dimensions of these modules’ hidden and output embeddings will be half the
corresponding ‘message passing’ dimension. Due to the RLlib implementation of
Ape-X DQN, we did not apply an action mask, but instead included the action
mask in the global features given to the model and used the reward signal to train

the agent to avoid selecting invalid actions.

C.6 Reinforcement Learning Algorithm

Approach. Given the stochastic nature of our dynamic cluster environment

setting, we hypothesised that a value-based RL method would be best suited
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to our setting [Mao et al., 2019b]. We did try the PPO [Schulman et al., 2017]

actor-critic method but found performance to be worse, although we leave a full

analysis of alternative RL algorithms to future work.

As stated in the main chapter, we used the state-of-the-art value-based

Ape-X DQN RL algorithm [Horgan et al., 2018] to attain the PAC-ML policy.

Concretely, we used the Ape-X parallelisation approach with double Q-learning

action selection-evaluation [van Hasselt et al., 2015] and multi-step bootstrapped

learning targets [Sutton and Barto, 2018, Hessel et al., 2017], prioritised experi-

ence replay [Schaul et al., 2016], a dueling DQN network architecture [Wang

et al., 2015], and a per-actor ϵ-greedy exploration algorithm. For a breakdown

of each of these components, refer to Appendix 2.12.

Hyperparameters. To select the algorithm hyperparameters, we conducted

a Bayesian search across the search space summarised in Table C.4, with simu-

lations conducted in a light 32-worker RAMP environment with a maximum

simulation run time of 2e5 seconds to speed up the search. We adopted simi-

lar search ranges to those used by Kurach et al. [2019], Hoffman et al. [2020],

Parsonson et al. [2022]. For each set of hyperparameters, we ran the algorithm

for 100 learner steps (a.k.a. training epochs), and performed a validation across

3 seeds at each learner step (see Fig. C.4). We selected the parameter set

with the highest episode return across the 3 seeds (see Table C.4). We also

report the importance of each parameter with respect to the total episode return.

The importance is calculated by training a random forest with all algorithm

hyperparameters as inputs and the episode return as the target output, with

the per-feature (hyperparameter) importance values predicted by random forest

reported accordingly [Fabros, 2018, Howard, 2018]. All our experiments used

the same per-actor ϵ-greedy exploration as Horgan et al. [2018].

We note that our RL algorithms were implemented using the open-source

RLlib library [Liang et al., 2018] and hyperparameter tuning was done using

Weights & Biases [Biewald, 2020].
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Figure C.4: Validation performance of the Ape-X DQN hyperparameter sweep.
Each agent was trained for 100 learner steps, and at each learner step a validation
was performed across 3 seeds - the mean metrics with their min-max interval bands

are plotted for each hyperparameter set.

C.6.1 Final Learning Curves

For completeness, Fig. C.5 shows the learning curves of the tuned PAC-ML agents

in each βX environment superimposed on the baseline agents’ performances. At

each learner step, the PAC-ML agent was evaluated across three seeds in the

validation environment.

C.7 Additional Experimental Results

Fig. C.6 shows the performance of the agents in terms of raw blocking rate,

throughput, JCT, and JCT speed-up.
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Figure C.5: Validation curves of the PAC-ML agent trained in four different β
distribution environments. At each learner step (update to the GNN), the agent
was evaluated across 3 seeds, with the mean blocking rate, offered throughput, JCT,
and JCT speed-up (relative to the jobs’ sequential run time JCTseq) performance
metrics reported as well as their min-max confidence intervals. For reference, the

performances of the baseline heuristic partitioners are also plotted.

Figure C.6: Validation performances of each partitioning agent evaluated across
three seeds, with the mean blocking rate, offered throughput, JCT, and JCT
speed-up (relative to the jobs’ sequential run time JCTseq) performance metrics

reported.
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