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Abstract

Deep generative modeling is a crucial and rapidly developing area of machine

learning, with numerous potential applications, including data generation, anomaly

detection, data compression, and more. Despite the significant empirical success of

many generative models, some limitations still need to be addressed to improve their

performance in certain cases. This thesis focuses on understanding the limitations of

generative modeling in common scenarios and proposes corresponding techniques to

alleviate these limitations and improve performance in practical generative modeling

applications. Specifically, the thesis is divided into two sub-topics: one focusing

on the training and the other on the generalization of generative models. A brief

introduction to each sub-topic is provided below.

Generative models are typically trained by optimizing their fit to the data

distribution. This is achieved by minimizing a statistical divergence between the

model and data distributions. However, there are cases where these divergences

fail to accurately capture the differences between the model and data distributions,

resulting in poor performance of the trained model. In the first part of the thesis, we

discuss the two situations where the classic divergences are ineffective for training

the models:

• KL divergence fails to train implicit models for manifold modeling tasks.

• Fisher divergence cannot distinguish the mixture proportions for modeling

target multi-modality distribution.

For both failure modes, we investigate the theoretical reasons underlying the failures

of KL and Fisher divergences in modelling certain types of data distributions. We
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propose techniques that address the limitations of these divergences, enabling more

reliable estimation of the underlying data distributions.

While the generalization of classification or regression models has been ex-

tensively studied in machine learning, the generalization of generative models is a

relatively under-explored area. In the second part of this thesis, we aim to address this

gap by investigating the generalization properties of generative models. Specifically,

we investigate two generalization scenarios:

• In-distribution (ID) generalization of probabilistic models, where the test data

and the training data are from the same distribution.

• Out-of-distribution (OOD) generalization of probabilistic models, where the

test data and the training data can come from different distributions.

In the context of ID generalization, our emphasis rests on the Variational Auto-

Encoder (VAE) model, and for OOD generalization, we primarily explore autoregres-

sive models. By studying the generalization properties of the models, we demonstrate

how to design new models or training criteria that improve the performance of prac-

tical applications, such as lossless compression and OOD detection.

The findings of this thesis shed light on the intricate challenges faced by gener-

ative models in both training and generalization scenarios. Our investigations into

the inefficacies of classic divergences like KL and Fisher highlight the importance

of tailoring modeling techniques to the specific characteristics of data distributions.

Additionally, by delving into the generalization aspects of generative models, this

work pioneers insights into the ID and OOD scenarios, a domain not extensively

covered in current literature. Collectively, the insights and techniques presented in

this thesis provide valuable contributions to the community, fostering an environment

for the development of more robust and reliable generative models. It’s our hope

that these take-home messages will serve as a foundation for future research and

applications in the realm of deep generative modeling.
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Chapter 1

Introduction

1.1 Probabilistic Modelling
Consider a finite set of training data, denoted as Xtrain = {x1,x2, . . . ,xN}, drawn from

an underlying and unknown data distribution Pd , where the subscript ’d’ represents

’data’. The primary objective of probabilistic modeling is to develop a model, Qθ ,

parameterized by θ , which closely approximates Pd . This modeling process can be

divided into two main phases:

1. Designing a Model Qθ to Represent Data Distribution Pd: Numerous

models have been proposed to encapsulate different data types, such as au-

toregressive models and latent variable models. Classic machine learning

textbooks offer an extensive introduction to these model designs [Bishop,

2006, Barber, 2012, Murphy, 2012].

In this thesis, our primary attention will be on three types of models: the

latent variable model, the autoregressive model, and the energy-based model.

These models have been remarkably successful in representing natural data,

especially images. We will delve deeper into the intricacies of these models

and their training methodologies in subsequent sections.

2. Defining a Criterion for Learning Model Parameter θ : To measure the

‘closeness’, we first need to define a divergence or distance between two

distributions P and Q, denoted as D(P||Q). A valid divergence should satisfy
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x[1] x[2] x[3]

(a) Aggressive Model

x[1] x[2] x[3]

z

(b) Latent Variable Model

Figure 1.1: Graphical visualizations of the autoregressive and latent variable models.

the following properties [Dragomir, 2005]1:

D(P||Q)≥ 0 and D(P||Q) = 0⇔ P=Q. (1.1)

Several divergences, like the f -divergence [Csiszár, 1972, 1967, Ali and Sil-

vey, 1966], Maximum Mean discrepancy [Gretton et al., 2012] (MMD) or

Wasserstein distance [Villani, 2009], have been utilized effectively in prob-

abilistic modeling. Among these, the KL divergence [Kullback and Leibler,

1951] stands out in machine learning literature, owing to its intrinsic connec-

tion with Maximum Likelihood Estimation [Casella and Berger, 2021] and

its significance in information theory [MacKay, 2003, Lehmann, 2004]. In

the following sections, we’ll delve into the use of KL divergence (or its upper

bounds) for training the autoregressive and latent variable models. Although

training energy-based models using KL divergence presents challenges, recent

innovations have highlighted the Fisher divergence [Aapo, 2005, Hyvärinen,

2007] as a promising approach, which we will discuss in due course.

1.1.1 KL Divergence and Maximum Likelihood Estimation

For absolutely continuous2(a.c.) (with respect to (w.r.t.) Lebesgue measure) or dis-

crete distributions P, Q with probability density functions3 (pdfs), the f -divergence

1Two distributions being equal P = Q can be interpreted to mean that the cdfs (cumulative
distribution functions) of the two distributions match.

2A distribution is a.c. if its cumulative distribution function (cdf) is a.c.. In this case, it has a
density function, see [Tao, 2011] for an introduction.

3For simplicity, we can also use the notation pd(x) to represent the probability mass function
(pmf) when Pd is a discrete distribution.
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is defined as

D f (P||Q)≡ D f (p||q) =
∫

f
(

p(x)
q(x)

)
q(x)dx, (1.2)

where f (x) is a convex function with f (1) = 0. When p and q have the same support,

the f -divergence is a valid divergence such that4,

D f (p||q) = 0⇔ p = q a.e.⇔ P=Q, (1.3)

see [Csiszár, 1967, Ali and Silvey, 1966]. A popular special case of f -divergence is

the Kullback-Leibler (KL) divergence with the convex function f (·) =− log(·). The

KL divergence is defined as follows

KL(p||q) =
∫

p(x) log p(x)dx−
∫

p(x) logq(x)dx. (1.4)

The KL divergence plays a key role in probabilistic modeling. Given a set of

training data Xtrain = {x1, · · · ,xN} ∼ Pd , we can fit a model by minimizing the KL

divergence between the data distribution Pd and the model Qθ to learn the model

parameter θ :

D(Pd||Qθ )≡ KL(pd||qθ ) =
∫

log pd(x)pd(x)dx−
∫

logqθ (x)pd(x)dx, (1.5)

where the first term in the KL divergence
∫

log pd(x)pd(x)dx is a constant and does

not depend on the model parameters. The second cross-entropy in the KL divergence

can be approximated by a Monte-Carlo estimation using Xtrain:

L N(θ)≡ 1
N

N

∑
n=1

logqθ (xn), (1.6)

which is also commonly referred to as Maximum Likelihood Estimation (MLE).

When N→ ∞, we have

L N(θ)
N→∞−−−→

∫
logqθ (x)pd(x)dx. (1.7)

4We use a.e. to represent ‘almost everywhere’, see Dempster et al. [2019, p. 18] for a definition.
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Therefore, learning a model by maximizing the likelihood can be viewed as min-

imizing the KL divergence between the model and the data distribution. We then

introduce how to use KL divergence to train autoregressive and latent variable

models.

Autoregressive Model

We assume each data point is a D-dimensional vector x = [x[1], · · ·x[D]], an autore-

gressive model can be written as

qθ (x) = qθ (x[1])
D

∏
d=2

qθ (x[d]|x[1:d−1]), (1.8)

where the conditional distribution qθ (x[d]|x[1:d−1]) can be parameterized by a deep

neural network, see Figure 1.1a for a graphical model illustration. Learning θ with

MLE is straightforward since the log-likelihood has a closed form

logqθ (x) = logqθ (x[1])+
D

∑
d=2

logqθ (x[d]|x[1:d−1]). (1.9)

Deep autoregressive models have achieved great success in modeling real-world data

like images [Van Oord et al., 2016, Salimans et al., 2017], audio [Oord et al., 2016]

or text [Radford et al., 2019, Brown et al., 2020].

Latent Variable Model

A latent variable model assumes the existence of an unobserved latent variable z that

captures the correlations between the different dimensions of the data x. Therefore,

given the latent variable, each dimension x[d] is conditionally independent of the

other dimensions. This property allows the latent variable model to be expressed as:

qθ (x) =
∫

p(z)qθ (x|z)dz =
∫

p(z)
D

∏
d=1

qθ (x[d]|z)dz. (1.10)

See Figure 1.1b for the conditional independence structure of the latent variable

model. The most simple latent variable model is the probabilistic principal com-

ponent analysis (PPCA) [Tipping and Bishop, 1999], where the prior is a standard
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Gaussian p(z) = N (0, Iz) and the observational distribution qθ (x|z) = N (Az,σ2
x Ix)

is also a Gaussian whose mean is a linear transformation of z. In this simple case,

the marginal distribution qθ (x) is also a Gaussian qθ (x) = N (0,AAT +σ2
x Ix) with

analytical likelihood evaluation, so the parameters can be directly learned by MLE.

However, for a latent variable model with a non-linear parameterization of pθ (x|z)

(e.g. a deep neural network), the log-likelihood involves an intractable integration

logqθ (x) = log
∫

qθ (x|z)p(z)dz (1.11)

In this case, instead of optimizing the log-likelihood, a lower bound of the log-

likelihood can be used to train the model, which is also referred to as the evidence

lower bound (ELBO)

logqθ (x)≥
∫

qφ(z|x) logqθ (x|z)dz−KL(qφ (z|x)||p(z))

≡ ELBO(x,θ ,φ), (1.12)

where the amortized variational posterior or qφ (z|x) is introduced to approximate the

true posterior pθ (z|x) ∝ qθ (x|z)p(z). The ELBO can also be written as

ELBO(x,θ ,φ) = logqθ (x)−KL(qφ (z|x)||pθ (z|x)). (1.13)

Therefore, maximizing the ELBO is equivalent to simultaneously maximizing the

log-likelihood and minimizing the KL divergence between the amortized posterior

and the true posterior. When the amortized posterior equals the true posterior

qφ (z|x) = pθ (z|x), the ELBO becomes equal to the log-likelihood. This type of latent

variable model, trained with amortized inference, is also known as the Variational

Auto-Encoder (VAE) [Kingma and Welling, 2014, Rezende et al., 2014].

If the log-likelihood or ELBO of an a.c. model qθ (x) is not tractable, but we

can access ∇x logqθ (x), an alternative divergence - the Fisher divergence, can be

used to train the model, we will provide a brief introduction in the next section.
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1.1.2 Fisher Divergence and Score Matching

Given two a.c. 1D distributions P and Q with differentiable densities p(x) and q(x)

with support R, the Fisher divergence [Johnson, 2004] is defined as

FD(P||Q)≡ FD(p(x)||q(x)) = 1
2

∫
p(x)||sp(x)− sq(x)||22dx, (1.14)

where we denote by sp(x)≡ ∇x log p(x) and sq(x)≡ ∇x logq(x) the score functions

of p and q respectively. For probabilistic modeling tasks with data density pd and

model density qθ , the score function of spd ≡ ∇x log pd(x) is unknown. We can

further assume qθ is twice differentiable and rewrite the FD using the following

score-matching formulation [Aapo, 2005]

FD(pd(x)||qθ (x)) =
1
2

∫
pd(x)||spd(x)− sqθ (x)||

2
2dx (1.15)

.
=

1
2

∫
pd(x)

(
s2

qθ
(x)−2spd(x)sqθ

(x)
)

dx, (1.16)

where we use .
= to denote the equivalence up to a constant term that is independent

of θ . Using the identity pd(x)∇x log pd(x) = ∇x pd(x), we have

∫
pd(x)spd(x)spθ

(x)dx =
∫

∇x pd(x)sqθ
(x)dx. (1.17)

For pd(x)spθ
(x) vanishes at −∞ and ∞, using integration by parts, we have

∫
∇x pd(x)sqθ

(x)dx = pd(x)sqθ
(x)
∣∣∣+∞

−∞︸ ︷︷ ︸
=0

−
∫

pd(x)∇xsqθ
(x)dx. (1.18)

Therefore, minimizing the FD is equivalent to minimize

FD(pd(x)||qθ (x))
.
=

1
2

∫
pd(x)

(
s2

qθ
(x)+2∇xsqθ

(x)
)

dx (1.19)

A similar form can also be derived for D-dimensional distributions [Aapo, 2005]

FD(pd(x)||qθ (x))
.
=

1
2

∫
pd(x)

(∥∥sqθ
(x)
∥∥2

2 +2Tr(∇xsqθ
(x))

)
dx, (1.20)
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where Tr(·) denote the trace operator. In both cases, the integration over pd can be

approximated by Monte-Carlo integration with the given training data{x1, · · · ,xN} ∼

pd(x). The Fisher divergence only depends on the score function, making it a useful

tool for training models with intractable likelihood evaluations, such as energy-based

models, which we will discuss below.

Energy-Based Model

An energy-based model [LeCun et al., 2006] usually has the following form

qθ (x) = e− fθ (x)/Z(θ), where Z(θ) =
∫

e− fθ (x)dx. (1.21)

For the MLE training, the evaluation of the log-likelihood

logqθ (x) =− fθ (x)− logZ(θ) (1.22)

requires the normalizer Z(θ), which is usually intractable and requires approximation

for a nonlinear fθ . There are many methods proposed to train the energy-based

model, we recommend [Song and Kingma, 2021] for a detailed overview of different

training methods. One of the neat training criteria is the Fisher divergence objective

described in Equation 1.19. This objective only requires the evaluations of

sqθ
(x) =−∇x fθ (x), ∇xsqθ

(x) =−Tr(∇2
x fθ (x)), (1.23)

which are tractable and independent of the normalizer Z(θ).

1.2 Research Motivations and Thesis Structure
Machine learning research has heavily revolved around model estimation and gen-

eralization. While training generative models are extensively studied, there remain

specific failure modes that require exploration and refinement. Additionally, while

generalization in classification tasks directly affects test accuracy, its definition and

implications in generative models are not explicitly clear. This thesis is structured to

address these gaps in two parts, we will start by introducing the research motivations
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of each part below.

Part 1: Healing the Divergences for Training Generative Models
We initiated our study by examining the training dynamics of latent variable models

using KL divergence. A significant limitation of the KL divergence (or ELBO) arises

when the distribution is supported on a lower-dimensional manifold and doesn’t

possess a valid density function. For instance, let’s consider a latent variable model,

represented as Qθ , with its density function having the density function represented

by qθ (x) =
∫

q(z)qθ (x|z)dz. In situations where Dim(z) < Dim(x), and upon sub-

stituting qθ (x|z) with a delta function δ (x−gθ (z)), the model Qθ is no longer a.c.

and lacks a density function [Arjovsky et al., 2017], making the the KL divergence

and the MLE undefined. This model is also known as the implicit latent variable

model [Ravuri et al., 2018], serving as the foundational model for the renowned

Generative Adversarial Net (GAN) [Goodfellow et al., 2014]. Consequently, there’s

a paradigm shift towards utilizing the Wasserstein distance [Arjovsky et al., 2017,

Gulrajani et al., 2017a] to train such implicit models, primarily because of its appli-

cability to non-a.c. distributions. Rather than overhauling the entire training process,

our goal is to refine the conventional KL divergence and the ELBO objective, ensur-

ing their applicability for training implicit models to fit non-a.c distributions.

Moreover, recent findings suggest that the Fisher divergence exhibits a "blind-

ness problem" in real-world applications where it fails to differentiate between two

mixture distributions with different mixture proportions [Wenliang and Kanagawa,

2020]. This motivates us to study the underlying properties of the Fisher divergence

and find solutions that can address this issue.

Part 2: Improve the Generalization of the Generative Models
In the second part of the thesis, we focus on the generalization properties of proba-

bilistic models. In this thesis, the generalization of probabilistic models is defined

as the log-likelihood evaluated on the test dataset. This definition has a practical

implication for lossless compression: given a trained model, the negative log2 like-

lihood evaluated on this model is approximately equal to the compression length

when using the same model for data compression.
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Given the practical significance of generative model generalization, we explore

factors influencing generalization and strategies to enhance it. Specifically, our study

entails:

1. In-distribution (ID) generalization: This involves scenarios where training and

test data hail from the same distribution and is the common assumption of the

model-based compression. We pay special attention to VAE models, renowned

for their practical utility in lossless compression [Hinton and Van Camp, 1993,

Townsend et al., 2019].

2. Out-of-distribution (OOD) generalization: Here, the training and test datasets

might originate from distinct distributions. This scenario also appears in prac-

tical compression use cases in the deployment of the compression algorithm

in the real world, the distribution of the target data is usually unknown.

By understanding these generalization attributes, we aim to design innovative models

and training methodologies that bolster lossless compression performance without

compromising on compression speed.

Finally, we delve into applications for Out-of-Distribution (OOD) detection. In

likelihood-based OOD detection, models trained on in-distribution datasets assess

test data. If the likelihood of this data falls below a certain threshold, it’s classified

as OOD. Unlike the aim of enhancing OOD generalization in lossless compression,

our objective is to diminish OOD generalization in OOD detection, enabling mod-

els to display lower likelihoods for OOD data, which in turn enhances detection

performance.

Summary
While at first glance the two parts of this thesis might appear as distinct domains of

investigation, they are, in fact, intertwined in their core objectives of advancing gen-

erative models. The training and effective estimation of these models, as discussed

in Part 1, lay the foundation for enhancing their generalization abilities, which is the

focus of Part 2. Without robust and efficient training methodologies, any pursuit to

enhance generalization would be inherently limited.
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One of the key takeaways is the criticality of understanding and addressing the

limitations of existing methodologies. By exploring the challenges of conventional

divergences and their inadequacy in certain scenarios, we were able to propose a

simple fix solution to the current method rather than completely shift away from the

conventional approach. Similarly, by uncovering the intricacies of generalization

in generative models, especially in the context of lossless compression and OOD

detection, we recognize the vast landscape of applications and implications these

models possess.

In essence, this thesis not only contributes specific techniques and insights to

individual challenges but also fosters an integrated perspective on the development

and application of generative models. As the field of machine learning contin-

ues to evolve, such a dual focus on foundational training and application-oriented

generalization will be indispensable.
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Chapter 2

Healing the KL Divergence for

Manifold Modelling

Using an f -divergence D f (P||Q) for model training requires (i) P and Q to have valid

probability densities p,q and (ii) p and q to have common support. However, these

requirements are not satisfied in some important machine learning applications like

modeling manifold data with implicit models. To heal this problem, we propose the

Spread Divergence D̃ f (P||Q) for distributions P,Q and describe sufficient conditions

for the existence of such a divergence. We also demonstrate how to maximize the

discriminatory power of a given divergence by parameterizing and learning the

spread. We apply the proposed spread divergence to train both linear and non-linear

implicit generative models and demonstrate the proposed divergence can significantly

improve the training stability and sample generation quality.

2.1 Implicit Models for Manifold Modelling
For many datasets of interest, e.g.natural images, the data distribution Pd is com-

monly believed to be supported on a lower dimensional manifold [Beymer and

Poggio, 1996]. We assume a data sample x ∼ Pd to be a DX dimensional vector

x ∈ RDX and define the ambient dimensionality of Pd , denoted by Amdim(Pd). We

also define the intrinsic dimension of Pd , denoted by Indim(Pd), to be the dimen-

sion of this manifold. Figure 2.1 shows an example of a manifold data distribution

Pd that has Amdim(Pd) = 3 and Indim(Pd) = 2. In this case, Pd is not a.c. (w.r.t.
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Lebesgue measure) and doesn’t allow a density function.

To model the manifold data distribution Pd , we requires the model Qθ to able

to learn to have Indim(Qθ ) = Indim(Pd). However, consider a classic latent

variable model with the model density

qθ (x) =
∫

qθ (x|z)p(z)dz, (2.1)

where qθ (x|z) is an a.c. Gaussian distribution with a latent dimension of Dim(z)<

Dim(x). In this case, the intrinsic dimension of the model is Indim(Qθ ) =

Indim(qθ (x|z)) = Dim(x). Therefore, the classic latent variable model cannot

converge to Pd in principle. Alternatively, the implicit model [Ravuri et al., 2018,

Goodfellow et al., 2014, Arjovsky et al., 2017] can be used to model the manifold

distributions, which takes the form of a latent variable model

Qθ (dx) =
∫

δ (x−gθ (z)) p(z)dz, (2.2)

where δ (x) is the Dirac delta function. To generate a sample from Qθ , one

can first sample z′ ∼ p(z) and then generate a sample x′ = gθ (z′). In the com-

mon setting where the latent dimension Dim(z) is lower than the observation

dimension Dim(x): Dim(z) < Dim(x), the model Qθ has an intrinsic dimension

Indim(Qθ )≤ Dim(z) [Arjovsky et al., 2017], where the equality is achieved when

gθ is an invertible function. Therefore, if we use a non-invertible function like a

neural network and a suitable latent space (e.g. Dim(z)≥ Indim(Pd)), the model

Qθ is flexible to learn have Indim(Qθ ) = Indim(Pd).

We can also generalize the implicit model to accommodate degenerated Gaus-

sian observation noise, represented as:

Qθ (dx) =
∫

Ng(gθ (z),Σθ (z))p(z)dz, (2.3)

Here, we use Ng to denote the ’generalized’ Gaussian distributions. These en-

compass the special case of a degenerated Gaussian covariance function. That is,
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Pd

Figure 2.1: This figure shows a data distribution Pd that is supported on a 2d manifold
in a 3d space. In this case, the Pd is not a.c. and doesn’t have a density function.

when Σθ (z) has rank(Σ) < Dim(x), the Qθ is not absolutely continuous and can

flexibly have any arbitrary intrinsic dimension. This is what we refer to Qθ as the

’generalized implicit model’.

However, in both cases, gradient-based maximum likelihood learning is

problematic since L (θ) is typically not a continuous function of θ 1. Further-

more, the Expectation Maximisation (EM) algorithm [Dempster et al., 1977] is

not available for models of the form in Equation 2.2 since EM assumes that

logq(x|z) is well defined, which is not the case for singular conditional distribution

QX |Z(z,dx) = δ (x−g(z))[Bermond and Cardoso, 1999]. Equally, in Equation 1.4

the ratio p(x)/q(x) may represent a division by zero; the KL divergence between the

model and the data-generating process is thus ill-defined.

2.1.1 Model Noise is Not Enough

A common approach to enable maximum likelihood to be used to train implicit

generative models is to simply add noise to the model so that it has full support (and

a valid density), see for example [Wu et al., 2016]. However, this approach does not

guarantee a consistent estimator. To see this, consider the simple implicit generative

model Q

Qθ (dx) =
∫

δ
(
x− zθq

)
N (z 0,1)dz, (2.4)

1For a point xn that is not on the model manifold, q(xn) = 0. As we adjust θ such that xn becomes
on the manifold, q(xn) will typically increase to a finite non-zero value, meaning that the (log)
likelihood is discontinuous in θ .
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where the latent Z is univariate and Dim(X) > 1. Here the vector θq defines a

one-dimensional line in the X space. For D-dimensional X , adding independent

Gaussian noise with mean zero and isotropic covariance σ2ID to X results in the

noised distribution with density

q̃θ (x) = N (x 0D,Σ) , Σ≡ θqθ
T
q +σ

2ID. (2.5)

For observed training data x1, . . . ,xN the log-likelihood under this model is

L (θq) =−
1
N

N

∑
n=1

xT
n Σ
−1xn− logdetΣ+ const. (2.6)

We assume that the training data xn is iid sampled from the distribution P with

generalized density

pd(x) =
∫

δ (x− zθp)N (z 0,1)dz. (2.7)

Hence P and Q are from the same parametric distribution but with different pa-

rameters. By the law of large numbers, in the large N limit, the log-likelihood

Equation 2.6 tends to

−θ
T
p Σ
−1

θp− logdetΣ+ const. (2.8)

which has an optimum when2 (see Appendix A.1)

θq =

√
θ 2

p −σ2

θ 2
p

θp. (2.9)

Thus adding noise to the model Q and training using maximum likelihood

does not form a consistent estimator; it has an optimum at θq ̸= θp, resulting in an

incorrect estimate of the data generating process. In Appendix A.1 we explain why

annealing the noise σ2 towards zero during numerical optimization will not directly

heal this problem.

2θ 2
p is shorthand for the squared length θ T

p θp = ||θp||22.
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For this reason, alternative (non-likelihood, non-KL) approaches to measure the

difference between distributions are commonly used in training implicit generative

models (see for example [Mohamed and Lakshminarayanan, 2016]), such as Max-

imum Mean Discrepancy (MMD) [Gretton et al., 2012] and Wasserstein distance

[Arjovsky et al., 2017, Peyré and Cuturi, 2019]. In the next section, we introduce the

Spread Divergence, which is well-defined when the distributions do not allow a valid

density or the supports of the distributions do not match. As we will demonstrate,

the Spread Divergence allows one to use maximum likelihood-based approaches to

train implicit generative models, whilst resulting in a consistent estimator.

2.2 Spread Divergence

For distributions Q and P with generalised densities q(x) and p(x) we first need to

define q̃(y) and p̃(y) that (i) are valid probability density functions and (ii) have the

same support. In contrast to simply noising Q we define ‘noisy’ densities for both

distributions

p̃(y) =
∫

p(y|x)p(x)dx, q̃(y) =
∫

p(y|x)q(x)dx (2.10)

The ‘noise’ p(y|x) must ‘spread’ P and Q such that p̃(y) and q̃(y) satisfy the above

two reauirements. The choice of p(y|x) must also ensure that D(p̃||q̃) = 0⇔ P=Q.

If we can define the noise appropriately, this would allow us to define the Spread

Divergence

D̃(P||Q)≡ D(p̃||q̃) , (2.11)

which satisfies the divergence requirement D̃(P||Q)≥ 0 and D̃(P||Q) = 0⇔ P=Q.

In the following we discuss appropriate choices for the noise distribution p(y|x). We

focus on stationary spread noise p(y|x) = k(y− x) since this is simple to implement

by adding independent noise to a variable. Non-stationary spread distributions can

be easily constructed using a mixture of stationary noise distributions, or through

Mercer kernels – these are left for future study. The case of discrete X is discussed
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(a) Two delta distributions. (b) Spreaded distributions. (c) Spread KL divergence

Figure 2.2: (a) Delta distributions p(x) = δ (x−µp), q(x) = δ (x−µq) where µp = 0,
µq = 1. (b) Spreaded distributions p̃(y) =

∫
p(y|x)p(x)dx, q̃(y) =

∫
p(y|x)q(x)dx,

where p(y|x) = N
(
y x,σ2 = 0.5

)
. (c) Spread KL divergence as a function of µq.

in Appendix A.2.

2.2.1 Stationary Spread Divergence

Given two random variables XQ and XP with distributions Q and P, respectively. Let

K be an a.c. random variable that is independent of XQ and XP and has density k(·).

We define

YP̃ = XP+K, YQ̃ = XQ+K, (2.12)

with distributions P̃ and Q̃ respectively. Then P̃ and Q̃ are a.c. with density functions

p̃(y) =
∫

x
k(y− x)dP, q̃(y) =

∫
x
k(y− x)dQ, (2.13)

see Theorem 2.1.16 in [Dempster et al., 2019] for a proof. We then define the

stationary spread f -divergence between P and Q as

D̃ f (P||Q)≡ D f
(
P̃||Q̃

)
≡
∫

f
(

p̃(y)
q̃(y)

)
q̃(y)dx. (2.14)

Theorem 1 (Validity of the Spread Divergence ). Let XP and XQ be two random

variables with Borel probability measure P and Q. Let the stationary spread noise

K be an a.c. random variable that is independent of XP and XQ and has support Rd .

We further denote the characteristic function of K as φK . Given φK ̸= 0 or φK > 0 on

at most a countable set, then the stationary spread f -divergence is a valid divergence
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with the properties

D̃ f (P||Q)≥ 0, D̃ f (P||Q) = 0⇔ P=Q. (2.15)

Proof. The proof contains the following two steps.

First step: We show that if K is a.c. with support Rd , then D̃ f (P||Q) = 0⇔ P̃= Q̃.

Since YP̃ and YQ̃ are a.c. and allow density functions p̃(y) and q̃(y). Since pK has

support R, p̃(y) and q̃(y) will also have support Rd . The f -divergence between two

a.c. distributions with common support is equal to zero if and only if two distributions

are equal [Csiszár, 1967, 1972]. We have D f (p̃(y)||q̃(y)) = 0⇔ P=Q. Therefore,

D̃ f (P||Q) = 0⇔ P̃= Q̃.

Second step: We show that if the characteristic function of the spread noise

φK ̸= 0 or φK = 0 on at most a countable set then P̃= Q̃⇔ P=Q.

The characteristic function of a probability measure P is defined as φP(w) =∫
eiwxdP. Since a probability measure is uniquely determined by its characteristic

function [Kallenberg, 2006, Theorem 4.3], we have

P̃= Q̃⇔ φP̃ = φQ̃.

Using the fact that the characteristic function of the sum of two random variables is

equal to the product of their characteristic functions [Dempster et al., 2019, Theorem

3.3.2], we can write

φP̃ = φQ̃⇔ φPφK = φQφK.

When φK ̸= 0, we have φPφK = φQφK ⇔ φP = φQ.

When φK = 0 on at most a countable set C , we show that φPφK = φQφK ⇔

φP = φQ still holds. We prove this by contradiction: We assume there is a point

w0 ∈ C where φP(w0) ̸= φQ(w0). Without loss of generality, we assume φP(w0)−

φQ(w0) = δ > 0. For points w0 + h that are not in C , we have φK(w0 + h) ̸= 0,

so φPφK = φQφK implies φP(w0 + h)− φQ(w0 + h) = 0. Since the characteristic
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function of a distribution is uniform continuous [Dempster et al., 2019, Theorem

3.3.1], we have δ = φP(w0 + h)−φQ(w0 + h)→ 0 when h→ 0, which leads to a

contradiction (since δ cannot be zero). Therefore, φPφK = φQφK⇔ φP = φQ. By the

uniqueness of the characteristic function [Kallenberg, 2006, Theorem 4.3], we have

φP = φQ⇔ P=Q.

Using the results of the two steps, we can conclude

D̃ f (P||Q) = 0⇔ P̃= Q̃⇔ P=Q.

Since the spread noise K is a.c, its characteristic function is equivalent to the

Fourier transform of the density function. Therefore, a set of simplified sufficient

conditions of a valid spread noise is (1) K has density function k(x) with support

Rd and (2) the Fourier transform of the k(x) is positive. As an example, consider

Gaussian additive spread noise k(x) = N
(
x 0,σ2), its Fourier transform is positive

F {k}(ω) = e−
σ2ω2

2 > 0. (2.16)

Similarly, for Laplace noise k(x) = 1
2be−

1
b |x|,

F {k}(ω) =

√
2
π

b−1

b−2 +ω2 > 0. (2.17)

In both cases k(x)>0 for x ∈ Rd and F {k}>0. Therefore, additive Gaussian

and Laplace noise can be used to define a valid Spread Divergence. This non-zero

requirement for the characteristic function is analogous to the characteristic condition

on kernels such that the Maximum Mean Discrepancy MMD(P,Q) = 0⇔ P=Q,

see [Sriperumbudur et al., 2011, 2012, Gretton et al., 2012]. As an illustration,
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consider the extreme case of two delta distributions P and Q

P(dx) = δ (x−µp), Q(dx) = δ (x−µq). (2.18)

In this case KL(P||Q) is not well defined. For stationary Gaussian noise

k(x) = N
(
x 0,σ2), we can equivalent define a conditional distribution p(y|x) =

N
(
y x,σ2), so the ‘spreaded’ distributions P̃ and Q̃ are a.c. and have densities

p̃(y) =
∫

δ (x−µp)N
(
y x,σ2)dx = N

(
y µp,σ

2) , (2.19)

q̃(y) =
∫

δ (x−µq)N
(
y x,σ2)dx = N

(
y µq,σ

2) . (2.20)

For noise variance σ2 = 0.5 this gives:

K̃L(P||Q)≡ KL(p̃||q̃) = ||µp−µq||22. (2.21)

Hence K̃L(P||Q)⇔ P=Q. It is also worth noting that the spread KL divergence,

in this case, is equal to the squared 2-Wasserstein distance [Peyré and Cuturi, 2019,

Gelbrich, 1990]. Treating µq as a variable, Figure 2.2 illustrates the spread KL

divergence converging to 0 as µq tends to µp = 0.

This proposed spread KL divergence allows us to define a valid divergence

between manifold distributions. Therefore, an associated training algorithm can be

derived for learning manifold models, as we describe below.

2.2.2 Spread Maximum Likelihood Estimation

In Section 2.1.1 we noted that in the context of fitting an implicit generative model

Qθ to training data, simply using MLE will be problematic. We can instead minimize

the spread KL divergence between data distribution Pd and model Qθ :

K̃L(Pd||Qθ )≡ K̃L(p̃d(y)||q̃θ (y))

=
∫

log p̃d(y)p̃d(y)dy︸ ︷︷ ︸
const.

−
∫

log q̃θ (y)p̃d(y)dy. (2.22)
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Given training data x1, . . . ,xN sampled i.i.d from Pd , we can define the spread

Maximum Likelihood Estimation (spread MLE) as

L̃ N(θ)≡ 1
N

N

∑
n=1

∫
p(y|xn) log q̃θ (y)dy. (2.23)

Using the law of large numbers, N→ ∞ (using ), we have

L̃ N(θ)
N→∞−−−→

∫
log q̃θ (y)p̃d(y)dy. (2.24)

In this case, the spread MLE has a maximum when the spread KL divergence has a

minimum. Hence, the spread MLE defines a consistent estimator.

The Maximum Likelihood Estimator (MLE) is a cherished approach due to

its consistency (convergence to the true parameters in the large data limit) and

asymptotic efficiency (achieves the Cramér-Rao lower bound on the variance of

any unbiased estimator) - see [Casella and Berger, 2021] for an introduction. An

interesting question is whether these properties also carry over to the spread MLE.

In Appendix A.5, we demonstrate, for a certain family of spread noise, the spread

MLE has weaker sufficient conditions than MLE for both consistency and asymptotic

efficiency. Furthermore, a sufficient condition for the existence of the MLE is that the

likelihood function is continuous over a compact parameter space Θ. We provide an

example in Appendix A.5.1 where the maximum likelihood estimator may not exist

(since it violates the compactness requirement), but the spread maximum likelihood

estimator still exists.

2.2.3 Spread Evidence Lower Bound

We are interested in training implicit latent variable model

Qθ (dx) =
∫

δ (x−gθ (z))p(z)dz, (2.25)
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using the proposed Spread MLE. Therefore, the spreaded model q̃θ (y) with Gaussian

p(y|x) = N (y|x,σ2I) has the form

q̃θ (y) =
∫ ∫

p(y|x)δ (x−gθ (z))p(z)dzdx (2.26)

=
∫

N (y|gθ (z),σ2I)︸ ︷︷ ︸
qθ (y|z)

p(z)dz. (2.27)

A similar form can be derived for an implicit model with degenerate Gaussian noise

since p(y|x) will be a.c. Gaussian distribution.

For a linear parameterization decoder, e.g. gθ (z) = Fz with a linear matrice

F , the integration over z can be calculated in a closed form, see Section 4.4 for an

example. However, for non-linear gθ , the integration over the latent variable z is

usually intractable so we cannot directly evaluate log q̃θ (y). Similar to the Evidence

Lower Bound (ELBO) that is used in the Variational Auto-Encoder(VAE), we can

also derive a spread ELBO for the spread log-likelihood

log q̃θ (y)≥
∫

logqθ (y|z)qφ (z|y)dz−KL
(
qφ (z|y)||p(z)

)
, (2.28)

≡ ẼLBO(y,θ ,φ). (2.29)

where the amortized posterior qφ (z|y) is introduced to approximate the true posterior

pθ (z|y) ∝ pθ (y|z)p(z) and when qφ (z|y) = pθ (z|y), the spread ELBO is equal to the

spread log-likelihood. We refer to the implicit model with a variational posterior as

the ‘δ -VAE’. Different from the standard VAE, both the decoder and encoder in the

δ -VAE are operating on the noisy sample y rather than the clean data x.

Similarly, the spread ELBO can also be constructed for the generalized im-

plicit model with a generalized Gaussian observational distribution pθ (x|z) =

Ng(gθ (z),Σθ (z)), since for Gaussian spread noise p(y|x) = N (y|x,σ2I), pθ (y|z)

can be calculated in a closed-form:

pθ (y|z) =
∫

p(y|x)pθ (x|z)dz = N (y|gθ (z),σ2I +Σθ (z))dz. (2.30)
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We thus refer to the generalized implicit model with a variational posterior as the

‘Degenerate Gauss-VAE’.

Given N training data sampled from the data distribution, the lower bound of

the spread MLE can also be derived

1
N

N

∑
n=1

∫
p(y|xn) log q̃θ (y)≥

1
N

N

∑
n=1

∫
p(y|xn)ẼLBO(y,θ ,φ)dy. (2.31)

In practice we typically cannot carry out the integral in Equation 2.23 exactly

and resort to a sample approximation, sampling L noisy versions yn,k, k = 1, . . . ,K

of each data point xn to give

1
N

N

∑
n=1

∫
p(y|xn)ẼLBO(y,θ ,φ)≈ 1

NK

N

∑
n=1

K

∑
k=1

ẼLBO(yn,k,θ ,φ). (2.32)

A lower simplified objective also exists for the spread ELBO with Gaussian p(y|x) =

N (x,σ2I). For a single xn, we notice that
∫

p(y|xn)ẼLBO(y,θ ,φ)dy is equal to

∫
p(y|xn) logqθ (y|z)qφ (z|y)dzdy−

∫
p(y|xn)KL

(
qφ (z|y)||p(z)

)
dy. (2.33)

For a Gaussian p(ε) = N (0, I), the first term can be further simplified using the

reparameterization trick:

− 1
2σ2I

∫
||xn + ε−gθ (z)||22qφ (z|xn + ε)p(ε)dzdε

=− 1
2σ2I

∫
||xn−gθ (z)||22qφ (z|xn + ε)p(ε)dzdε + const.. (2.34)

where the constant term has the following form

− 1
2σ2I

∫ (
||ε||22 +2ε(xn−gθ (z))

)
qφ (z|xn + ε)p(ε)dzdε =− 1

2σ2 . (2.35)

We observe that this simplified objective has less training variance in practice.

We have discussed how to train the model with spread MLE and fixed spread

Gaussian noise. In the next section, we discuss how to learn the noise distribution to
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maximize the discriminatory power of the spread divergence.

2.3 Comparisons with Other Divergences

Maximum Mean Discrepancy

In machine learning, convolving distributions using kernels is a widely adopted

technique. A particularly prominent application of this is the kernel mean embed-

ding [Berlinet and Thomas-Agnan, 2011, Smola et al., 2007], which represents a

distribution P as a mean function,

µP =
∫
X

k(x, ·)dP(x), (2.36)

where k : X ×X → R is a symmetric and positive definite kernel function, see

also [Muandet et al., 2017] for a review. The kernel mean embedding has also been

used to measure the difference between two distributions. For two distributions P

and Q, the maximum mean discrepancy [Borgwardt et al., 2006, Gretton et al., 2012]

(MMD) is defined as the distance in an RKHS H

MMDH (P,Q)≡ ∥µP−µQ∥H . (2.37)

The MMD has been used in training implicit latent variable model [Li et al., 2015,

Dziugaite et al., 2015, Li et al., 2017]. However, the efficacy of MMD is solely reliant

on kernel selection, which becomes challenging when dealing with high-dimensional

distributions. Therefore, it is necessary to introduce the dimension reduction or

adversarial kernel learning techniques even for learning the MNIST dataset [Li et al.,

2015, 2017]. As a result, it often necessitates the inclusion of dimension reduction

techniques or adversarial kernel learning, even for simpler datasets like MNIST [Li

et al., 2015, 2017]. In contrast, the spread KL divergence merges the advantages

of kernel convolution with efficient MLE training (or EM training when using the

ELBO), streamlining the process of training high-dimensional datasets.
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Wasserstein Distance

The Wasserstein distance, originally introduced by Kantorovich [Kantorovich, 1960],

is a metric especially suited for the comparison of manifold distributions. In recent

years, it has seen remarkable success across various machine learning contexts [Peyré

and Cuturi, 2019]. One notable application is its role in the training of the implicit

latent variable model, known as the Wasserstein Generative Adversarial Network

(WGAN) [Arjovsky et al., 2017]. Within the WGAN framework, the Kantorovich-

Rubinstein dual form of the Wasserstein distance [Villani, 2009] is employed, which

is represented as:

W (P,Q) = sup
∥ f∥L≤1

Ex∼P[ f (x)]−Ex∼Q[ f (x)]. (2.38)

Here, the supremum is taken over all 1-Lipschitz functions f : X→ R. In practical

implementations, a parameterized function, fw, is adopted. To approximate the

Lipschitz condition, techniques like gradient clipping [Arjovsky et al., 2017] or the

gradient penalty [Gulrajani et al., 2017a] are often used.

Considering an implicit model Qθ equipped with a prior p(z), a generator gθ (z),

and a target data distribution Pd , the training objective for gθ (z) is articulated as a

min-max problem:

min
θ

max
w

Ex∼Pd [ fw(x)]−Ez∼p(z)[ fw(gθ (z))]. (2.39)

In this equation, the maximum over w serves to approximate the sup operation in

Equation 2.38.

Despite the widespread praise for WGANs, various concerns have emerged

challenging whether their empirical success can be attributed to the advantageous

properties of the Wasserstein distance. One of the key issues is that the fw isn’t

optimally trained during each gradient step of the generative model. Therefore, the

WGAN is minimizing an approximate lower bound of the true Wasserstein distance,

which doesn’t necessarily minimize the Wasserstein distance. Additionally, research

has demonstrated that the incorporation of gradient penalty terms can enhance GAN
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generation regardless of the specific statistical divergence [Kodali et al., 2017,

Fedus et al., 2017, Stanczuk et al., 2021] and no singular GAN loss consistently

outperforms the others [Lucic et al., 2018]. More recently, paper [Stanczuk et al.,

2021] gives both theoretical and empirical evidence to show that the WGAN loss

is not a meaningful approximation of the Wasserstein distance and argues that the

Wasserstein distance is not a desirable loss function for deep generative models.

Thus, the actual effectiveness of the Wasserstein distance in training implicit models

remains an open problem.

In our approach, we aim to subtly adjust the traditional KL (ELBO) training

method to suit the training of implicit models to fit the manifold distributions, rather

than transitioning entirely to a different training paradigm. Moreover, the spread

ELBO objective minimizes a definitive upper bound of the spread KL divergence,

ensuring the training converges effectively.

2.4 Maximising Discriminatory Power

Intuitively, spreading out distributions makes them more similar. More formally,

from the data processing inequality (see Appendix A.3), using spread noise will

always decrease the f -divergence D f (p̃||q̃) ≤ D f (p||q) (when D f (p||q) is well

defined). If we use spread MLE to train a model, too much noise may make the

spreaded empirical and spreaded model distributions so similar that it becomes

difficult to numerically distinguish them. It is useful therefore to learn spread noise

pψ(y|x) (parameterised by ψ) to maximally discriminate between the distributions

maxψ D(p̃||q̃). In general, we need to constrain the spread noise to ensure that the

divergence remains bounded. The learned noise will discourage overlap between the

two spreaded distributions.

We discuss below two complementary approaches to adjust pψ(y|x). The first

adjusts the covariance for Gaussian p(y|x) and the second uses a mean transformation.

In principle, both approaches can be combined and easily generalised to other noise

distributions, such as the Laplace distribution. In Section 2.5.3, we empirically

investigate the benefit of these approaches when scaling the application of Spread
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Figure 2.3: Left: The lower dotted line denotes Gaussian distributed data p(x) with
support only along the linear subspace defined by the origin a and direction A. The
upper dotted line denotes Gaussian distributed data q(x) with support different from
p(x). Optimally, to maximise the Spread Divergence between the two distributions,
for fixed noise entropy, we should add noise that preferentially spreads out along the
directions defined by p and q, as denoted by the ellipses.

Divergence to complex high-dimensional problems.

2.4.1 Learning the Gaussian Noise Covariance

In learning Gaussian stationary spread noise p(y|x) = N (y x,Σ), the number of

parameters in the covariance matrix Σ scales quadratically with the data dimension

D. We therefore define Σ = σ2I +UUT where σ2 > 0 is fixed (to ensure bounded

Spread Divergence) and U is a learnable D×R matrix with R≪ D.

As a simple example that can be computed exactly, we consider implicit genera-

tive models P,Q that generate data in separated linear subspaces,

P(dx) =
∫

δ (x−a−Az) p(z)dz, Q(dx) =
∫

δ (x−b−Bz) p(z)dz, (2.40)

with p(z) = N (z 0, IZ). The spread densities are then

p̃(y) = N
(

y a,AAT +Σ

)
, q̃(y) = N

(
y b,BBT +Σ

)
. (2.41)

As Σ tends to zero, KL(p̃||q̃) tends to infinity. We therefore constrain Σ = σ2I+uuT,

where σ2 is fixed and uTu = 1. When A ̸= B, the optimal µ doesn’t have a simple

closed-form. Therefore, for calculational simplicity, we assume A = B. The Spread

Divergence KL(p̃||q̃) is then maximised for the noise direction u pointing orthogonal

to the vector
(
AAT +σ2I

)−1
(b−a). The noise thus concentrates along directions

defined by p and q, see Figure 2.3.
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2.4.2 Learning a Mean Transformation

Consider spread noise p(y|x) = k(y− f (x)) for injective3 f and stationary k, e.g.

p(y|x) = N (y| f (x),σ2I). Then for two distributions P and Q that are not a.c., we

can define two a.c. distributions P̃ and Q̃ with densities

p̃(y) =
∫

x
k(y− f (x))dP, q̃(y) =

∫
x
k(y− f (x))dQ. (2.42)

Therefore, the spread divergence D̃(P||Q) ≡ D(p̃(y)||q̃(y)) is a valid divergence

since

D̃(P||Q) = 0⇔ P̃= Q̃⇔ P f =Q f ⇔ P=Q, (2.43)

where we denote the distributions P f and Q f as the transformations of P and Q with

invertible function f 4 densities

P(ds) =
∫

δ (s− f (x))dP, Q(ds) =
∫

δ (s− f (x))dQ. (2.44)

Since injective f gives a different noise p(y|x) and hence we can then define a

family of f (e.g. parameterize f with a neural network) and search for the best noise

implicitly by learning f .

There are many invertible neural networks that can be used to parameterize

f (e.g. normalizing flows [Rezende and Mohamed, 2015]). In this work, we use

the invertible residual network [Behrmann et al., 2019] fψ : RD→ RD where fψ =

( f 1
ψ ◦ . . .◦ f T

ψ ) denotes a ResNet with blocks f t
ψ = I(·)+gψt (·). Then fψ is invertible

if the Lipschitz-constants Lip(gψt )<1, for all t ∈ {1, . . . ,T}. Note that when using

the Spread Divergence for training we only need samples from p̃(y) which can be

obtained by first sampling x′ from P and then y from p(y|x = x′) = k(y− f (x′)); this

does not require computing the Jacobian or inverse fψ
−1.

We then denote the spread divergence parameterized by fψ as K̃L fψ . To maxi-

3Since the co-domain of f is determined by its range, injective indicates invertible in this case.
4The invertible transformation defines a homeomorphism [Cornish et al., 2020], so P f and Q f

will not be a.c. if P and Q are not a.c..
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mize the discriminatory power, we train ψ with the following objective

max
ψ

min
θ

K̃L f (Pd||Qθ ). (2.45)

In contrast to the min-max training technique employed in the Wasserstein GAN [Ar-

jovsky et al., 2017], where the maximum step serves to tighten the lower bound of

the Wasserstein divergence, our methodology is different. Here, every instance of ψ

establishes a valid divergence. Consequently, for each ψ , we can carry out a full max-

imization of θ without encountering any instability issues. In practice, we alternate

between one-step ψ training and multiple-epoch φ training. For a comprehensive

understanding of this process, please refer to the experimental section.

2.5 Applications

2.5.1 Deriving Deterministic PPCA

Our aim here is to show how the classical deterministic PCA algorithm can be derived

through a maximum-likelihood approach, rather than the classical non-probabilistic

least-squares derivation. This is remarkable since the likelihood itself is not defined

for this model.

For isotropic Gaussian observation noise with variance γ2, the Probabilistic

PCA (PPCA) model [Tipping and Bishop, 1999] for DimX -dimensional observations

and Z-dimensional latent is

x = Fz+ γε, z∼N (0, IZ), ε ∼N (0, IX),

qθ (x) = N
(

x 0,FFT + γ
2IX

)
. (2.46)

When γ = 0, the generative mapping from z to x is deterministic and the model qθ (x)

has support only on a subset of DX and the data likelihood is in general not defined

for DZ < DX .

In the following we consider general γ , later setting γ to zero throughout the

calculation. To fit the model to iid data {x1, . . . ,xN} using maximum likelihood, the

only information required from the dataset is the data covariance Σ̂. For γ > 0, the
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maximum likelihood solution for PPCA is F = UZ
(
ΛZ− γ2IZ

) 1
2 R, where ΛZ , UZ

are the Z largest eigenvalues, eigenvectors of Σ̂; R is an arbitrary orthogonal matrix.

Using spread noise p(y|x) = N
(
y x,σ2IX

)
, the spreaded distribution is a Gaussian

q̃θ (y) = N
(
y 0,FFT +(γ2 +σ2)IX

)
. Thus, q̃θ (y) is of the same form as PPCA,

albeit with an inflated covariance matrix. Adding Gaussian spread noise to the data

also simply inflates the sample covariance to Σ̂′ = Σ̂+σ2IX .

Since the eigenvalues of Σ̂′ ≡ Σ̂+σ2IX are simply Λ′ = Λ+σ2IX , with un-

changed eigenvectors, the optimal deterministic (γ = 0) latent linear model has

solution F =UZ
(
Λ′Z−σ2IZ

) 1
2 R =UZΛ

1
2
Z R.

We have thus recovered the standard PCA solution; however, the derivation is

non-standard since the likelihood of the deterministic latent linear model γ = 0 is not

defined. Since classical deterministic PCA cannot normally be described in terms of

a likelihood, the usual derivation of PCA is to define it as the optimal least-squares

reconstruction solution based on a linear projection to a lower-dimensional subspace,

see for example [Barber, 2012]. Nevertheless, using the Spread Divergence, we learn

a sensible model and recover the true data-generating process if the data were exactly

generated according to the deterministic model.

2.5.2 Training Degenerate Gauss-VAE

We consider the data distribution Pd which is defined by the following data generation

process to sample x∼ Pd:

z∼B(0.5), a∼N (2z−1,0.1), x = (a,0), (2.47)

where B(0.5) is a Bernoulli distribution with mean 0.5. Therefore, the data distri-

bution Pd is a mixture of two degenerated Gaussian which is supported on a 1D

manifold in a 2D space, we visualize the data distribution in Figure 2.4.

We then learn Pd with a generalized implicit model with a discrete latent

Qθ (dx) =
∫

Ng(x|gθ (z),Σθ (z))p(z)dz, (2.48)
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Figure 2.4: A mixture of two degenerated Gaussians.

where the prior p(z) is a 1D Bernoulli distribution and Ng(x|gθ (z),Σθ (z)) is a gener-

alized Gaussian with learnable mean and learnable diagonal variance [σ2
1 (z),σ

2
2 (z)],

both are parameterized by a neural network. We use a softplus activation func-

tion on the output of the variance network to allow both σ2
1 (z),σ

2
2 (z) to converge

to 0 so the Ng(x|gθ (z),Σθ (z)) can be a degenerate Gaussian distribution with

rank(Σθ (z))< Dim(x). Both encoder and decoder contain 2-layer neural networks

with ReLU as the activation function and 16 hidden units. We train the model using

both the classic ELBO and the proposed spread ELBO for 5k iterations with Adam

optimizer [Kingma and Ba, 2014] (with learning rate 1×10−3) and batch-size 100.

For the spread ELBO, we use the Gaussian spread noise p(y|x) =N (y|x,σ2I) where

σ = 0.02.

In Figure 2.5, we compare the training loss from two degenerated Gauss-VAEs

that are trained with the classic ELBO (Figure a) and the proposed spread ELBO

(Figure b) respectively. We can see for the classic ELBO training, the training loss

is not very smooth. This is because when the σ2(z) in the pθ (x|z) converges to 0,

the log-density log pθ (x|z) collapses to a δ distribution and the likelihood becomes

infinity, which impedes the training. On the other hand, the likelihood of the spread

model pθ (y|z) is always well-defined when the underlying pθ (x|z) becomes a δ

distribution, so the spread ELBO objective gives a smooth training curve. We also

visualize the samples from both models and find the one trained with the spread

ELBO successfully recovers the true data distribution whereas the one trained with

the classic ELBO fails to generate valid samples.
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(a) Degenerate Gauss-VAE with ELBO

(b) Degenerate Gauss-VAE with Spread ELBO

Figure 2.5: Training loss and model samples comparisons for the degenerated Gauss-
VAEs trained with the classic ELBO (Figure a) and the proposed spread ELBO
(Figure b) respectively We can see the one trained with spread ELBO (Figure b) has
smoother training curves and successfully recovers the underlying data distribution
whereas the classic ELBO training is unstable for this manifold model.

2.5.3 Image Modelling with δ -VAE

2.5.3.1 MNIST

We trained a δ -VAE with spread ELBO on MNIST [LeCun, 1998] with (i) fixed

Laplace spread noise, as in Equation 2.17, (ii) fixed Gaussian spread noise, as in

Equation 2.16 and (iii) Gaussian noise with learned covariance, as in Section 2.4.1,

with rank R = 20; gθ (·) is a neural network that contains 3 feed-forward layers.

Figures 2.6(a,b,c) show samples from pθ (x) for these models. Given that

MNIST is a comparatively simpler problem, it becomes challenging to differentiate

between the quality of fixed and learned noise samples. We speculate that the use

of Laplace noise enhances image sharpness. This is likely because the Laplace

distribution, being leptokurtic, inherently places more emphasis on discriminating

between points in close proximity to the data manifold. This is in contrast to the
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(a) Fixed Laplace Spread Noise

(b) Fixed Gaussian Spread Noise

(c) Learned Gaussian Spread Noise

Figure 2.6: Samples from a deep implicit generative model trained using δ -VAE
with (a) Laplace spread noise with fixed covariance, (b) Gaussian spread noise with
fixed covariance and (c) Gaussian spread noise with learned covariance. We first
train with one epoch a standard VAE as initialization to all models and keep the
latent code z∼N (z 0, IZ) fixed when sampling from these models thereafter, so we
can more easily compare the sample quality.

(a) δ Fixed spread noise (b) δ Learned spread noise

Figure 2.7: Samples from a deep implicit generative model trained using δ -VAE
with (a) fixed and (b) learned spread with the mean transformation method. We
use a similar sampling strategy as in the MNIST experiment to facilitate sample
comparison between the different models – see Appendix A.7.

Gaussian distribution, which is less likely to generate points near the data manifold.
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2.5.3.2 CelebA

We trained a δ -VAE with spread ELBO on the CelebA dataset [Liu et al., 2015] with

(i) fixed and (ii) learned spread using the mean transformation method as discussed

in Section 2.4.2. We compare to results from a standard VAE with fixed Gaussian

noise p(x|z) = N (x gθ (z),0.5IX) [Tolstikhin et al., 2017], where gθ (·) is a neural

network contains 4 convolution layers.

For (i) the fixed Spread Divergence uses Gaussian noise N (y x,0.25IX). For

(ii) we use Gaussian noise with a learned injective function in the form of a ResNet:

fψ(·) = I(·)+gψ(·) - see Appendix A.7 for details. Figure 2.7 shows samples from

our δ -VAE for (i) and (ii) (with gθ (z) initialised to the fixed-noise setting). It is

notable how the ‘sharpness’ of the image samples substantially increases when

learning the spread noise. Table 2.1 shows Frechet Inception Distance (FID) [Heusel

et al., 2017] score5 comparisons between different baseline algorithms for implicit

generative model training6. The δ -VAE significantly improves on the standard VAE

result. Learning the mean transformation improves on the fixed-noise δ -VAE. Indeed

the mean transformation δ -VAE results are comparable to popular GAN and WAE

models [Gulrajani et al., 2017a, Berthelot et al., 2017, Arjovsky et al., 2017, Kodali

et al., 2017, Mao et al., 2017, Fedus et al., 2017, Tolstikhin et al., 2017]. Whilst

the δ -VAE results are not state-of-the-art, we believe it is the first time that implicit

models have been trained using a principled maximum likelihood-based approach.

By increasing the complexity of the generative model gθ and injective function fψ ,

or using better choices of noise, the results may become more competitive with

state-of-the-art GAN models7.

5The FID score is a measure of similarity between two datasets of images. FID is calculated by
computing the Fréchet distance between two Gaussians fitted to feature representations of the dataset
and the samples from the model using an Inception network [Szegedy et al., 2017], see Heusel et al.
[2017] for a detailed introduction

6FID scores were computed using github.com/bioinf-jku/TTUR based on 10000 sam-
ples.

7We also tried learning the image generator using Laplace spread noise. However, the colour of
the sampled images becomes overly intense and we leave it to future work to address this.

github.com/bioinf-jku/TTUR
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Table 2.1: CelebA FID Scores. The δ -VAE results are the average over 5 inde-
pendent measurements. The scores of the GAN models are based on a large-scale
hyperparameter search and take the best FID obtained [Lucic et al., 2018]. The
results of the VAE model and both WAE-based models are from [Tolstikhin et al.,
2017].

Encoder-Decoder Models FID GAN Models FID

VAE 63.0 WGAN GP 30.0
δ -VAE with fixed spread 52.7 BEGAN 38.9

δ -VAE with learned spread 46.5 WGAN 41.3
DRAGAN 42.3

WAE-MMD 55.0 LSGAN 53.9
WAE-GAN 42.0 NS GAN 55.0

MM GAN 65.6

2.6 Related Work

Instance noise: The instance noise trick to stabilize GAN training [Roth et al., 2017,

Sønderby et al., 2016] is a special case of Spread Divergence using fixed Gaussian

noise. Whilst other similar tricks, e.g. [Furmston and Barber, 2009], have been

proposed previously, we believe it is important to state the more general utility of

the spread noise approach.

δ -VAE versus WAE: The Wasserstein Auto-Encoder [Tolstikhin et al., 2017]

is another implicit generative model that uses an encoder-decoder architecture. The

major difference to our work is that the δ -VAE is based on the KL divergence, which

corresponds to MLE, whereas the WAE uses the Wasserstein distance.

δ -VAE versus denoising VAE: The denoising VAE [Im Im et al., 2017] uses a

VAE with noise added to the data only. In contrast, for our δ -VAE, spread MLE adds

noise to both the data and the model. Therefore, the denoising VAE cannot recover

the true data distribution, whereas in principle the δ -VAE with spread MLE can.

MMD GAN with kernel learning: Learning a kernel to increase discrimination

is also used in MMD GAN [Li et al., 2017]. Similar to ours, the kernel in MMD GAN

is constructed by k̃ = k ◦ fψ , where k is a fixed kernel and fψ is a neural network. To

ensure the MMD distance Mk◦ fψ (p,q) = 0⇔ p = q, this requires fψ to be injective

[Gretton et al., 2012]. However, in this framework, fψ(x) usually maps x to a lower



2.6. Related Work 50

dimensional space. This is crucial for MMD because the amount of data required to

produce a reliable estimator grows with the data dimension [Ramdas et al., 2015] and

the computational cost of MMD scales quadratically with the amount of data. Whilst

using a lower-dimensional mapping makes MMD more practical it also makes it

difficult to construct an injective function f . For this reason, heuristics such as the

auto-encoder regularizer [Li et al., 2017] are considered. In contrast, for the δ -VAE

with spread MLE, the cost of estimating the divergence is linear in the number of

data points. Therefore, there is no need for fψ to be a lower-dimensional mapping;

guaranteeing that fψ is injective is straightforward for the δ -VAE.

Flow-based generative models: Invertible flow-based functions [Rezende and

Mohamed, 2015] have been used to boost the representation power of generative

models. Our use of injective functions is quite distinct from the use of flow-based

functions to boost generative model capacity. In our case, the injective function f

does not change the model - it only changes the divergence. For this reason, the

Spread Divergence doesn’t require the log determinant of the Jacobian, which is

required in [Rezende and Mohamed, 2015, Behrmann et al., 2019], meaning that

more general invertible functions can be used to boost the discriminatory power of a

Spread Divergence.

2.6.1 Connection to Denoising Score Matching

Recently, Energy-Based Models (EBMs) have gained significant traction within

generative model research [Ngiam et al., 2011, Xie et al., 2016, Du and Mordatch,

2019, Song and Ermon, 2019] and play a key role in the success of diffusion

models [Ho et al., 2020, Song and Ermon, 2019, 2020]. EBMs are a type of non-

normalized probabilistic model that determines the probability density function

without a known normalizing constant. For continuous data x, the density function

of an EBM is specified as

qθ (x) = exp(− fθ (x))/Z(θ), (2.49)
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where the fθ (x) is a nonlinear function with parameter θ and Z(θ) =∫
exp(− fθ (x))dx is the normalization constant that is independent of x. The

energy parameterization allows for greater flexibility in model parameterization and

the ability to model a wider range of probability distributions.

A popular method to train EBMs is Denoising score matching (DSM) [Vincent,

2011]. This method uses a noise distribution p(x̃|x) = N (x,σ2I) to construct a

noised data distribution p̃d(x̃) =
∫

pd(x)p(x̃|x)dx. Subsequently, DSM minimizes

the Fisher divergence between the noised data distribution p̃d(x̃) and an EBM

q̃θ (x̃) = exp(− fθ (x̃))/Z(θ), with

FD(p̃d||q̃θ ) =
1
2

∫
p̃d(x̃)||sp̃d(x̃)− sq̃θ

(x̃)||22 dx̃

.
=

1
2

∫∫
p(x̃|x)pd(x)||∇x̃ log p(x̃|x)− sq̃θ

(x̃)||22 dx̃dx

.
=

1
2

∫∫
p(x̃|x)pd(x)

∥∥∥∥ x̃− x
σ2 + sq̃θ

(x̃)
∥∥∥∥2

2
dx̃dx, (2.50)

where the last equation is due to ∇x̃ log p(x̃|x) being tractable for the Gaussian

distribution p(x̃|x). DSM can be extended to handle multi-level noise scenarios,

allowing the training of multiple energy-based models. With an amortized energy (or

score) network corresponding to each noise level, it is termed a score-based diffusion

model. A detailed discussion on this can be found in [Song and Ermon, 2019].

The DSM objective trains an EBM to align with the noisy data distribution the

noisy data distribution p̃d , rather than the true underlying distribution pd . In the

ideal scenario when q̃θ∗ = p̃d , there exists an underlying clean model q∗(x), such

that
∫

q∗(x)p(x̃|x)dx = q̃θ∗(x̃). This means the clean model would align with the

actual data distribution q∗(x) = pd(x). However, for an imperfect EBM q̃θ ̸= p̃d ,

the existence of the clean model is not guaranteed, see [Zhang et al., 2023a] for a

comprehensive discussion on the existence of the clean model.

In relating to the spread divergence, we posit that it’s possible to craft a function

family fθ ∈F such that there always exists an underlying clean model qθ (x) that

satisfies
∫

qθ (x)p(x̃|x)dx = exp(− fθ (x̃))/Z(θ), then training the DSM objective is
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equivalent to minimizing the Spread Fisher Divergence (F̃D), defined as

F̃D(pd(x)||qθ (x)) = FD
(∫

pd(x)p(x̃|x)dx||
∫

qθ (x)p(x̃|x)dx
)
. (2.51)

Designing such a functional family in practical terms continues to be a challenge;

however, this close relationship sheds light on the intricacies of DSM. This connec-

tion opens up a promising path for deeper exploration, both in understanding and

enhancing DSM training. We leave this for future investigations.

2.7 Discussions
In this chapter, we introduced the spread divergence as a solution to the shortcom-

ings of the KL divergence when the two distributions either lack valid probability

density functions or share the same support. We outlined a methodology employing

this proposed divergence for training implicit generative models, closely aligning

with traditional likelihood or ELBO maximization techniques. Additionally, we

explored the potential of learning spread noise to enhance discrimination between

two distributions, subsequently improving image generation results.

A central insight from our proposed method is the efficacy of introducing equal

noise to both data and model. This not only bolsters model training under specific

conditions but also ensures the estimator remains consistent. The innovative spread

divergence has paved the way for a slew of subsequent research, leading to the

development of new models and training methodologies aimed at refining manifold

modeling outcomes [Zhang et al., 2023b, Loaiza-Ganem et al., 2023, 2022]. A recent

paper [Graves et al., 2023] also uses a similar technique in building the generative

model, delivering state-of-the-art image generation results.

There are several potential directions for further exploration of spread diver-

gence. For instance, one might investigate the broader family of spread noise and

its associated properties, or determine the optimal noise type for various tasks. As

we discussed in Section 2.6.1, introducing noise to the data distribution has become

a pivotal technique in the realm of the diffusion model. An enticing avenue is to

comprehend and refine the diffusion model’s training from the vantage point of



2.7. Discussions 53

spread divergence, which holds the potential to further enhance its training.

We have addressed the issue of the KL divergence being unsuitable for manifold

distributions that lack density functions. Within Section 2.6.1, we touch upon

the score-based method employed in training the energy-based model, a pivotal

component of diffusion models. Additionally, there exists a notable failure mode in

the score-based approach to model multi-modal distributions. We will delve into this

failure mode and present a tailored solution in the next chapter.



Chapter 3

Healing the Fisher Divergence for

Multi-Modality Modelling

Score-based divergences have been widely used in machine learning and statistics

applications. Despite their empirical success, a blindness problem has been observed

when using these for multi-modal distributions. In this work, we discuss the blindness

problem and propose a new family of divergences that can mitigate the blindness

problem. We illustrate our proposed divergence in the context of density estimation

and report improved performance compared to traditional approaches.

3.1 Introduction
Score-based divergences such as the Fisher Divergence (FD; also known as score-

matching divergence) [Aapo, 2005, Hyvärinen, 2007] and Kernel Stein Discrepancy

(KSD) [Liu et al., 2016, Chwialkowski et al., 2016] are widely used in machine

learning and statistics [Anastasiou et al., 2021, Song and Kingma, 2021]. Their main

advantage is that the score function, a derivative of a log-density, can be evaluated

without knowledge of the normalization constant of the density and can be applied

to problems where other classical divergences (e.g. KL divergence) are intractable.

Unfortunately, this advantage can also be a curse in certain scenarios because the

score function only provides local information about the slope of a density, but

ignores more global information such as the importance of a point relative to another.

This has led to a blindness problem in many applications of score-based methods
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where the densities are multi-modal, including in density estimation [Wenliang

et al., 2019, Song and Ermon, 2019, Jolicoeur-Martineau et al., 2020], MCMC

convergence diagnosis [Gorham et al., 2019], Bayesian inference [Matsubara et al.,

2022, D’Angelo and Fortuin, 2021]; see [Wenliang and Kanagawa, 2020] for a

detailed discussion.

To illustrate this problem, we recall the definition of FD and an example from

[Wenliang and Kanagawa, 2020]. Given two distributions with differentiable densi-

ties p and q supported on a common domain X ⊆ Rd , the FD is

FD(p||q) = 1
2

∫
X

p(x)||sp(x)− sq(x)||22 dx. (3.1)

The classic sufficient conditions [Aapo, 2005, Barp et al., 2019] for the FD to be

a valid statistical divergence (i.e. FD(p||q) = 0⇔ p = q) are: (i) p and q are

differentiable with support X = Rd and (ii) sp,sq are square integrable, i.e. sp−

sq ∈ L2(p), where we denote f ∈ L2(p)≡
∫
X || f (x)||22 p(x)dx < ∞. The blindness

problem of the FD can be illustrated through the following example due to [Wenliang

and Kanagawa, 2020]. Let p and q be a mixtures with the same components but

different mixing weights:

p(x) = αpg1(x)+(1−αp)g2(x), q(x) = αqg1(x)+(1−αq)g2(x), (3.2)

where αp ̸= αp, and g1,g2 are Gaussian densities with variance σ2 and means −µ

and µ respectively. Then FD(p||q)→ 0 when µ/σ2→ ∞ regardless of the mixture

proportions αp and αq. To build intuition, we let µ = 5, σ = 1, αp = 0.2,αq = 0.8

and plot the densities and score functions of p,q in Figure 3.1a and 3.1b. We can

find the two distributions are very different but their scores are only different around

x = 0, which has a negligible density value under p. We then fix αp = 0.2 and plot

the FD(p||q) as a function of α in Figure 3.1c. Here we see the FD is 0 constant

function, which shows the FD is ‘blind’ to the value of the mixture weight. See

[Matsubara et al., 2022] for a similar example for discrete X .
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(a) Densities of p,q (b) Score functions of p,q (c) FD(p||q) with different αq

Figure 3.1: We plot the densities and score functions of distributions p and q in
Figure (a) and (b). Figure (c) shows FD(p||q) with αp = 0.2 and αq varies from
0.01 to 0.09 with a grid size 0.01.

3.2 Understanding the Blindness Problem
In the example above, blindness is a numerical problem since the problem occurs

despite the fact that the FD is a divergence in that case (i.e. FD(p||q) = 0⇔ p = q

since (i) and (ii) are satisfied). When µ/σ2→∞, although the Gaussian distributions

still have the same support, the regions that contain most of the mass of g1 and g2

tend to be disjoint, which creates numerical issues. However, the blindness problem

is not simply a numerical problem, as illustrated in the following example.

Consider the case where p and q are mixtures whose identical components have

disjoint supports. For example, let g1 and g2 in Equation 3.2 have disjoint support

sets X1,X2 ⊆ Rd respectively with X1∩X2 = /0. Then, g2(x′) = ∇xg2(x′) = 0 for

x′ ∈X1 and g1(x′) = ∇xg1(x′) = 0 for x′ ∈X2. In this case, the FD is independent

of αq (see Appendix B.1.1 for a derivation):

FD(p||q) = αp
2
∫
X1

g1(x)||sg1(x)− sg1(x)||22 dx+ 1−αp
2
∫
X2

g2(x)||sg2(x)− sg2(x)||22 dx = 0. (3.3)

Therefore, the FD is not a valid divergence here since FD(p||q) = 0 ⇏ p = q. This

example guides us to further study the topology properties of the distributions’

support required by the FD. We first extend the Fisher divergence to distributions

that have support on the connected space.

Theorem 2 (FD on a connected set). Assume two distributions (i) have differentiable

densities p and q with support on a common1 open connected set X ⊆ Rd and (ii)

1The common support condition can be relaxed to Xp ⊆Xq, where Xp,Xq are the support sets
of p and q.
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sp− sq ∈ L2(p). Then, the FD is a valid divergence i.e. FD(p||q) = 0⇔ p = q.

See Appendix B.1.2 for a proof. Theorem 2 generalizes the classic FD that

is defined on distributions with X = Rd [Aapo, 2005, Barp et al., 2019] (Rd is a

special case of the connected set). Secondly, Theorem 3 shows that connectedness

of the support is a necessary condition to define a valid FD.

Theorem 3 (FD is ill-defined on disconnected sets). Let X be a union of disjoint

sets, then the FD is not a valid divergence on X , i.e. there exist two different

distributions p ̸= q both supported on X but FD(p||q) = 0.

See Appendix B.1.3 for a proof. Intuitively, the score function only considers

the local derivatives and contains no information on the global normalization constant.

If the domain is disconnected, it cannot determine the mass allocation in different

domains. This observation can also be extended to the KSD by viewing KSD as a

kernelized FD [Liu et al., 2016, Chwialkowski et al., 2016], see Appendix B.1.4 for

a detailed discussion.

3.3 Healing the Blindness Problem with Mixture

Fisher Divergence
In this section, we propose a new variant of the FD which is well-defined in the

disconnected scenario. Consider a distribution with density m with support Xm =Rd

and define the mixtures

p̃(x) = β p(x)+(1−β )m(x), q̃(x) = βq(x)+(1−β )m(x), (3.4)

where 0 < β < 1. We then define the Mixture Fisher Divergence (MFD) as

MFDm,β (p||q)≡ FD(p̃||q̃). (3.5)

Theorem 4 shows the MFD is well-defined when p and q have support on a discon-

nected space.
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(a) Densities of p̃, q̃ (b) Score functions of p̃, q̃ (c) MFD(p||q) with diff. αq

Figure 3.2: We plot the densities (a) and the score functions (b) of p̃ and q̃. Figure
(c) shows MFD(p||q) with αp = 0.2 and αq varies from 0.0 to 1.0 with a grid size
0.01. The star mark shows the minima of the MFD is achieved when αq = αp = 0.2,
we also plot the original FD for a comparison.

Theorem 4 (Validity of the MFD). Consider two distributions with differentiable

densities p,q supported on Xp,Xq ⊆ Rd with sp,sq ∈ L2(p) and a differentiable

density m with support Xm = Rd,sm ∈ L2(p). Then MFD is a valid divergence, i.e.

MFD(p||q) = 0⇔ FD(p̃||q̃)⇔ p = q.

See Appendix B.1.5 for a proof. For MFD, we no longer require that p,q have

common connected support, since Xm =Rd results in p̃, q̃ having connected support

Rd2. The requirements of m(x) are mild and hold for simple choices of distribution

e.g. a Gaussian. To avoid the numerical problem mentioned in Section 1, m(x)

should be chosen to effectively connect the different component distributions. As an

example, for the toy problem described in Figure 1 with components N (−5,1) and

N (−5,1), we can choose β = 0.5 and m(x)=N (0,9) that covers both components.

Figure 3.2 shows the densities and their score functions for p̃, q̃. We see that the

score functions are different on the high-density region of p̃. Figure 3.2c also shows

the minimal value of the MFD(p||q) is attained when αq = αp, which indicates that

the proposed MFD heals the blindness problem in this example.

3.4 Density Estimation with Energy-based Models
Given a dataset Xtrain = {x1, · · · ,xN} sampled i.i.d. from a data distribution pd with

support Xpd ⊆ Rd , we would like to learn a model qθ to approximate pd . We are

interested in a family of models which can only be evaluated up to a normalization

2A weaker condition of m can be obtained by requiring the supports of p̃, q̃, which we denote as
Xp̃,Xq̃, to be connected and Xp̃ ⊆Xq̃. We here only study the stronger condition that m(x) has
support of Rd for simplicity.
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constant, e.g. an energy-based model qθ (x) = e− fθ (x)/Z(θ), where fθ is a neural

network and Z(θ) =
∫

e− fθ (x) dx. In this case, the standard Maximum Likelihood

Estimation (MLE) is not applicable (since Z(θ) cannot be evaluated during training)

and an alternative form of the FD [Aapo, 2005] can be applied

FD(pd||qθ ) =
1
2

∫
Xpd

pd(x)
(
||sqθ

(x)||22 +2Tr(∇xsqθ
(x))

)
dx+ const., (3.6)

where ∇xsqθ
(x) = ∇2

x logqθ (x) is the Hessian matrix and the constant represents

the terms that are independent of θ . The integration over pd can be approximated

by Monte-Carlo using Xtrain. Because both sqθ
and ∇xsqθ

only depend on fθ , the

normalizer Zq(θ) is not required during training and we only need to estimate Zq(θ
∗)

once after training. Therefore, density estimation with FD in this setting contains two

steps: (1) learn θ ∗ using Equation 3.6; (2) estimate Z(θ ∗) to obtain the normalized

density qθ (x). This scheme can result in blindness in practice [Wenliang et al., 2019].

To heal blindness, we can apply the proposed MFD. However, if we directly

minimize MFD in step (1), the score

sq̃θ
(x) = ∇x log

(
β exp(− fθ (x))/Zq(θ))+(1−β )m(x)

)
(3.7)

requires estimating Zq(θ). This negates the advantage of using score matching

because now Zq(θ) must be estimated for every gradient step during training (similar

to MLE). To avoid this, we propose to instead directly approximate p̃d with an

energy-based model q̃θ (x)≡ e− fθ (x)/Zq̃(θ) and q̃θ can then be trained using

FD(p̃d||q̃θ ) =
1
2

∫
Rd

p̃d(x)
(
||sq̃θ

(x)||22 +2Tr
(
∇xsq̃θ

(x)
))

dx+ const., (3.8)

where the integration over p̃d(x) can be approximated using the samples from the

mixture p̃d(x) = β pd(x)+(1−β )m(x). Therefore, the learning of θ is independent

of Zq̃(θ). Optimally we have q̃θ∗(x) = p̃d(x) = β pd(x)+ (1−β )m(x). To obtain

a model of the underlying true density q∗ = pd , we need to remove the mixture
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component from q̃θ∗ , which can be done through a ‘correction step’:

q∗(x) =
1
β
(q̃θ∗(x)− (1−β )m(x)) =

1
β
(q̃θ∗(x)− (1−β )m(x)) . (3.9)

This procedure for obtaining q∗ is equivalent to q∗(x) = argminq MFD(pd(x)||q(x))

and when MFD(pd(x)||q(x)) = 0, we have q∗(x) = pd(x). Therefore, density esti-

mation with MFD in this setting contains three steps: (1) learn θ ∗ by minimizing

Equation 3.8; (2) estimate Zq̃(θ
∗); and (3) apply the correction step (Equation

3.9) to obtain qθ∗ . Compared to FD, the additional correction step has negligible

computation cost.

In practice, for an imperfect model q̃θ (x) ̸= p̃d(x), q̃θ (x)− (1−β )m(x) might

take a negative value for certain x. To ensure a positive resulting density, We can

apply a max(·,0) operation, This yields the estimator:

q̂(x) =
1
β
(q̃θ (x)− (1−β )m(x)) =

1
β

max(q̃θ (x)− (1−β )m(x),0) , (3.10)

which is still a consistent estimator since q̃θ (x)→ p̃d(x)⇒ q̂(x)→ pd(x).

Choice of m and β

As we discussed in Section 3.3, the selection of the introduced m(x) distribution is

pivotal to our methodology. Ideally, a good m should be able to bridge disconnected

component distributions and has significant mass in the connected paths. For the

low-dimensional data distribution, we propose a heuristic solution to choose the m(x):

for a given set of data samples {x1, · · · ,xN} ∼ pd , we can simply choose m(x) =

N (µ̄, Σ̄), where µ̄ and Σ̄ are the empirical mean and covariance of the available

training data: µ̄ = 1
N ∑

N
n=1 xn, Σ̄ = 1

N ∑
N
n=1 xnxT

n . This construction corresponds to

an empirical moment matching approximation of pd which is known for its ‘mode

covering’ behavior [Bishop, 2006, Zhang et al., 2019b].

The β is treated as a hyper-parameter in our method. Intuitively, a large beta

means that the proportion of data points from pd is small, and the model is learning

m. On the other hand, a small value means we may still have the numerical version

of the blindness issue. In this experiment, we use β = 0.8 can find it can empirically
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(a) True (b) FD (c) MFD

(d) True (e) FD (f) MFD

Figure 3.3: Density estimation comparisons with FD and MFD for the energy-based
model. The KL(pd||pθ ) evaluations are 3.52/0.22 (b/e) for FD and 0.17/0.01 (c/f)
for MFD, lower is better.

heal blindness. We leave the theoretical study of choosing the β into future work.

Demonstrations

We apply the proposed method to train a deep energy-based model and examine

the performance against two target densities with multiple isolated components:

1) a weighted mixture of four Gaussians pd(x) = 0.1g1(x)+0.2g2(x)+0.3g3(x)+

0.4g4(x), where g1,g2,g3,g4 are 2D Gaussians with identity covariance matrix and

mean [−5,−5], [−5,5], [5,5], [5,−5] respectively; and 2) a mixture of 3 concentric

circles as proposed in [Wenliang et al., 2019]. We use Simpson’s rule for the

2D numerical integration to estimate the normalization constant for both methods.

The model specifications and training details can be found in Appendix B.2. In

Figure 3 we plot the ground truth and the estimated density with classic FD and the

proposed MFD methods. We also provide the corresponding KL evaluation (see

Appendix B.2) between the ground truth density pd and the estimated model pθ . We

find the proposed MFD method can significantly improve performance and heal the

blindness problem.
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3.5 Related Works
The issue of blindness is unique to score-based divergences like FD, KSD [Chwialkowski

et al., 2016, Liu et al., 2016], or Diffusion KSD [Barp et al., 2019]. Therefore, the

KL divergence (MLE) offers an alternative for training the EBMs, free from the

blindness issue [Kim and Bengio, 2016, Zhai et al., 2016]. However, employing

MLE necessitates estimating the normalization constant Z(θ) in every gradient step,

potentially introducing errors that result in biased gradients. Contrastingly, our

method mandates just a single estimation of the normalization constant post-training,

streamlining the training process.

Besides the KL divergence, the generative modeling domain also commonly

employs other metrics, including the f -divergence family, Wasserstein distance [Kan-

torovich, 1960], and MMD [Gretton et al., 2012]. However, training models using

these divergences often requires that gradients be back-propagated from samples to

model parameters, a step not directly feasible for energy-based models. This calls for

leveraging the REINFORCE gradient estimator [Williams, 1992], MCMC sampling,

and adversarial training at each optimization juncture; for more details, refer to [Yu

et al., 2020]. Our primary objective in this chapter is to refine score-based methods

rather than fully revamping training paradigms. Therefore, we’ll investigate alternate

score-based techniques, examining their potential to address the blindness issue.

Fisher Divergence with Normalizing Flow

Paper [Gong and Li, 2021] proposes to transform p and q with a common differen-

tiable invertible function before defining the FD. Specifically, for distribution p(x)

and q(x), we let p(y) =
∫

δ (y−g(x))p(x)dx and q(y) =
∫

δ (y−g(x))q(x)dx, where

g is a invertible function, e.g. a normalizing flow [Rezende and Mohamed, 2015].

The Fisher divergence is then defined in the transformed space and have

FD(p(y)||q(y)) = 0⇔ p(x) = q(x), (3.11)

which is also shown to be equivalent to the diffusion KSD [Barp et al., 2019].

However, since the invertible transformation is a homeomorphism and will not
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change the topology of its domain [Cornish et al., 2020, Zhang et al., 2023b], the

invertible transformation will not fix the blindness caused by the disconnected

support sets in principle.

Spread Fisher Divergence

In addition to the mixture construction, as we discussed in Chapter 2, conducting

a Gaussian convolution on both pd and qθ can also bridge the disjoint components

and define a valid. Specifically, for two distributions with densities pd(x) and qθ (x)

with supports Xpd ,Xqθ
⊆ Rd , we can choose k(x̃|x) = N(x,σ2) and let

p̃d(x̃) =
∫
Xpd

k(x̃|x)pd(x)dx q̃θ (x̃) =
∫
Xqθ

k(x̃|x)qθ (x)dx. (3.12)

We follow Equation 2.51 and define Spread Fisher Divergence(F̃D) as

F̃Dk(pd||qθ )≡ FD(p̃d||q̃θ ), (3.13)

The convolution transform makes p̃d and q̃θ have support Xp̃d = Xq̃θ
= Rd (which

is a connected space) and F̃Dk(pd||qθ ) ≡ FD(p̃d||q̃θ ) is a valid discrepancy, i.e.

F̃Dk(pd||qθ ) = 0⇔ p̃d = q̃θ ⇔ pd = qθ . Similar to the FD, we can rewrite the F̃D

as

F̃Dk(pd||pθ ) =
1
2

∫
Rd

p̃d(x̃)
∥∥sp̃d(x̃)− sq̃θ

(x̃)
∥∥2

2 dx̃ (3.14)

=
1
2

∫
Rd

p̃d(x̃)
(
s2

q̃θ
(x̃)+2∇x̃sq̃θ

(x̃)
)

dx̃+ const., (3.15)

where the constant terms are independent of the model parameters. However,

for an energy-based model qθ (x) = e− fθ (x)/Z(θ), the spread model q̃θ (x̃) =
1

Z(θ)
√

2πσ2

∫
e− fθ (x)− 1

2σ2 (x̃−x)2
dx has an intractable score, which makes the direct

training infeasible.



3.5. Related Works 64

Denoising Score Matching

Alternatively, one can directly parameterize q̃θ (x) to be an energy-based model

q̃θ (x̃) = exp(− fθ (x̃))/Z(θ), (3.16)

which leads to the denoising score matching (DSM) [Vincent, 2011] objective

introduced in Section 2.6.1:

FD(p̃d||q̃θ )
.
=

1
2

∫∫
p(x̃|x)pd(x)

∥∥∥∥ x̃− x
σ2 + sq̃θ

(x̃)
∥∥∥∥2

2
dx̃dx. (3.17)

where we use .
= to denote equivalent up to a constant that is independent of θ .

However, for a fixed σ > 0, the DSM objective is not a consistent objective to learn

the underlying data distribution pd since FD(p̃d||q̃θ ) = 0 =⇒ p̃d = q̃θ ̸= pd . A

common solution is to anneal σ → 0 during training. However, Equation 3.17 is

not defined when σ = 0 since the division in Equation 3.17 will make (x̃− x)/σ2

unbounded, which results in an inconsistent objective and annealing the noise won’t

fix the blindness problem.

To see this, we use a deep energy-based model with a 3-layer feedforward neural

network with 30 hidden units and a tanh activation function to learn the toy mixture

of two Gaussian distributions described in Section 1. We train the model with Adam

optimizer with a learning rate 3×e−4 for 10k iterations and batch size 300. We add

convolutional Gaussian noise to the data samples with a standard deviation of 3.0

and anneal to 0 by multiplying by 0.9999 at each iteration. The noise at the end of

training has a standard deviation of less than 0.001. In Figure 3.4 we plot the learned

density during training. We find that when the noise is big the model can identify

the correct mixture co-efficient, but when the noise is close to 0, the model fails to

capture the correct mixing proportions. We also plot the density estimation results

with vanilla FD and the proposed MFD in Figure 3.5a and 3.5b and we find that the

density estimation with MFD achieves the best performance.

Additionally, unlike the mixture construction, if we directly assume q̃θ (x̃) =

e− fθ (x̃)/Z(θ), the underlying ‘correct’ model qθ (x) can not be recovered from q̃θ (x̃)
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Figure 3.4: FD with training data noise annealing.

(a) FD (b) MFD

Figure 3.5: Density Estimation with FD and MFD.

even if we know Z(θ), so the DSM is also not directly applicable in this case. We

leave the investigation of how to sample from the clean model qθ (x), given the noisy

energy-based model q̃θ (x̃), for future work.

3.6 Discussions
In this chapter, we explored the nuances of the Fisher divergence and its shortcomings

in differentiating between mixture distributions with varying mixture proportions.

Building on our theoretical findings, we proposed the mixture Fisher divergence as a

preliminary remedy, which exhibited encouraging results in our toy experiments.

However, when transitioning from these elementary datasets to more intricate

high-dimensional distributions, such as natural images, a host of challenges emerge:

• The score-matching objective, as highlighted by Equation 3.6, necessitates the

computation of the Hessian’s trace. This becomes increasingly prohibitive,

both in terms of computational power and memory usage, especially for large

dimensional distributions.
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• The selection of m(x) is pivotal, requiring that m(x) should connect the discon-

nected regions of the target data distribution. For high-dimensional datasets,

such as images, the inherent structure often resides on a lower-dimensional

manifold within a vast dimensional space. This poses significant challenges in

devising an efficient m(x) that adeptly bridges diverse modes.

• The proposed methodology necessitates the estimation of the normalization

constant Z(θ) post-training to ascertain the distribution’s density. This estima-

tion proves to be daunting for expansive high-dimensional distributions.

Addressing these challenges are essential direction for future research in this

domain. We will leave a detailed exploration of how to practically apply and scale

this method for high-dimensional data to subsequent work.

End of Part I
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This marks the conclusion of the first segment of our thesis. In this part, we

have delved into the intricacies of the KL divergence, optimizing it for effective

training of implicit generative models tailored for non-a.c. distributions (Chapter 2).

We also addressed the critical challenges posed by the "blindness problem" inherent

to the Fisher divergence (Chapter 3). Our investigations in this section contribute to

enhancing the training methodologies for generative models across varied contexts.

In addition to model training, generalization is also a central theme in the realm

of classic machine learning research. However, this pivotal attribute is less explored

in the context of generative modeling. Moreover, both its definition and practical

implications remain somewhat nebulous. Thus, in the second segment of our thesis,

we will shift our focus from the theoretical frameworks of training techniques to

the pragmatic facets of model generalization. We will investigate the domains of in-

distribution and out-of-distribution generalizations, harnessing our research findings

to amplify practical applications, especially in the areas of lossless compression and

OOD detection.
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Chapter 4

In-distribution Generalization of

Variational Auto-Encoder

In this Chapter, we study the generalization of a popular class of probabilistic model

- the Variational Auto-Encoder (VAE). We discuss the two generalization gaps that

affect VAEs and show that overfitting is usually dominated by amortized inference.

Based on this observation, we propose a new training objective that improves the

generalization of amortized inference. We demonstrate how our method can improve

performance in the context of image modeling and lossless compression.

4.1 Introduction of Variational Auto-Encoder

A popular type of probabilistic model is the Variational Auto-Encoder

(VAE) [Kingma and Welling, 2014, Rezende et al., 2014], which assumes a la-

tent variable model pθ (x) =
∫

pθ (x|z)p(z)dz. For a nonlinear parameterization of

pθ (x|z) (e.g. a deep neural network), the evaluation of log pθ (x) involves solving an

intractable integration over z. In this case, the evidence lower bound (ELBO) can be

used to side-step the intractability

∫
log pθ (x)pd(x)dx≥

∫∫ (
log pθ (x,z)− logqφ (z|x)

)
qφ (z|x)pd(x)dzdx (4.1)

≡
∫

ELBO(x,θ ,φ)pd(x)dx, (4.2)
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where qφ (z|x) is a variational posterior parameterized by a neural network with

parameter φ . The use of an approximate posterior of the form qφ (z|x) is called

amortized inference. To better understand this objective, we can rewrite the expected

ELBO as the following

∫
ELBO(x,θ ,φ)pd(x)dx =

∫ (
log pθ (x)−KL(qφ (z|x)||pθ (z|x))pd(x)

)
dx (4.3)

=
∫

log pθ (x)pd(x)dx︸ ︷︷ ︸
model learning

−
∫

KL(qφ (z|x)||pθ (z|x))pd(x)dx︸ ︷︷ ︸
amortized inference

, (4.4)

We denote the posterior family of qφ (z|x) as Q, which is indexed by a finite-

dimensional θ [Wang and Blei, 2019]. If Q is flexible enough such that the true

posterior pθ (z|x) ∈Q, where pθ (z|x) ∝ pθ (x|z)p(z), then in the optimum of Equa-

tion 4.3, we have KL(qφ (z|x)||pθ (z|x)) = 0⇒ qφ (z|x) = pθ (z|x) for x∼ pd(x) and

the ELBO will be equal to the log-likelihood ELBO(x,θ ,φ) = log pθ (x) [Kingma

and Welling, 2014, Blei et al., 2017]. Many methods have been developed to increase

the flexibility of Q, e.g. adding auxiliary variables [Agakov and Barber, 2004,

Maaløe et al., 2016] or flow-based methods [Challis and Barber, 2012, Rezende and

Mohamed, 2015], to obtain a tighter ELBO.

Recent works [Townsend et al., 2019, 2020, Kingma et al., 2019] have suc-

cessfully applied VAE style models to lossless compression realizing impressive

performance. In this setting, the average compression length on the test data set is

approximately equal to − 1
M ∑

M
m=1 ELBO(x′m,θ ,φ). Hence the better the test ELBO

indicates the better the compression performance. This motivates us to study the

factors that affect the generalization of VAEs and find practical ways to improve the

generalization of VAEs.

In the following section, we show the generalization of VAEs is affected by both

the generative model (decoder) and the amortized inference network (encoder); and

propose a new training objective that can improve the generalization of the amortized

inference without changing the model itself. Additionally, we demonstrate how to

improve the compression rate in a practical lossless compression system without

sacrificing any computation speed.
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4.2 Generalizations of VAEs

During training, we only have access to a finite dataset Xtrain, which leads to the

following empirical ELBO approximation:

∫
ELBO(x,θ ,φ)pd(x)dx≈ 1

N

N

∑
n=1

ELBO(xn,θ ,φ), (4.5)

which can be further represented as a combination of a model empirical approxima-

tion and an amortized inference empirical approximation:

1
N

N

∑
n=1

ELBO(x,θ ,φ) =
1
N

N

∑
n=1

log pθ (xn)−
1
N

N

∑
n=1

KL(qφ (z|xn)||pθ (z|xn)). (4.6)

Therefore, if either the decoder pθ (x|z) or the encoder qφ (z|x) is overly flexible,

it can cause the VAE to overfit to the training data. We then define the ELBO

generalization gap (EGG) as the difference between the training and test ELBO

EGG≡ 1
N

N

∑
N=1

ELBO(xn,θ
∗
N ,φ

∗
N)︸ ︷︷ ︸

Training ELBO

− 1
M

M

∑
m=1

ELBO(xm,θ
∗
N ,φ

∗
N)︸ ︷︷ ︸

Test ELBO

, (4.7)

where θ ∗N ,φ
∗
N are defined as the optimal parameters for training the empirical ELBO

θ
∗
N ,φ

∗
N = argmax

θ ,φ

1
N

N

∑
n=1

ELBO(xn,θ ,φ). (4.8)

By the decomposition in Equation 4.4, φ∗N is also the optimal parameter of the

empirical variational inference objective

φ
∗
N = argmin

φ

1
N

N

∑
n=1

KL
(

qφ (z|xn)||pθ∗N
(z|xn)

)
. (4.9)

For simplicity, considering a flexible amortized inference network, we can assume

that for any training data point xn ∈Xtrain

qφ∗N
(z|xn) = argmin

q∈Q
KL(qφ (z|xn)||pθ∗N

(z|xn))≡ q∗(z|xn), (4.10)
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where q∗(z|xn) is the realizable optimal posterior (in the Q family) for xn
1. However,

when qφ∗(z|xn) overfits to Xtrain, qφ∗(z|x′m) may not be a good approximation to

the true posterior pθ∗N
(z|x′m) for test data x′m ∈Xtest . This discrepancy can lead to a

suboptimal test ELBO.

To illustrate the generalization of the amortized inference, we denote the φ∗M as

the optimal realizable parameter of the amortized inference for the test dataset:

φ
∗
M = argmin

φ

1
M

M

∑
m=1

KL
(

qφ (z|x′m)||pθ∗N
(z|x′m)

)
. (4.11)

For a flexible qφ (z|x), we make a similar assumption to Equation 4.10, such that

qφ∗M
(z|x′m) can generate the optimal posterior within the variational family Q:

qφ∗M
(z|x′m) = argmin

q∈Q
KL(qφ (z|x′m)||pθ∗N

(z|x′m))≡ q∗(z|x′m), (4.12)

We then define the amortized inference generalization gap (AIGG) as the difference

between two averaged KL divergences

AIGG≡ 1
M

M

∑
m=1

KL(qφ∗N
(z|x′m)||pθ ∗N

(z|x′m))−
1
M

M

∑
m=1

KL(qφ∗M
(z|x′m)||pθ ∗N

(z|x′m)). (4.13)

Intuitively, AIGG assesses the proximity of the posterior qφ∗N
(z|x′m), — which is

derived from the amortized network trained on Xtrain — to the optimal realizable

posterior for x′m ∈Xtest . If the family Q is flexible enough such that pθ (z|x′m) ∈Q

for every x′m, then the AIGG simplifies to 1
M ∑

M
m=1 KL(qφ∗N

(z|x′m)||pθ∗N
(z|x′m)).

Equivalently, the AIGG can also be written as the difference between two

ELBOs with φ∗M and φ∗N respectively:

AIGG≡ 1
M

M

∑
M=1

ELBO(x′m,θ
∗
N ,φ

∗
M)− 1

M

M

∑
m=1

ELBO(x′m,θ
∗
N ,φ

∗
N), (4.14)

It is important to emphasize that this gap cannot be reduced by simply using a more

flexible variational family Q. While this might reduce the KL(qφ∗N
(z|xn)||pθ∗N

(z|xn))

1For a flexible amortized inference network, we assume that there is no amortization gap [Cremer
et al., 2018], which means qφ∗N

(z|x) can provide the optimal q∗(z|xn) for any training data xn ∈Xtrain
- see Section 4.6 for further discussion.
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for the training data xn ∈Xtrain, it would not explicitly encourage better generaliza-

tion performance on test data, see also [Shu et al., 2018].

The AIGG is caused by the overfitting of the amortized inference (encoder). To

understand the generalization property of the decoder, we can further rewrite the

EGG by subtracting and adding the term 1
M ∑

M
m=1 ELBO(x′m,θ

∗
N ,φ

∗
M):

EGG =
1
N

N

∑
n=1

ELBO(xn,θ
∗
N ,φ

∗
N)−

1
M

M

∑
m=1

ELBO(x′m,θ
∗
N ,φ

∗
M)

+
1
M

M

∑
m=1

ELBO(x′m,θ
∗
N ,φ

∗
M)− 1

M

M

∑
m=1

ELBO(x′m,θ
∗
N ,φ

∗
N)︸ ︷︷ ︸

AIGG

(4.15)

where the second row is the AIGG. Meanwhile, we define the expression in the

first row, which is the difference between the training and test ELBO using the

optimal amortized inference parameters φ∗N ,φ
∗
M respectively, as the Generative Model

Generalization Gap (GMGG)

GMGG =
1
N

N

∑
n=1

ELBO(xn,θ
∗
N ,φ

∗
N)︸ ︷︷ ︸

Training ELBO with optimal inference

− 1
M

M

∑
m=1

ELBO(x′m,θ
∗
N ,φ

∗
M)︸ ︷︷ ︸

Test ELBO with optimal inference

(4.16)

With this in perspective, we can express the EGG as a combination of both gaps:

EGG = GMGG+AIGG, (4.17)

This decomposition highlights that the VAE’s generalization performance is in-

fluenced by the generalization capabilities of both the generative model and the

amortized inference. To provide a more in-depth analysis, we’ll be illustrating these

gaps in the subsequent section.

4.2.1 Visualizations of the Generalization Gaps

The EGG can be easily visualized by plotting the difference between the training

ELBO and the test ELBO. To visualize the GMGG and the AIGG, we need to know
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the optimal amortized posterior qφ∗M
(z|x′m) for the test data x′m ∈Xtest , where

φ
∗
M = min

φ

1
M

M

∑
m=1

KL(qφ (z|x′m)||pθ∗N
(z|x′m)) (4.18)

= max
φ

1
M

M

∑
m=1

∫ (
log pθ∗N

(x′m,z)− logqφ (z|x′m)
)

qφ (z|x′m)dz. (4.19)

Adopting this optimal inference strategy effectively nullifies the impact of the AIGG.

This in turn allows us to separately assess the contributions of both the generative

model’s generalization gap and the amortized inference generalization gap, offering

insights into the nuances of model overfitting.

To visualize the generalization gaps, we trained a VAE on the Binary MNIST

training dataset over 1,000 epochs and we saved the encoder/decoder parameter

pair, denoted as (θ ,φ), every 100 epoch. Detailed model specifications and training

methods can be found in Section 4.4. Figure 4.1 shows the Bits-per-dimension

(BPD)2 of both training and testing dataset for every 100 epochs, the gap between

the training ELBO (blue) and test ELBO (purple) is the EGG. From the figure, it’s

evident that the VAE model starts to overfit the training dataset, and this overfitting

intensifies as the training duration extends.

AIGG

GMGG

EGG

Figure 4.1: BDPs vs epochs. Visualization
of the EGG = GMGG+AIGG.

Additionally, for each saved en-

coder/decoder parameters, we fix the de-

coder pθ (x|z) and only train qφ (z|x) for

1k epochs on the test data using Equa-

tion 4.19 to obtain the estimation of the

optimal amortized posterior qφ∗M
(z|x).

This process yielded the test BPD associ-

ated with the optimal inference strategy,

represented by the green line in Figure

4.1. The differential between the purple and green lines showcases the AIGG, while

the remaining gap between the green and blue lines is indicative of the GMGG.

2In the case of VAE, the BPD is defined as the negative ELBO (with a base 2 logarithm) normalized
by the data dimension, lower BPD indicates higher ELBO.
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Utilizing the test ELBO with the test-time optimal inference strategy, the test

BPD (green) appears largely stable, showing just a minor increase during train-

ing. This pattern hints at the generative model’s (decoder’s) overfitting being less

pronounced compared to that of the amortized inference network (encoder). Conse-

quently, the primary source of significant overfitting is dominated by the overfitting

of the amortized inference network.

Although the optimal inference strategy (training the encoder on the test dataset

Xtest) can help reduce the EGG, but it will hinder the speed of both compression and

decompression processes, which is one of the central concerns in compression tasks.

Therefore, we now focus on improving the generalization of amortized inference

without access to the test data at training time.

4.3 Consistent Amortized Inference
We now propose an inference consistency requirement which, if satisfied, would

result in optimal generalization performance for amortized variational inference.

Specifically when pθ → pd , the amortized posterior should converge to the true

posterior qφ (z|x)→ pθ (z|x)3 for every x∼ pd(x). Although this requirement seems

natural for variational inference, the classic amortized inference training that is used

for VAEs [Kingma and Welling, 2014] doesn’t satisfy it. Recall the typical VAE

empirical ELBO training objective

1
N

N

∑
n=1

log pθ (xn)−KL(qφ (z|xn)||pθ (z|xn)). (4.20)

When the model is perfect pθ∗ = pd , the training criterion for qφ (z|x)

min
φ
− 1

N

N

∑
n=1

KL(qφ (z|xn)||pθ∗(z|xn)) (4.21)

can still result in the amortized posterior qφ (z|x) overfitting to the training data. In

principle, one could also limit the network capacity and/or add an explicit regularizer

to the parameters [Shalev-Shwartz and Ben-David, 2014] in an attempt to improve

3We assume the true posterior belongs to the variational family pθ (z|x) ∈Q.
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the generalization. However, this still cannot satisfy the consistency requirement in

principle because it still only uses the finite training dataset. Alternatively, there is

another classic variational inference method that we now discuss, the wake-sleep

training algorithm [Dayan et al., 1995, Hinton et al., 1995], which does in fact satisfy

the proposed consistency requirement.

4.3.1 Wake-Sleep Training

Defining qφ (x,z) = qφ (z|x)pd(x) and pθ (x,z) = pθ (x|z)p(z), the two phases of the

wake-sleep training [Dayan et al., 1995, Hinton et al., 1995] can be written as

minimizing two different KL divergences in both x and z space:

Wake phase model learning: pθ (x|z) is trained by

min
θ

KL(qφ (x,z)||pθ (x,z)) = max
θ

∫
ELBO(x,θ ,φ)pd(x)dx+ const., (4.22)

where the integration over pd(x) is approximated with the training set. This is

referred to as the wake phase since the model is trained on experience from the ‘real

environment’, i.e. it uses true data samples from pd(x).

Sleep phase amortized inference: qφ (z|x) is trained by

minφ KL(pθ (x,z)||qφ (x,z)) = minφ

∫
KL(pθ (z|x)||qφ (z|x))pθ (x)dx (4.23)

Leaving out the terms that are irrelevant to φ , the objective can be estimated with

Monte-Carlo−
∫

logqφ (z|x′m)pθ (x,z)≈− 1
K ∑

K
k=1 logqφ (zk|xk), where zk ∼ p(z) and

xk ∼ pθ (x|zk). This is referred to as the sleep phase because the samples from the

model used to train qφ are interpreted as dreamed experience. In contrast, the

training criterion for the typical VAE amortized inference (Equation 4.6) uses the

true data samples from pd to train qφ (z|x), which we refer to as wake phase amortized

inference. We notice that if a perfect model pθ∗(x) = pd(x) is used in the sleep phase

amortized inference, then it is equivalent to minimizing

∫
KL(pθ (z|x)||qφ (z|x))pθ∗(x)dx =

∫
KL(pθ (z|x)||qφ (z|x))pd(x)dx. (4.24)
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Therefore, the training of the inference network satisfies the inference consistency

requirement since we can access infinite data from pd by sampling from pθ∗ .

However, the wake-sleep algorithm presented lacks convergence guaran-

tees [Dayan et al., 1995] and minimizing KL(pθ (z|x)||qφ (z|x)) in the sleep phase

doesn’t necessarily encourage an improvement to the ELBO, which directly re-

lates to the compression rate in the lossless compression application [Townsend

et al., 2019]. Therefore, in the next section, we propose a new variational inference

scheme: reverse sleep amortized inference and demonstrate how it helps improve

the generalization of the inference network in practice.

4.3.2 Reverse Sleep Amortized Inference
In the inference time, we propose to fix θ and train φ using the reverse KL divergence

min
φ

∫
KL(qφ (z|x)||pθ (z|x)pθ (x)) = max

φ

∫∫
pθ (x)qφ (z|x) log

pθ (x,z)
qφ (z|x)

dzdx, (4.25)

where the integration over pθ (x) is approximated by Monte-Carlo using samples

from the generative model pθ (x). This reverse KL objective encourages improve-

ments to the ELBO. When we have a perfect model pθ∗(x) = pd(x) the reverse sleep

phase is equivalent to

min
φ

∫
KL(pθ ∗(z|x)||qφ (z|x))pθ ∗(x)dx = min

φ

∫
KL(pθ ∗(z|x)||qφ (z|x))pd(x)dx (4.26)

Figure 4.2: Test BPD vs epochs. We
compare the consistency property between
three amortized inference methods.

which satisfies the inference consistency

requirement.

The consistency requirement can

also be validated empirically when the

perfect model is known pθ∗(x) = pd(x).

This can be achieved by using a pre-

trained VAE as the true data generation

distribution. Therefore, our method has

two training stages:

1. Pre-train a VAE using Equation 4.2 to fit the training dataset.
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2. Fix the decoder and train the encoder using Equation 4.25 and the samples

from the Pre-trained VAE.

Unlike the Wake-sleep training method, which alternates between two objectives in

each gradient step and lacks a guarantee of algorithmic convergence, our approach

optimizes a single divergence objective at each stage, which ensures algorithmic

convergence.

As a demonstration, we first train a VAE to fit the binary MNIST problem. The

VAE has the same structure as that used in Section 2 and is trained using Adam with

lr = 1×10−3 for 100 epochs. After training, we treat the pre-trained decoder pθ ′(x|z)

as the training data generator pd(x)≡
∫

pθ ′(x|z)p(z)dz. We then sample 10000 data

samples from pd to form a training set Xtrain and 1000 samples to form a test set

Xtest . We then train a new qφ (z|x) with 1) wake phase inference (VAE) 2) (forward)

sleep inference and 3) reverse sleep inference. The network is trained using Adam

with lr = 1×10−3 for 100 epochs. Figure 4.2 shows the test BPD calculated after

every training epoch. We can see the sleep phase outperforms the wake phase and

the reverse sleep inference achieves the best BPD. Intuitively, this is because both

the forward and reverse sleep inference use the true model to generate additional

training data whereas the wake inference only has access to the finite training dataset

Xtrain.

4.3.3 Reverse Half-asleep Inference with Imperfect Models

In practice, our model will not be perfect pθ ̸= pd . Empirically we find that samples

from even a well-trained model pθ may not always be sufficiently like the samples

from the true data distribution. This can lead to degradation in the performance of

the inference network when using the reverse-sleep approach. For this reason, we

propose to use a mixture distribution between the model and the empirical training

data distribution as follows

∫
KL
(
qφ (z|x)||pθ (z|x)

)
m(x)dx where m(x)≡ α pθ (x)+(1−α)p̂d. (4.27)
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When α = 0, it reduces to the standard approach used in VAE training. When α = 1,

we recover the reverse sleep method (Equation 4.25). We find that a setting of

α = 0.5 works well in practice. This balances samples from the true underlying data

distribution with samples from the model.

We thus refer to this method as reverse half-asleep since it uses both data

and model samples to train the amortized posterior. Intuitively, we can rewrite the

Equation 4.27 as a sum of two positive terms

α
∫

KL
(
qφ (z|x)||pθ (z|x)

)
p̂(x)dx+(1−α)

∫
KL
(
qφ (z|x)||pθ (z|x)

)
pθ (x)dx. (4.28)

Therefore, the optimal of this objective will make the first term 0, which

is the same requirement as the classic amortized inference (Equation 4.6). The

second term, which is equivalent to the reverse sleep amortized inference (Equa-

tion 4.25), can encourage the inference consistency requirement: when pθ = pd ,

the optimal of the second term will set qφ (z|x) = pθ (z|x) for any x ∼ pd(x).

When pθ is not perfect, the second term can be seen as a regularizer added to

the classic amortized inference objective, which can be used to penalize the hy-

pothesis space of the amortized network [Shalev-Shwartz and Ben-David, 2014].

Figure 4.3: Test BPD comparisons of
Amortized inference with different α . We
find the Reverse Half-asleep method (α =
0.5) achieves the best BPD. The mean and
std are calculated with three random seeds.

To compare with different α , we

first fit a VAE (with the same struc-

ture as that used in Figure 2) to the Bi-

nary MNIST dataset, and then train the

amortized posterior using sleep infer-

ence (Equation 4.23) and three different

α for additional 100 epochs using Adam

with learning rate 3×10−4. Figure 4.3

shows the test BPD comparison. We find

the proposed reverse half-asleep method

(α = 0.5) outperforms the reversed sleep method (α = 1), whereas the standard

amortized inference training in VAE (α = 0) leads to overfitting of the inference
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network. We also plot the sleep inference curve, whose BPD is less competitive

since it does not directly optimise the ELBO.

4.4 Generalization Experiments

We apply the reverse half-asleep to improve the generalization of VAEs on

three different datasets: binary MNIST, grey MNIST [LeCun, 1998] and CI-

FAR10 [Krizhevsky et al., 2009]. For binary and grey MNIST, we use latent

dimension 16/32 and neural nets with 2 layers of 500 hidden units in both the

encoder and decoder. We use Bernoulli p(x|z) for binary MNIST and discretized

logistic distribution for grey MNIST. We train the VAE with the usual amortized

inference approach using Adam with lr = 3×10−4 for 1000 epochs and save the

model every 100 epochs. We then use the saved models to 1) evaluate the test data

sets, 2) conduct optimal inference by training qφ (z|x) on the test data and 3) run

the reverse half-asleep method before calculating the test BPD. For the reverse half-

asleep, we train the amortized posterior for 100 epochs with Adam and lr = 5×10−4.

To sample from pθ (x), we firstly sample z′ ∼ p(z) and sample x′ ∼ p(x|z = z′).

For the optimal inference strategy, we train the amortized posterior with the same

optimization scheme on the test data set for an additional 500 epochs to ensure the

same number of gradient steps are conducted (since the training set is 5 times as big

as the test set). Figure 4.4a and 4.4b show the test BPD comparisons of binary and

grey MNIST respectively and demonstrate that our approach does not require further

training on the test data to improve generalization performance.

For CIFAR10, we use the convolutional ResNet [He et al., 2016, Van Den Oord

et al., 2017] with 2 residual blocks and latent size 128. The observational distribution

is a discretized logistic distribution with linear autoregressive parameterization within

channels. We train the VAE for 500 epochs with Adam and lr = 5×10−4 and save the

model every 100 epoch. The pre-trained VAE achieves 4.592 BPD on the CIFAR10,

which is comparable with other single latent VAE models reported in [Van Den Oord

et al., 2017]: 4.51 BPD with a VAE with latent dimension 256 and 4.67 BPD with a

discrete latent VAE (VQVAE).
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Ideally, when the VAE model converges to the true distribution pθ → pd , the

aggregate posterior qφ (z) =
∫

qφ (z|x)pd(x)dx will match the prior p(z). However,

for a complex distribution like CIFAR10, a significant mismatch between qφ (z) and

p(z) is usually observed in practice [Zhao et al., 2017, Dai and Wipf, 2019]. In this

case, the sample x′ that is generated using a latent sample from the prior x′∼ pθ (x|z′),

where z′ ∼ p(z), may be blurry or invalid. A common solution is to train another

model, e.g. a VAE [Dai and Wipf, 2019] or a PixelCNN [Van Oord et al., 2016,

Van Den Oord et al., 2017] to approximate qφ (z). In our case, we instead directly

sample from qφ (z) rather than p(z) to generate samples in Equation 4.25, which can

be done by first sampling x′ ∼ pd(x) (from the training dataset) and then sample

z′ ∼ qφ (z|x = x′). This scheme still results in a consistent training objective since

qφ∗(z) = p(z) for the optimal posterior qφ∗(z|x). We use Adam with lr = 1×10−5

and train the reverse half-asleep inference for 100 epochs on the training data and

train the optimal inference strategy for 500 epochs on the test data, see Figure 4.4c

for the result. We find the proposed reverse half-asleep training approach (with

sampling from qφ (z)) consistently improves the generalization performance of the

amortized posterior. Conversely, our experiments revealed that when training the

encoder using samples generated from the prior p(z), the resulting BPDs consistently

exceed 5.0 across all tested epochs. This suggests that the quality of samples from

the generator plays a pivotal role in the efficacy of the proposed reverse-half-asleep

inference method.

Although the proposed method is still worse than the optimal inference, it has

the advantage of not requiring encoder fine-tuning on test data during test time. This

is particularly critical for applications prioritizing test-time inference speed, such as

lossless compression, which we will discuss in Section 4.5.

4.4.1 Comparisons with Regularization Methods

Recent work [Shu et al., 2018] proposed to alleviate overfitting of amortized infer-

ence by optimizing a linear combination between the traditional amortized inference
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(a) Binary MNIST (b) Grey MNIST (c) CIFAR10

Figure 4.4: We present test BPD comparisons across three inference methods:
amortized inference (VAE), the optimal inference strategy, and reverse half-asleep
inference, applied to three datasets. The x-axis indicates the number of training
epochs. For the MNIST experiments, as shown in Figures a and b, all samples
are derived from the predefined prior p(z). In contrast, for the CIFAR experiment,
samples are produced using the aggregate posterior qφ (z). Notably, when employing
p(z) as the prior in CIFAR, the BPD values for the Reverse-Half-Asleep method
consistently exceed 5. To maintain clarity, these results are omitted from Figure c.

(Equation 4.6) and a denoising objective

α

∫
KL(qφ (z|x+ ε)||pθ (z|x))p(ε)dε +(1−α)KL(qφ (z|x)||pθ (z|x)), (4.29)

where p(ε) =N (0,σ2I). We compare this regularizer to our method by training the

amortized posterior of VAEs for an additional 100, 300 and 100 epochs on Binary,

Grey MNSIT and CIFAR respectively. For the denoising regularizer, we use the

same linear combination weight α = 0.5 as that used in Equation 4.27 and vary

σ ∈ {0.1,0.2,0.4,0.6,0.8,1.0}, see Table 4.1 for the comparisons. For MNIST, we

find σ ∈ {0.1,0.2,0.4} improves the generalization but larger noise levels hurt the

performance. For CIFAR10, only σ = 0.1 can slightly improve the generalization

by 0.001 BPD. In contrast, our method consistently achieves better generalization

performance without tuning any hyper-parameters, see Figure 4.5 for the test BPD

(evaluated every training epoch, the mean/std are calculated with 3 random seeds).

Compared to the denoising approach, one limitation of our method is the requirement

of model samples, which is more computationally expansive during training.

Since the decoder is shared and fixed in all comparisons, better test ELBO indi-

cates the predicted qφ (z|x′) is closer to the true posterior pθ (z|x′) under the KL diver-

gence (see Equation 4.3, higher ELBO with fixed θ indicates KL(qφ (z|x)||pθ (z|x))

is smaller). Therefore, the proposed method can also benefit a range of tasks that
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require accurate prediction of the posterior on the test data. In Appendix C.2 and

C.3, we demonstrate our method can provide better proposal distributions for the

Importance Weighted Auto-Encoder (IWAE) [Burda et al., 2015] and also improve

the representation learning performance for down-stream classification tasks.

Table 4.1: Test BPD comparisons with Denoising Regularizer [Shu et al., 2018].

Methods VAE σ = 0.1 σ = 0.2 σ = 0.4 σ = 0.8 σ = 1.0 Ours
Binary MNIST 0.200 0.195 0.192 0.191 0.196 0.201 0.187
Grey MNIST 1.543 1.527 1.519 1.515 1.545 1.550 1.513

CIFAR10 4.592 4.591 4.598 4.614 4.651 4.667 4.572

(a) Binary MNIST (b) Grey MNIST (c) CIFAR 10

Figure 4.5: Test BPD evaluated after every training epoch. We find, compared to the
denoising regularizer, the proposed amortized inference training scheme consistently
achieves better generalization performance in all tasks.

4.5 Application of Lossless Compression
Lossless compression is an important application of VAEs where generalization

plays a key role in the compression rate. Given a trained VAE, a practical compressor

can be efficiently implemented using the Bits Back algorithm [Hinton and Van Camp,

1993, Townsend et al., 2019] with the ANS coder [Duda, 2013], see the next section

for a brief introduction.

4.5.1 Introduction of VAE-based Lossless Compression

Given a discrete Latent VAE model specified by the probability mass functions

(PMFs) {pθ (x|z),qφ (z|x), p(z)} and a target data x′ to compress. A naive strategy

is to first generate a sample z′ ∼ qφ (z|x′) and then encode x′ with pθ (x|z′). We also

encode z′ with distribution log p(z), so the total code length is then We also encode
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z′ with distribution log p(z), so the total code length is then

− log2 pθ (x′|z′)− log2 p(z′), (4.30)

which is larger than the optimal code length − log2 p(x′) by − log2 pθ (z′|x′) bits.

To achieve the optimal code length, a key observation is that the sampling process

z′ ∼ qφ (z|x′) can be done by decoding random bits using the distribution qφ (z|x′).

Specifically, we assume that we can access a message that already contains random

bits, which we visualize as the following figure4.
Initial random bits

In the encoding stage, we first sample z′ form qφ (z|x′) by decoding random bits with

distribution qφ (z′|x′), so the message length decreased by length − log2 qφ (z′|x′).
− log2 qφ (z′|x′)

decqφ (z|x′)(·)
−−−−−−−→ z′

We then encode x′ with distribution pθ (x′|z′), so the message is increased by length

− log2 pθ (x′|z′).
− log2 pθ (x′|z′)

encpθ (x|z′)(·)
←−−−−−−− x′

Finally, we encode z′ with distribution p(z) and the message is increased bylength

− log p(z′).
− log2 p(z′)

encp(z)(·)←−−−−− z′

In the decoding stage, we first decode z′ using p(z).
− log2 p(z′)

decp(z)(·)−−−−−→ z′

We then decode x′ with distribution pθ (x|z′).
− log2 pθ (x′|z′)

decpθ (x|z′)(·)
−−−−−−−→ x′

Finally, we encode the random bits ‘back’ to the stack to recover the initial message.

4The visualization is based on [Townsend et al., 2019].
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− log2 qφ (z′|x′)
encqφ (z|x′)(·)
←−−−−−−− z′

Therefore, the ‘net’ message length to compress data x′ with a VAE is

− log2 pθ (x|z′)− log2 p(z′)+ logqφ (z′|x′), (4.31)

which is a one-sample estimation of the ELBO and is optimal (equal to− log2 pθ (x′))

when the amortized variational posterior is equal to the true posterior qφ (z|x′) =

pθ (z|x′).

This scheme and also be extended to continuous latent z with negligible cost

by quantizing the PDF p(z) and qφ (z) into PMF to conduct the compression. See

[Townsend et al., 2019] for details. This ‘Bits Back’ coding method was first in-

troduced as a thought experiment in [Wallace, 1990, Hinton and Van Camp, 1993]

and was later implemented by [Frey and Hinton, 1996] with an AC coder. Recently,

[Townsend et al., 2019] proposed to implement the Bits Back with ANS [Townsend

et al., 2020] and a VAE model, which allows great improvement of both the com-

pression rate and the computational efficiency. We refer the reader to [Townsend

et al., 2019] for other practical considerations and implementation details.

4.5.2 Improving the Generalization of VAE-based Compression

In Algorithm 1, we summarize the Bits Back procedure with amortized inference to

compress/decompress a test data point x′ to a stack that contains bit string messages.

The resulting code length for data x′ is approximately equal to the negative ELBO

− log2 pθ (x′|z′)− log2 p(z′)+ log2 qφ (z′|x′). (4.32)

We have shown that qφ (z|x) may overfit the training data, degrading compres-

sion performance. To improve the compression BPD, the optimal inference strategy

can also be applied in the Bits Back algorithm. In the compression stage, we can
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Algorithm 1 Bits Back with Amortized Inference.
Comp./decomp. stages share {pθ (x|z),qφ (z|x), p(z)}.

Compression
Draw sample z′ ∼ qφ (z|x′) from the stack.
Encode x′ ∼ pθ (x|z′) onto the stack.
Encode z′ ∼ p(z) onto the stack.

Decompression
Decode z′ ∼ p(z) from the stack.
Decode x′ ∼ pθ (x|z′) from the stack.
Encode z′ ∼ qφ (z|x′) onto the stack.

train φ by

φ
∗ = argmax

φ
ELBO(x′,θ ,φ). (4.33)

When the qφ (z|x′) is parameterized to be a Gaussian, we can just take φ to be

the mean and standard deviation N (φµ ,φ
2
σ ), which only contains two training

parameters. In the decompression stage, we observe that the compressed data x′

is recovered before the qφ (z|x′) is used to encode z′. Therefore, we can also train

the qφ (z|x′) using the recovered x′ to maximize the test ELBO. If the optimization

procedure is the same as that used in the compression stage, we will get the same

qφ∗(z|x′). In practice, we need to pre-specify the number of gradient descent steps K.

When K is large, we recover the optimal inference strategy and the code length is

approximately

− log2 pθ (x′|z′)− log2 p(z′)+ log2 qφ∗(z′|x′). (4.34)

This observation was initially introduced in the paper [Hinton and Van Camp,

1993] and then applied in the context of both lossy [Yang et al., 2020] and lossless

compression [Ruan et al., 2021]. Furthermore, by varying the optimization steps K

in the optimal inference, we can trade-off between the speed and the compression

rate. This is valuable for practical applications with different speed/rate requirements.

See Algorithm 2 for a summary of the Bits Back algorithm with K-step optimal

inference.



4.5. Application of Lossless Compression 87

Algorithm 2 Bits Back with K-step Optimal Inference
Comp./decomp. stages share {pθ (x|z),qφ (z|x), p(z)} and the optimization procedure
of Equation 4.33.

Compression
Take K gradient steps φ → φ K with Equation 4.33.
Draw sample z′ ∼ qφ K(z|x′) from the stack.
Encode x′ ∼ pθ (x|z′) onto the stack.
Encode z′ ∼ p(z) onto the stack.

Decompression
Decode z′ ∼ p(z) from the stack.
Decode x′ ∼ pθ (x|z′) from the stack.
Take K gradient steps φ → φ K with Equation 4.33.
Encode z′ ∼ qφ K(z|x′) onto the stack.

Although the optimal inference strategy can be used in lossless compression,

it requires extra run-time for training at the compression stages. In contrast, our

proposed reverse half-asleep inference scheme can improve the compression rate

without sacrificing any speed. Additionally, our method can also provide a better

initialization for the optimal inference strategy to allow a better trade-off between

compression rate and speed.

We implement Bits Back with ANS [Duda, 2013] and compare the compression

among four inference methods:

1. Baseline: This is the classic VAE-based compression introduced by

[Townsend et al., 2019]. For binary and grey MNIST, both the encoder and de-

coder contain 2 fully connected layers with 500 hidden units and latent dimension

10. The observation distributions are Bernoulli and discretized Logistic distribution

respectively. For CIFAR10, we use fully convolutional ResNets [He et al., 2016]

with 3 residual blocks in the encoder/decoder, latent dimension 128 and discretized

Logistic distribution with channel-wise linear autoregressive[Salimans et al., 2017]

as the observation distribution. We train both the amortized posterior and the decoder

by maximizing the ELBO (Equation 4.2) using Adam with lr = 3×10−4 for 100,

100 and 500 epochs (for Binary MNIST, Grey MNIST and CIFAR10 respectively),

and then apply Algorithm 1 to conduct compression.

2. Reversed Half-asleep: we do amortized inference using Equation 4.27 for
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100 and 300 epochs with Adam optimizer (lr = 3×10−4) for binary and grey MNIST

respectively, and lr = 1×10−5 for 100 epochs for CIFAR10. Other training details

are the same as the baseline method.

3. Optimal Inference: we take the amortized posterior (encoder) and decoder

from the baseline and apply the K-step optimal inference strategy described in

Algorithm 2 to do compression. We use Adam optimizer and vary the K from 1 to

10 to achieve a trade-off curve between compression rate and speed. We actively

choose the highest learning rate that can make the BPD consistently improve with

the increment of K: lr = 5×10−3 for binary and grey MNIST and lr = 1×10−3 for

CIFAR10.

4. Reversed Half-asleep + Optimal Inference: We take the encoder in method

2 and decoder from the baseline and conduct K-step optimal inference. All other

training details are as per method 3.

(a) Binary MNIST (b) Grey MNIST (c) CIFAR10

Figure 4.6: We plot the comparisons for different methods. The y-axis is the BPD
and the x-axis represents the K gradient steps in the optimal inference. The baseline
and our R-Half-sleep can be seen as special cases of optimal inference with K = 0.
We find that given a fixed computational budget, our method achieves a lower BPD
than one using traditional amortized inference training.

In Figure 4.6, we plot test BPD comparisons for the different methods outlined.

We can see if optimization is not allowed at compression time, the use of our

reverse-half-asleep method achieves a better compression rate with no additional

computational cost. If we allow K-step optimization during compression, for a given

computational budget, the amortized posterior initialized using our reverse-half-

asleep method also achieves lower BPD, which leads to a better trade-off between

the time and compression rate. Table 4.2 also reports the average time improvements

of our method to compress a single MNIST and CIFAR10 image respectively, which
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Baseline Ours K=7
BPD 0.185 0.179 0.179

Com. Time 0.006 0.006 0.013
Dec. Time 0.006 0.006 0.013
Time Cost - 0% 116.7%

(a) MNIST

Baseline Ours K=8
BPD 4.602 4.585 4.585

Com. Time 0.27 0.27 0.38
Dec. Time 0.26 0.26 0.38
Time Cost - 0% 46.2%

(b) CIFAR10

Table 4.2: Compression (Com.) and decompression (Dec.) time comparison. We
show that to achieve the same BPD as our method, the K-step optimal inference
strategy that initializes the amortized posterior needs K = 7 (binary MNIST) and
K = 8 (CIFAR10) steps for each test datapoint, which will cost an additional 116.7%
and 46.2% of time respectively during compression.

shows the effectiveness of our method.

4.6 Related Work
A different perspective on generative models’ generalization is proposed in paper

[Zhao et al., 2018] where the generalization is evaluated by testing if the model can

generate novel combinations of features. However, the generalization defined in our

work is purely measured by the test likelihood, which is a different perspective and

more relevant for the application of lossless compression.

Recent work [Zhang et al., 2021] first studies the likelihood-based generalization

for lossless compression. They focus on the test and train data that are from different

distributions whereas we assume they follow the same distribution. Additionally,

their model has a tractable likelihood and relates to the generative model-related

generalization, whereas we focus on inference-related generalization in VAEs.

Previous work [Cremer et al., 2018] studied the amortization gap in amortized

inference, which is caused by using qφ∗(z|xn) to generate posteriors for each input xn

rather than learning a posterior q∗n(z) for xn individually. This gap can be alleviated

using a larger capacity encoder network. This amortization gap is fundamentally

different from the inference generalization gap we discuss in this work since the

latter focuses solely on test time generalization but the former problem also exists at

training time.

Recent work [Ruan et al., 2021] proposes a compression scheme based on

the IWAE [Burda et al., 2015] bound, which is tighter than the ELBO and thus
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improves the compression rate. However, this method has to compress/decompress

multiple latent samples, which requires extra time and computational cost. On the

other hand, we focus on improving the ELBO-based compression that only needs

to compress one single latent sample. Nevertheless, similar to the K-step optimal

inference strategy, our amortized training objective can also be used in the IWAE-

based method, which gives a better proposal distribution for importance sampling,

see Appendix C.2 for a demonstration.

Paper [Cemgil et al., 2020] considers the following data generation procedure

x1 ∼ pd(x), z1 ∼ pθ (z|x1), x2 ∼ pθ (x|z1) and propose to enforce latent consistency

between qφ (z|x1) and qφ (z|x2) for paired data (x1,x2) to encourage the robustness of

the learned representation. This procedure is close to the self-supervised contrasting

learning method [Chen et al., 2020] where the augmented data is the reconstruction

of the training data using the VAE model. In our method, we want to encourage

the sample from the model x′ ∼
∫

pθ (x|z)p(z)dz to have high ELBO under the

model (Equation 4.25) to improve the generalization of the amortized inference

and no paired data is required in our procedure. Therefore, both motivations and

methodologies are different from our method.

4.7 Conclusions

In this chapter, we’ve explored the generalization gap of VAEs, delineating how

both the amortized inference (encoder) and the generative model (decoder) influence

it. Our findings illuminate the considerable impact of the amortized inference

network on VAE generalization. To address this, we introduced a novel variational

inference method, which, as evidenced by the lossless compression application,

offers enhanced generalization.

Looking ahead, there’s an exciting opportunity to delve deeper into the gener-

alization attributes of the decoder model, with the aim of further optimizing VAE

performance.

For this chapter, our discussion has revolved around scenarios where both

training and testing data come from an identical distribution. As we transition to
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the next chapter, our lens will shift towards the out-of-distribution (OOD) setting.

Here, testing data deviates from the training data’s distribution. We will investigate

strategies to improve model generalization in this OOD context, ultimately enhancing

applications such as OOD lossless compression and OOD detection.



Chapter 5

Out-of-distribution Generalization of

Probabilistic Image Modelling

Out-of-distribution (OOD) detection and lossless compression constitute two prob-

lems that can be solved by the training of probabilistic models on a first dataset with

subsequent likelihood evaluation on a second dataset, where data distributions differ.

By defining the generalization of probabilistic models in terms of likelihood we

show that, in the case of image models, the OOD generalization ability is dominated

by local features. This motivates our proposal of a Local Autoregressive model

that exclusively models local image features towards improving OOD performance.

We apply the proposed model to OOD detection tasks and achieve state-of-the-art

unsupervised OOD detection performance without the introduction of additional data.

Additionally, we employ our model to build a new lossless image compressor: NeL-

LoC (Neural Local Lossless Compressor) and report state-of-the-art compression

rates and model size.

5.1 Introduction
Probabilistic modelling has achieved great success in the modelling of images. Like-

lihood based models, e.g. Variational Auto-Encoders (VAE) [Kingma and Welling,

2014], Flow [Kingma and Dhariwal, 2018], Pixel CNN [Van Oord et al., 2016,

Salimans et al., 2017] are shown to successfully generate high-quality images, in

addition to estimating underlying densities.
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The goal of probabilistic modelling is to use a model pθ to approximate the

unknown data distribution pd using the training data {x1, . . . ,xN} ∼ pd . A common

method to learn parameters θ is to minimize some divergence between pd and pθ ,

for example, a popular choice is the KL divergence

KL(pd||pθ ) =−H(pd)−
∫

log pθ (x)pd(x)dx, (5.1)

where the entropy of the data distribution is a constant. Since we only have access to

finite pd data samples x1, . . . ,xN , the second term is typically approximated using a

Monte Carlo estimation

KL(pd||pθ )≈−
1
N

N

∑
n=1

log pθ (xn)− const.. (5.2)

Minimizing the KL divergence is therefore equivalent to Maximum Likelihood

Estimation. A typical evaluation criterion for the learned models is the test likelihood
1
M ∑

M
m=1 log pθ (xm), with test set {x1, . . . ,xM} ∼ pd . We refer to this evaluation as

in-distribution (ID) generalization, since both training and test data are sampled

from the same distribution pd . However, in this work, we are interested in out-of-

distribution (OOD) generalization such that the test data are drawn from po, where

po ̸= pd . To motivate our study of this topic, we firstly introduce two applications:

lossless compression and OOD detection, that both can make use of the OOD

generalization property.

5.1.1 Model-based Lossless Compression

Lossless compression has a strong connection to probabilistic models [MacKay,

2003]. Let {x1, . . . ,xM} be test data to compress, where xm is sampled from some

underlying distribution with probability mass function (pmf) pd . If pd is known, we

can design a compression scheme to compress each data xm to a bit string with length

approximately − log2 pd(xm)
1. As M→ ∞, the averaged compression length will

approach the entropy of the distribution pd , that is; 1
M ∑

M
m=1− log2 pd(xm)→ H(pd)

1For a compression method like Arithmetic Coding [Witten et al., 1987], the message length is
always within two bits of − log2 pd(xm) [MacKay, 2003], also see Section 5.4.1.
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where H(·) denotes entropy. In this case, the compression length is optimal under

Shannon’s source coding theorem [Shannon, 2001], i.e. we cannot find another

compression scheme with compression length less than H(pd). In practice, however,

the true data distribution pd is unknown and we must use a model pθ ≈ pd to build the

lossless compressor. Recent work successfully apply deep generative models such as

VAEs [Townsend et al., 2019, 2020, Kingma et al., 2019], Flow [Hoogeboom et al.,

2019, Berg et al., 2020] to conduct lossless compression. We note that the underlying

models are designed to focus on test data that follows the same distribution as the

training data, resulting in test compression rates that depend on the ID generalization

ability of the model.

However, in practical compression applications, the distribution of the incoming

test data is unknown, and is usually different from the training distribution pd:

X o
test = {x′1, . . . ,x′M}where x′∼ po ̸= pd . To achieve good compression performance,

a lossless compressor model should still be able to assign high likelihood for these

OOD data. This practical consideration motivates encouragement of the OOD

generalization ability of the model.

Empirical results [Townsend et al., 2020, Hoogeboom et al., 2019] have shown

that we can still use model pθ (trained to approximate pd) in order to compress test

data X o
test with reasonable compression rates. However, the phenomenon that these

models can generalize to OOD data lacks intuition and key components, affecting this

generalization ability, remain underexplored. Consideration of recent advances in

likelihood-based OOD detection next allows us to further investigate these questions

and lead to our proposal of a new model that can encourage OOD generalization.

5.1.2 Likelihood-based OOD Detection

Given a set of unlabeled data, sampled from pd , and a test data x′ then the goal of

OOD detection is to distinguish whether or not x′ originates from pd . A natural

approach [Bishop, 1994] involves fitting a model pθ to approximate pd and treat sam-

ple x′ as in-distribution if its (log) likelihood is larger than a threshold; log pθ (x′)> ε .

Therefore, a good OOD detector model should assign low likelihood to the OOD

data. In contrast to lossless compression, this motivates discouragement of the
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OOD generalization ability of the model.

Surprisingly, recent work [Nalisnick et al., 2019a] report results showing that

popular deep generative models, including e.g. VAE [Kingma and Welling, 2014],

Flow [Kingma and Dhariwal, 2018] and PixelCNN [Salimans et al., 2017], can

assign OOD data higher density values than in-distribution samples, where such

OOD data may contain differing semantics, c.f . the samples used for maximum

likelihood training. We demonstrate this phenomenon using PixelCNN models,

trained on Fashion MNIST (CIFAR10) and tested using MNIST (SVHN). Figure 5.1

provides histograms of model evaluation using negative bits-per-dimension (BPD),

that is; the log2 likelihood normalized by data sample dimension (larger negative

BPD corresponds to larger likelihood). We corroborate previous work and observe

that tested models assign a higher likelihood to the OOD data, in both cases. It’s

noteworthy to mention a peculiar observation: this phenomenon is not symmetrical.

For instance, models trained on MNIST and SVHN typically yield a reduced average

likelihood when evaluated on Fashion MNIST and CIFAR10, see [Nalisnick et al.,

2019a] for an example. This counterintuitive phenomenon suggests that likelihood-

based approaches may not make for a good OOD image detection criterion, yet

encouragingly also illustrates that a probabilistic model, trained using one dataset,

may be employed to compress data originating from a different distribution with

a potentially higher compression rate. This intuition builds a connection between

OOD detection and lossless compression. Inspired by this link, we next investigate

the underlying latent causes of image model generalizability, towards improving

both lossless compression and OOD detection.

5.2 OOD Generalizations of Image Models

Previous work studies the potential causes of the surprising OOD detection phe-

nomenon: OOD data may have a higher model likelihood than ID data. For example,

[Nalisnick et al., 2019b] used a typical set to reason about the source of the ef-

fect, while the work of [Ren et al., 2019] argues that likelihoods are significantly

affected by image background statistics or by the size and smoothness of the back-
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Figure 5.1: Left: log-likelihood of FashionMNIST, MNIST test data using a full
PixelCNN model, trained on FashionMNIST training set. Right: log-likelihood of
CIFAR10, SVHN test data using a PixelCNN model, trained on CIFAR10 training
set. The x-axis indicates the value of the log-likelihood (negative BPD), the y-axis
provides data sample counts.

ground [Krusinga et al., 2019]. In this work, we alternatively consider a recent

hypothesis proposed by [Schirrmeister et al., 2020] (also implicitly discussed in

[Kirichenko et al., 2020] for a flow-based model): low-level local features, learned

by (CNN-based) probabilistic models, are common to all images and dominate the

likelihood. From the perspective of OOD generalization, we can restate the hypothe-

ses as: 1. Models can generalize to OOD images as local features are shared between

image distributions, and 2. Models can generalize well to OOD images since local

features dominate the likelihood.

In the work of [Schirrmeister et al., 2020], the authors investigated their orig-

inal hypothesis by studying the differences between individual pixel values and

neighbourhood mean values and additionally considered the correlation between

models trained on small image patches and trained, alternatively, on full images.

To further investigate this hypothesis, we rather propose to directly model the in-

distribution dataset, using only local feature information. If the hypothesis is true,

then the proposed local model alone should generalize well to OOD images. By

contrasting such an approach with a standard full model, that considers both local

and non-local features, we are also able to study the contribution that local features

make to the full model likelihood. We first discuss how to build a local model for the

image distribution and then use the proposed model to study generalization on OOD

datasets.
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5.2.1 Local Model Design

Autoregressive models have proven popular for modeling image datasets and com-

mon instantiations include PixelCNN [Van Oord et al., 2016, Salimans et al., 2017],

PixelRNN [Van Oord et al., 2016] and Transformer based models [Child et al., 2019].

Assuming data dimension D, the Autoregressive model p f (x) can be written as

p f (x) = p(x[1])
D

∏
d=2

p(x[d]|x[1:d−1]), (5.3)

informally we refer to this type of model as a “full model” since it can capture

all dependencies between each dimension (pixel). Similarly, we can define a local

autoregressive model pl(x) where pixel xi j, at image row i column j, depends on

previous pixels with fixed horizon h:

pl(x) = ∏
i j

p(x[i j]|x[i−h:i−1, j−h: j+h],x[i, j−h: j−1]), (5.4)

with zero-padding used in cases where i or j are smaller than h. Figure 5.2b illustrates

the resulting local autoregressive model dependency relationships. We implement

this model using a masked CNN [Van Oord et al., 2016], with kernel size k=2×h+1

in our first network layer, to mask out future pixel dependency. A full PixelCNN

model would then proceed to stack multiple masked CNN layers, where increasing

kernel depth affords receptive field increases. In contrast, we employ masked CNN

with 1×1 convolutions in subsequent layers. Such 1×1 convolutions can model the

correlation between channels, as in [Kingma and Dhariwal, 2018], and additionally

prevent our local model from obtaining information from pixels outwith the local

feature region, defined by h. Pixel dependencies are therefore defined solely using

the kernel size of the first masked CNN layer, allowing for easy control over model’s

local feature size. We note that the proposed local autoregressive model can also be

implemented using alternative backbones e.g. Pixel RNN [Van Oord et al., 2016] or

Transformers [Child et al., 2019]. We plot local model samples in Figure 5.4. Unlike

full autoregressive models [Van Oord et al., 2016, Salimans et al., 2017], which can

be used to generate semantically coherent samples, we find the samples from the
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local model are locally consistent yet have no clear semantic meaning.

(a) Full Autoregressive Model

xi j

(b) Local Autoregressive Model

Figure 5.2: (a) full autoregressive model pixel dependencies; the distribution of the
current pixel (blue) depends on all previous pixels (red); (b) local autoregressive
model dependencies, with h = 2. The distribution of xi j (blue) depends on only the
pixels in a local region (red).

5.2.2 Local Model Generalization

To investigate the generalization ability of our local autoregressive model, we fit the

model to Fashion MNIST (grayscale) and CIFAR10 (color) training datasets and test

using in-distribution (ID) images (respective dataset test images) and additional out-

of-distribution (OOD) datasets: MNIST, KMNIST (grayscale) and SVHN, CelebA2

(color). Both models use the discretized mixture of logistic distributions [Salimans

et al., 2017] with 10 mixtures for the predictive distribution and a ResNet archi-

tecture [Van Oord et al., 2016, He et al., 2016]. We use a local horizon length

h=3 (kernel size k=7) for both grayscale and color image data. We compare our

local autoregressive model to a standard full autoregressive model (i.e. a standard

PixelCNN), with additional network architecture and training details found in Ap-

pendix D.1. Tables 5.1, 5.2 report comparisons in terms of BPD (where lower values

Table 5.1: Test BPD (Trained on Fashion
MNIST)

Test Dataset Full Local

Fashion MNIST (ID) 2.78 2.89
MNIST (OOD) 1.50 1.49
KMNIST (OOD) 2.48 2.44

Table 5.2: Test BPD (Trained on CI-
FAR10)

Test Dataset Full Local

CIFAR10 (ID) 3.12 3.25
SVHN (OOD) 2.13 2.13
CelebA (OOD) 3.33 3.35

entail higher likelihood) for Fasion MNIST and CIFAR10, respectively. We observe

that for in-distribution (ID) data, the full model has better generalization ability c.f .

2We down-sample the original CelebA to 32×32×3, see Appendix A.7 for details.
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Table 5.3: Generalization of local model with different horizon sizes. The model is
trained on FashionMNIST dataset.

Method h=1 h=2 h=3 h=4 h=5

(ID) Fashion 3.17 2.93 2.89 2.88 2.88

(OOD) MNIST 1.54 1.48 1.49 1.50 1.51
(OOD) KMNIST 2.54 2.43 2.44 2.46 2.47

the local model (0.11 and 0.13 BPD, respectively). This is unsurprising as training

and test data originate from the same distribution; both local and non-local features,

as learned by the full model, help ID generalization. For OOD data, we observe

that the local model has generalization ability similar to the full model, exhibiting

very small empirical gaps (only ≈ 0.02 BPD on average), showing that the local

model alone can generalize well to OOD distributions. We thus verify the hypothesis

considered at the start of Section 5.2.

For simple datasets containing gray-scale images, the PixelCNN model is

flexible enough to capture both local and global features. We notice that, in Table

5.1, our local model exhibits even better OOD generalization than the full model.

This drives us to further study the role of non-local features for generalization.

When the local horizon size increases, the model will be able to learn features with

greater non-locality. We thus vary the local horizon size to study generalization

ability under this property, see Table 5.3. We find the model has poor generalization

performance when local features are too small and increasing the horizon size helps

ID generalization but decreases the OOD generalization. A consistent phenomenon is

observed when considering color images, see Appendix D.2.1. We can thus conclude:

non-local features are not shared between images distributions, overfitting

to non-local features will hurt generalization. These hypotheses indicate two

opposing strategies for the considered tasks:

OOD detection: distributions are distinguished by dataset-unique features, thus

building non-local models, able to discount common local features, improves the

detector distinguishability power.

Lossless compression: OOD generalization is possible due to the sharing of
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Table 5.4: The generalization ability of local models with increasing horizon size.
All models have residual block number r=1 and are trained on CIFAR10. The
reported BPDs have standard deviation 0.02 across multiple random seeds.

Method h=2 h=3 h=4 h=5

(ID) CIFAR 3.38 3.28 3.26 3.25

(OOD) SVHN 2.21 2.16 2.15 2.15
(OOD) CelebA 4.08 4.07 4.07 4.07

local features between distributions. Employing only a local model can encourage

OOD generalization, by preventing the model from over-fitting to dataset-unique

features, specific to the training distribution. Sections 5.3 and 5.4 will further

demonstrate how contrasting modeling strategies can benefit these tasks.

5.3 OOD Detection with Non-Local Model
As was discussed in Section 5.1.2, local image features are observed to be largely

common across the real-world image distribution and can be treated as a domain-

prior. Therefore, in order to detect whether or not an image is out-of-distribution,

we can stipulate a non-local model able to discount local features of the image

distribution; denoted here pnl(x). It is however not easy to build such a non-local

model directly, since the concept of “non-local” lacks a mathematically rigorous

definition. However, we propose that a non-local model can be considered to be

the complement of a local model, from a respective full model. In the following

section, we therefore propose to use a product of experts to indirectly define pnl(x),

and demonstrate how this may be used for OOD detection.

5.3.1 Product of Experts and Non-Local Model

As demonstrated in Section 5.2.2, the full model p f (x) and the local model pl(x)

can be easily built for the image distribution, e.g. a full autoregressive model and a

local autoregressive model. We further assume the full model allows the following

decomposition:

p f (x) =
pl(x)pnl(x)

Z
, (5.5)
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where Z =
∫

pl(x)pnl(x)dx is the normalizing constant. This formulation can also be

thought of as a product of experts (PoE) model [Hinton, 2002] with two experts; pl

(local expert) and pnl (non-local expert). An interesting property of the PoE model

is that if a data sample x′ has high full model probability p f (x′), it should possess

high probability mass in each of the expert components3. Therefore, the PoE model

assumption is consistent with our image modelling intuition: a valid image requires

both valid local features (e.g. stroke, texture, local consistency) and valid non-local

features (semantics).

By our model assumption, the density function of the non-local model can be

formally defined and is proportional to the likelihood ratio:

pnl(x) ∝
p f (x)
pl(x)

≡ p̂nl(x), (5.6)

where p̂nl(x) denotes the unnormalized density. For the OOD detection task, we

require only p̂nl(x) in order to provide a score classifying whether or not test data x is

OOD and therefore do not require to estimate the normalization constant Z. We also

note that as we increase the local horizon length for pl , the local model will converge

to a full model pl→ p f , and p̂nl(x) = 1 becomes a constant and inadequate for OOD

detection. This further suggests the importance of using a local model. Figure 5.3

shows histograms of p̂nl(·) for both ID and OOD test datasets. We observe that the

majority of ID test data obtains higher likelihood than OOD data, illustrating the

effectiveness of non-local models.

5.3.2 Connections to Related Methods

We highlight that the score p̂nl(x) that we use to conduct OOD detection allows a

principled likelihood interpretation: the unnormalized likelihood of a non-local

model. We believe this to be the first time that the likelihood of a non-local model

3This PoE property differs from a Mixture of Experts (MoE) model that linearly combines experts.
If data x′ has high probability in the local model (e.g. pl(x′) = 0.9) but low probability in the non-local
model (e.g. pnl(x′) = 0.1), the probability in the full PoE model p f (x′) ∝ 0.9∗0.1 is also small. On
the contrary, if we assume p f is a MoE: p f =

1
2 pl +

1
2 pnl , then pl(x′) = 0.9 and pnl(x′) = 0.1 results

in a high full MoE model p f (x′) value i.e. p f (x′) = 0.5∗0.9+0.5∗0.1 = 0.5. We refer to [Hinton,
2002] for additional PoE model details.
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Figure 5.3: Unnormalized log likelihood of the non-local
model p̂nl(x)=

p f (x)
pl(x)

for both ID test datasets (FashionM-
NIST, CIFAR10) and OOD datasets (MNIST, SVHN). ID
test datasets obtain significantly higher likelihoods, on
average, in each case.

Figure 5.4: Samples
from the local autore-
gressive model, see Ap-
pendix D.2.2 for details.

is considered in the literature. However, other likelihood ratio variants have been

previously explored for OOD detection. We briefly discuss related work and highlight

where our method differs from relevant literature.

In [Ren et al., 2019], it is assumed that each data sample x can be factorized

as x = {xb,xs}, where xb is a background component, characterized by population

level background statistics: pb. Further, xs then constitutes a semantic component,

characterized by patterns belonging specifically to the in-distribution data: ps. A full

model, fitted on the original data, (e.g. a flow-based model) can then be factorized as

p f (x) = p f (xb,xs) = pb(xb)ps(xs) and the semantic model can correspondingly be

defined as a ratio: ps(x) =
p f (x)
pb(x)

, where p f (x) is a full model. In order to estimate

pb(xb), the authors of [Ren et al., 2019] design a perturbation scheme and construct

samples from pb(xb) by adding random perturbation to the input data. A further

full generative model is then fitted to the samples towards estimating pb. In our

method, both pl(x) and pnl(x) constitute distributions of the same sample space (that

of the original image x) whereas ps and pb in [Ren et al., 2019] form distributions

in different sample spaces (that of xs and xb, respectively). Additionally, in com-

parison with our local and non-local experts factorization of the model distribution,

their decomposition of an image into ‘background’ and ‘semantic’ parts may not be

suitable for all image content and the construction of samples from pb(xb) (adding

random perturbation) lacks principled explanation. In [Serrà et al., 2019, Schirrmeis-

ter et al., 2020], the score for OOD detection is defined as s(x) = p f (x)
pc(x)

where p f
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is a full model and pc is a complexity measure containing an image domain prior.

In practice, pc is estimated using a traditional compressor (e.g. PNG or FLIF), or

a model trained on an additional, larger dataset in an attempt to capture general

domain information [Schirrmeister et al., 2020]. In comparison, our method does

not require the introduction of new datasets and our explicit local feature model, pl ,

can be considered more transparent than PNG of FLIF. Additionally, our likelihood

ratio can be explained as the (unnormalized) likelihood of the non-local model for

the in-distribution dataset, whereas the score described by [Schirrmeister et al., 2020,

Serrà et al., 2019] does not offer a likelihood interpretation. In Section 5.4, we

discuss how the proposed local model may be utilized to build a lossless compressor,

further highlighting the connection between our OOD detection framework and

traditional lossless compressors (e.g. PNG or FLIF). In Table 5.6, we report experi-

mental results showing that a lossless compressor based on our model significantly

improves compression rates c.f . PNG and FLIF, further suggesting the benefits of

the introduced OOD detection method.

5.3.3 Experiments

We conduct OOD detection experiments using four different dataset-pairs that are

considered challenging [Nalisnick et al., 2019a]: Fashion MNIST (ID) vs. MNSIT

(OOD); Fashion MNIST (ID) vs. OMNIGLOT (OOD); CIFAR10 (ID) vs. SVHN

(OOD); CIFAR10 (ID) vs. CelebA (OOD). We actively select not to include dataset

pairs such as CIFAR10 vs. CIFAR100 or CIFAR10 vs. ImageNet since these contain

duplicate classes and cannot be treated as strictly disjoint (or OOD) datasets [Serrà

et al., 2019]. Additional experimental details are provided in Appendix D.1. In

Table 5.5 we report the ‘area under the receiver operating characteristic curve’ (AU-

ROC), a common measure for the OOD detection task [Hendrycks and Gimpel,

2016]. We compare against methods, some of which require additional label infor-

mation4, or datasets. Our method achieves state-of-the-art performance in most cases

4In principle methods that require labels correspond to classification, task-dependent OOD
detection, which may be considered fundamentally different from task-independent OOD detection
(with access to only image space information), see [Ahmed and Courville, 2020] for details. We
compare against both classes of method, for completeness.
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Table 5.5: OOD detection AUROC comparisons. Higher values indicate better
performance, results are rounded to three decimal places. Results are reported in
each case directly using the original references except in the cases of ODIN [Ren
et al., 2019, Lee et al., 2018] and VIB [Choi et al., 2018]. Results for the typicality
test are from [Serrà et al., 2019], corresponding to batches of two samples of the
same type. (a) The Mahalanobis method requires knowledge of the validation data
(OOD distribution). (b) A full PixelCNN (see Appendix D.1) is trained on the ID
dataset and its likelihood evaluations are then used to calculate AUROC.

ID dataset: FashionMNIST CIFAR10
OOD dataset: MNIST Omniglot SVHN CelebA

Using Labels

ODIN [Liang et al., 2017] 0.697 - 0.966 -
VIB [Alemi et al., 2018] 0.941 0.943 0.528 0.735
Mahalanobisa [Hendrycks et al., 2018] 0.986 - 0.991 -
Gram-Matrix [Sastry and Oore, 2019] - - 0.995 -

Using Additional Datasets

Outlier Exposure [Hendrycks et al., 2018] - - 0.758 0.615
Glow/Tiny-Glow [Schirrmeister et al., 2020] - - 0.939 -
PCNN/Tiny-PCNN [Schirrmeister et al., 2020] - - 0.944 -

Not Using Additional Information

WAIC (ensemble) [Choi et al., 2018] 0.766 0.796 1.000 -
Glow/PNG [Schirrmeister et al., 2020] - - 0.754 -
PCNN/PNG [Schirrmeister et al., 2020] - - 0.823 -
Likelihood Ratio in [Ren et al., 2019] 0.997 - 0.912 -
MSMA KD Tree [Mahmood et al., 2020] 0.693 - 0.991 -
S using Glow/FLIF [Serrà et al., 2019] 0.998 1.000 0.950 0.736
S using PCNN/FLIF [Serrà et al., 2019] 0.967 1.000 0.929 0.535
Full PixelCNN likelihoodb 0.074 0.361 0.113 0.602
Our method 1.000 1.000 0.969 0.949

without requiring additional information. We observed that the model-ensemble

methods, WAIC [Choi et al., 2018] and MSMA [Mahmood et al., 2020] can achieve

higher AUROC in the experiments involving color images yet are significantly out-

performed by our approach in the case of grayscale data. We thus evidence that our

simple method is consistently more reliable than alternative approaches and that our

score function allows a principled likelihood interpretation.
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5.4 Lossless Compression with Local Model
Recent deep generative model based compressors [Townsend et al., 2019, Berg

et al., 2020, Kingma et al., 2019, Ho et al., 2019] are designed under the assump-

tion that data to be compressed originates from the same distribution (source) as

model training data. However, in practical scenarios, test images may come from

a diverse set of categories or domains and training images may be comparatively

limited [MacKay, 2003]. Obtaining a single method capable of offering strong com-

pression performance on data from different sources remains an open problem and

related study involves consideration of “universal” compression methods [MacKay,

2003]. Based on our previous intuitions relating to generalization ability; to build

such a “universal” compressor in the image domain, we believe a promising route

involves leveraging models that only depend on common local features, shared

between differing image distributions. We thus propose a new “universal” lossless

image compressor: NeLLoC (Neural Local Lossless Compressor), built upon the

proposed local autoregressive model and the concept of Arithmetic Coding [Witten

et al., 1987]. In comparison with alternative recent deep generative model-based

compressors, we find that NeLLoC has competitive compression rates on a diverse

set of data, yet requires significantly smaller model sizes which in turn reduces

storage space and computation costs. We further note that due to our design choices,

and in contrast to alternatives, NeLLoC can compress images of arbitrary size.

In the remaining parts of this section, we first discuss NeLLoC model structure

and then provide important resulting properties of the method.

5.4.1 NeLLoC Model

Our NeLLoC model uses the same network backbone as that of our OOD detection

experiment (Section 5.3): a Masked CNN with kernel size k = 2×h+1 (h is the

horizon size) in the first layer and followed by several residual blocks with 1×1

convolution, see Appendix D.1 for the network architecture and training details. To

realize the predictive distribution for each pixel, we propose to use a discretized

Logistic-Uniform mixture distribution, which we now introduce.

Discretized Logistic-Uniform Mixture Distribution The discretized logistic
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mixture distribution, proposed by [Salimans et al., 2017], has shown promising re-

sults for the task of modeling color images. In order to ensure numerical stability, the

original implementation can provide only an (accurate) approximation and therefore

cannot be used for our task of lossless compression, which requires exact numerical

evaluation. We, therefore, propose to use the discretized Logistic-Uniform Mixture

distribution, which mixes the original discretized logistic mixture distribution with a

discrete uniform distribution:

x∼ (1−α)

(
K

∑
i=1

πiLogistic(µi,si)

)
+αU(0, . . . ,255), (5.7)

where U(0, . . . ,255) is the discrete uniform distribution over the support {0, . . . ,255}.

The proposed mixture distribution can explicitly avoid numerical issues and its

pmf and cdf can be easily evaluated without requiring approximation. We can

then use this cdf evaluation in relation to Arithmetic Coding. In practice; we set

α = 10−4 to balance numerical stability and model flexibility. We use K = 10

(mixture components) for all models in the compression task.

5.4.2 Properties of NeLLoC

Universal Image Compressor As discussed previously, the motivation for designing

NeLLoC is to realize an image compressor that is applicable (generalizable) to

images originating from differing distributions. Towards this, NeLLoC conducts

compression depending on local features which are shown to constitute a domain

prior for all images. We next discuss other important aspects towards making

NeLLoC practical when considering real applications.

Arbitrary Image Size Common generative models, e.g. VAE or Flow, can only

model image distributions with fixed dimension. Therefore, lossless compressors

based on such models [Townsend et al., 2019, Hoogeboom et al., 2019, Berg et al.,

2020, Ho et al., 2019, Kingma et al., 2019] can only compress images of fixed size.

Recently, HiLLoC [Townsend et al., 2020] explore fully convolutional networks,

capable of accommodating variable size input images, yet still requires even height
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Table 5.6: Lossless Compression Comparisons. We compare against traditional
image compression and neural network-based models. For neural models, we report
results where models are trained on CIFAR10 or ImageNet32 and tested on other
ID or OOD test datasets. We use † to represent the best ID generalization and ⋆ to
represent the best OOD generalization. (a) We down-sample CelebA to 32×32, see
Appendix D.1.2. (b) The BPD 3.15 reported in [Townsend et al., 2020] is tested on
2000 random samples from the full ImageNet test set, whereas we test HiLLoC on
the whole test set with 49032 images. The reported BPD of NeLLoC has a standard
deviation ∼0.02 across multiple random seeds.

Method Size(MB) CIFAR SVHN CelebAa IN32 IN64 IN

Generic

PNG [Boutell and Lane, 1997] N/A 5.87 5.68 6.62 6.58 5.71 5.12
WebP [Lian and Shilei, 2012] N/A 4.61 3.04 4.68 4.68 4.64 3.66
JPEG2000 [Rabbani, 2002] N/A 5.56 4.10 5.70 5.60 5.10 3.74
FLIF [Sneyers and Wuille, 2016] N/A 4.19 2.93 4.44 4.52 4.19 3.51

Train/test on one distribution ID ID ID

LBB [Ho et al., 2019] - 3.12† - - 3.88 3.70 -
IDF++[Berg et al., 2020] - 3.26 - - 4.12 4.81 -

Trained on CIFAR ID OOD OOD OOD OOD OOD

IDF [Hoogeboom et al., 2019] 223.0 3.34 - - 4.18 3.90 -
Bit-Swap [Kingma et al., 2019] 44.7 3.78 2.55 3.82 5.37 - -
HiLLoC [Townsend et al., 2020] 156.4 3.32 2.29 3.54 4.89 4.46 3.42
L3C [Mentzer et al., 2019] 19.11 3.39 3.17 4.44 4.97 4.77 4.88
NeLLoC (r = 0) 0.49 3.38 2.23 3.44 4.20 3.86 3.30
NeLLoC (r = 1) 1.34 3.28 2.16 3.37 4.07 3.74 3.25
NeLLoC (r = 3) 2.75 3.25 2.13⋆ 3.35⋆ 4.02⋆ 3.69⋆ 3.24⋆

Trained on ImgNet32 OOD OOD OOD ID OOD OOD

IDF [Hoogeboom et al., 2019] 223.0 3.60 - - 4.18 3.94 -
Bit-Swap [Kingma et al., 2019] 44.9 3.97 3.00 3.87 4.23 - -
HiLLoC [Townsend et al., 2020] 156.4 3.56 2.35 3.52 4.20 3.89 3.25⋆b

L3C [Mentzer et al., 2019] 19.11 4.34 3.21 4.27 4.55 4.30 4.34
NeLLoC (r = 0) 0.49 3.64 2.38 3.54 3.93 3.63 3.37
NeLLoC (r = 1) 1.34 3.56 2.26 3.47 3.85 3.55 3.31
NeLLoC (r = 3) 2.75 3.51⋆ 2.21 3.43⋆ 3.82† 3.53⋆ 3.29

and widthe. L3C [Mentzer et al., 2019], based on a multi-scale autoencoder, can

compress large images yet also requires height and width to be even. NeLLoC is able

to compress images with arbitrary size based on an alternative and simple intuition:

eFor images with odd height or width, padding is required.
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we only model the conditional distribution, based on local neighbouring pixels. We

thus do not model the distribution of the entire image and can therefore, in contrast

to HiLLoC and L3C, compress arbitrary image sizes without padding requirements.

To validate method properties, we compare the compression performance of

NeLLoC with both traditional image compressors and recently proposed generative

model based compressors. We train NeLLoC with horizon length h = 3 on two

(training) datasets: CIFAR10 (32×32) and ImageNet32 (32×32) and test on the

previously introduced test sets, including both ID and OOD data. We also test

on ImageNet64 with size 64×64 and a full ImageNetf test set (with average size

500×374). Table 5.6 provides details of the comparison. We find NeLLoC achieves

better BPD in a majority of cases. Exceptions include LBB [Ho et al., 2019] having

better ID generalization for CIFAR and HiLLoC [Townsend et al., 2020] having

better OOD generalization in the full ImageNet, when the model is trained on

ImageNet32.

Small Model Size In comparison with traditional codecs such as PNG or FLIF,

one major limitation of current deep generative model based compressors is that

they require generation and storage of models of very large size. For example,

HiLLoC [Townsend et al., 2020] contains 24 stochastic hidden layers, resulting

in a capacity and parameter size of 156 MegaBytes (MB) using 32-bit floating

point model weights. This poses practical challenges relating to both storage and

transmission of such models to real, often resource-limited, edge devices. Since

NeLLoC only models the local region, a small network of three Residual blocks

with 1×1 convolutions (except the first layer) is enough to achieve state-of-the-art

compression performance with parameter size 2.75 MB. We also investigate the

compression task under NeLLoC with 1 and 0 residual blocks, which have parameter

sizes of 1.34 and 0.49 MB respectively, and yet still observe respectable performance.

We report model size comparisons in Table 5.6. In principle, NeLLoC can also be

combined with other resource-saving techniques such as weight quantization [Bird

et al., 2020], which we consider a promising line of future investigation.

fImages with height or width greater than 1000 are removed, resulting in a total of 49032 test
images.
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5.5 Parallel Decoding of NeLLoC

In contrast to full autoregressive models, where pixels must be decoded sequentially,

there exist pixels that can be independently decoded in a local autoregressive model.

Figure 5.5 gives the topological order of parallel decoding, for a 5×5 image, using a

local autoregressive model with h = 1. The number in each pixel indicates the time

at which the pixel can be decoded. For example, the two red pixels marked with time

6 can be decoded in parallel since they are independent under the model.

1 2 3 4 5

3 4 5 6 7

5 6 7 8 9

7 8 9 10 11

9 10 11 12 13

Figure 5.5: Topological de-
coding order. Pixels with the
same number are parallel de-
coded.

In general, for an image with size D×D, on

a machine with ⌊D+h
h+1 ⌋ parallel processing units, the

total decoding time T = D+(D−1)×(h+1). Since

h is a small constant h≪D, the decoding time scales

with O(D), which is a significant improvement over

the O(D2) of full autoregressive models. In the exam-

ple in Figure 5.5, for a 5×5 image with dependency

length h = 1, the decoding time is T = 13 whereas in

a full autoregressive model, T = 25. In the next sec-

tion, we discuss how to implement the parallelization

scheme in practice.

We observe that for fixed h, the positions of pixels decoded at each time step do

not change. We can thus pre-compute the topological ordering and save the locations

the pixels computed at each time step. At each time step in the decoding stage, we

just load the saved positions of the independent pixels to be decoded and collect the

image patches on which they depend into a batch. For example, for the pixel x33 in

Figure 5.6a, the relevant patch is a 3×3 square marked in red, the redundant pixels

{x33,x34,x42,x43,x44} will be masked out in the local autoregressive model. One

can also take a rectangle patch that contains {x22,x23,x24,x32,x33,x34} to reduce the

computation and {x33,x34} will be masked out in this case. We pad the patches with

0 for the pixels near the boundary, to make sure all the patches have the same size.

The parallel decoding procedure is summarized in Algorithm 3.
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Algorithm 3 Parallel Decoding Procedure of Local Autoregressive Models
1: for t = 1 to T do
2: Load the positions of independent pixels to be decoded at time t.
3: Gather the relevant patches based on the loaded positions to form a batch.
4: In parallel, compute the predictive distributions for those pixels using the

batch.
5: Decode the pixel values using the predictive distributions.

5.5.1 Sheared Local Autoregressive Model

We notice that in Algorithm 3, the conditionally independent pixels in each step are

located in nonadjacent positions. For example, the dependent areas (green) of the

two red pixels in Figure 5.5 are not aligned in memory. This requires extra indexing

time when reading/writing their values. To alleviate the speed limitation, we propose

to transform the model such that the conditionally independent pixels are aligned.

Specifically, for a local autoregressive model with dependency horizon h, we shear

both the model and image, with offset o = h+ 1. Figure 5.6 shows an example

where the local autoregressive model with h = 1 (Figure 5.6a) is sheared with offset

o = 2. We observe that in the sheared model, the conditionally independent pixels

are aligned in memory, allowing significantly faster parallel reading/writing of those

pixels. The sheared model has length L = D+(D− 1)× o for a D×D images,

which is equal to the decoding steps T in pNeLLoC since o = h+1. Therefore, the

inference time scales with O(D) on parallel processing units.

x11 x12 x13 x14 x15

x21 x22 x23 x24 x25

x31 x32 x33 x34 x35

x41 x42 x43 x44 x45

x51 x52 x53 x54 x55

(a) Local model with h = 1

x11 x12 x13 x14 x15 0 0 0 0 0 0 0 0

0 0 x21 x22 x23 x24 x25 0 0 0 0 0 0

0 0 0 0 x31 x32 x33 x34 x35 0 0 0 0

0 0 0 0 0 0 x41 x42 x43 x44 x45 0 0

0 0 0 0 0 0 0 0 x51 x52 x53 x54 x55

(b) Sheared model with offset o = 2

Figure 5.6: Pixel dependency after the shear operation. The red pixels in the same
column in the sheared image (b) are conditionally independent given the green pixels
and are aligned in memory.

As discussed in Section 2, the pixel dependency structure of the local autore-
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Algorithm 4 Parallel Decoding Procedure of Sheared Local Autoregressive Models
1: Shear the image based on the dependency horizon.
2: for t = 1 to T do
3: In parallel, compute the predictive distributions for those pixels in each

column.
4: Decode the pixel values using the predictive distributions.
5: Undo the shear operation for the decoded image.

gressive model only depends on the first convolution kernel. Therefore, to shear

the model, we only need to shear the first convolution kernel. Figure 5.7 visualizes

the sheared convolutional kernel for two local autoregressive models with h = 1

and h = 2. After shearing the model, we also need to shear the images to conduct

compression and decompression, see Algorithm 4 for a summary of the decoding

procedure. We refer to compression with the sheared model as Sheared Local

Lossless Compression (ShearLoC).

w11 w12 w13

w21 0 0

(a) NeLLoC (h = 1)

w11 w12 w13

0 0 w21

(b) ShearLoC (h = 1)

w11 w12 w13 w14 w15

w21 w22 w23 w24 w25

w31 w32 0 0 0

(c) NeLLoC (h = 2)

w11 w12 w13 w14 w15 0 0 0

0 0 0 w21 w22 w23 w24 w25

0 0 0 0 0 0 w31 w32

(d) ShearLoC (h = 2)

Figure 5.7: Convolution kernel weights in the first layer
of the local models and the corresponding sheared lo-
cal models. We show two examples with dependency
horizons: h = 1 (a,b) and h = 2 (c,d).

5.5.2 Demonstrations

We use the three pre-trained (on CIFAR10) models (with 0, 1 and 3 ResNet blocks)

for all the experiments. During encoding, since all pixels are observed, the statistics

of all the pixels can be computed in parallel. However, we have found that on CPU

the computations may not be deterministic when using different batch sizes during

the encoding and decoding. Therefore, we instead use the an identical inference

procedure in both the encoding and decoding stages. Other details can be found in

the provided repository. All the experiments are conducted on a MacBook Air (2020)

with M1 chip and 8GB memory, the results are averaged over 10 images from the
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ImageNet [Deng et al., 2009] dataset.

We compare parallel NeLLoC (pNeLLoC) and ShearLoC with the original

sequential NeLLoC (sNeLLoC) implementation. Since all algorithms use the same

underlying pre-trained model, they have the same compression BPD. Table 5.7a

shows the decompression time comparison using three models on images with side

length 32. We find pNeLLoC is 2x faster than sNeLLoC with the 0 ResNet block

model, and the improvement increases for larger models. Compared to pNeLLoC,

ShearLoC achieves a further speed improvement, with a more significant advantage

in larger models.

We also compare the decompression time on square images with increased

side lengths: [32,64,128,1024]g. Table 5.7b shows the improvement percentage

from using pNeLLoC grows when we increase the size of the test images. This is

consistent with the theoretical argument that the proposed parallelization scheme

improves the computation complexity from O(D2)→ O(D) on parallel units. Simi-

larly, additional improvements can be achieved when using ShearLoC, which shares

the same complexity with pNeLLoC but has more efficient memory access.

Table 5.7: Decoding time (s) comparisons. We show the improvement of
pNeLLoC (in green) and ShearLoC (in red) comparing to using sNeLLoC.

(a) Different model sizes, the image has size 32×32.

Res. Num. 0 1 3

BPD 3.39 3.32 3.29

sNeLLoC 0.460 (-) 0.578 (-) 0.774 (-)
pNeLLoC 0.223 (2.06x) 0.277 (2.09x) 0.335 (2.31x)
ShearLoC 0.218 (2.11x) 0.222 (2.60x) 0.245 (3.16x)

(b) Different image sizes, the model has 0 ResNet blocks.

Side len. 32 64 128 1024

BPD 3.39 3.05 2.93 2.22

sNeLLoC 0.460 (-) 1.879 (-) 7.574 (-) 475.9 (-)
pNeLLoC 0.223 (2.06x) 0.757 (2.48x) 2.217 (3.42x) 100.0 (4.58x)
ShearLoC 0.218 (2.11x) 0.612 (3.07x) 1.683 (4.60x) 73.00 (6.52x)

gThe 1024×1024 images are provided in the repository, the corresponding result is averaged over
3 images.
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5.6 Conclusions
In this work, we propose the local autoregressive model to study OOD generalization

in probabilistic image modelling and establish an intriguing connection between two

diverse applications: OOD detection and lossless compression. We verify and then

leveraged a hypothesis regarding local features and generalization ability in order to

design approaches towards solving these tasks.

One major challege of the proposed techniques is to with our proposed methods

lies in selecting the appropriate size for the local window, a crucial hyper-parameter.

In practice, local window size can be decided on a validation dataset and then subse-

quently applied to in the test dataset. However, comprehending the relation between

the local window size and the OOD generation behavior for images necessitates an

understanding of the manifold image distribution. Given the complexity of this task,

we earmark it for future research directions.

For parallel decoding using NeLLoC, several methods have been proposed to

improve the sampling runtime in autoregressive models. For example, [Reed et al.,

2017, Razavi et al., 2019] explore the multi-scale structure in the image domain, and

design models that allow parallel generation of pixels in higher resolution samples

conditioned on low-resolution samples. In contrast to previous works, the parallel

method proposed in this paper is specially designed for local autoregressive models,

with the flexibility to handle images of arbitrary size. Local autoregressive models

can also be combined with latent variable models to generate semantically-coherent

images [Gulrajani et al., 2017b, Zhang et al., 2022]. In this case, the proposed

parallelization schemes can be also used to improve the sampling efficiency, which

we leave to future work.

End of Part II



5.6. Conclusions 114

As we conclude the second part of the thesis, we’ve traversed the landscape

of generalization properties of the generative models. In Chapter 5, we discussed

the generalization attributes of VAE, introducing a method aimed at amplifying the

in-distribution generalization performance for lossless compression tasks through

improved amortized inference. Chapter 6 pivoted to the out-of-distribution (OOD)

generalization for image modeling. Within this context, we crafted both a local

and a non-local model, each designed to bolster performance for OOD lossless

compression and OOD detection respectively.

In the upcoming concluding chapter, we’ll weave the threads of our discussions

together, highlighting the interrelation of the various topics and how they coalesce

into a unified narrative. We’ll reflect on the implications of our findings, discuss the

limitations inherent to our current approach, and chart possible trajectories for future

research in this domain.



Chapter 6

Conclusions

In this chapter, we offer a comprehensive reflection on our research journey, high-

lighting its core contributions, potential constraints, and broader implications within

the evolving landscape of machine learning and generative modeling. Through

introspection and contextualization, we provide readers with a holistic understanding

of our work’s impact and the promising pathways it paves for future exploration.

6.1 Summary of the Thesis
Improving the training and generalization have always been the most important

topics in classic machine learning research. The thesis delves into these two critical

aspects respectively related to probabilistic models to enhance their effectiveness and

reliability. Firstly, it focuses on identifying the failure modes of training-specific data

distribution with common statistical divergences and proposes principled healing

techniques to address these failures, thereby improving the training of the proba-

bilistic models. Secondly, we study the generalization ability of likelihood-based

generative models and discuss the generalization in both in-distribution and out-of-

distribution settings. This aspect has significant implications for applications such as

lossless compression and out-of-distribution (OOD) detection.

Our exploration into the nuances of machine learning revolves around the

interconnected themes of training and generalization. Addressing training failures

using statistical divergences ensures our probabilistic models are built on a solid

foundation. Furthermore, a well-trained model’s true test is in its ability to generalize,
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especially in unpredictable out-of-distribution scenarios. This thesis bridges these

two pivotal aspects: the initial act of robust training and the subsequent challenge

of reliable generalization. In tandem, they outline our comprehensive effort to craft

probabilistic models that excel both in theory and practice.

6.2 Limitations and Future Work

Throughout this thesis, we have delved deep into various facets of probabilistic mod-

eling and machine learning. Our endeavors have unveiled innovative methodologies

and insightful revelations. Yet, in the spirit of comprehensive research, it’s imper-

ative to discuss the limitations of our work and chart out potential future research

directions.

Spread Divergence (Chapter 1): Our introduction of the spread divergence

addresses certain shortcomings of the KL divergence. However, the choice of

the noise distribution might not always be in perfect alignment with specific data

distributions or characteristics. Potential future exploration in this area includes

diving deeper into the wide spectrum of spread noise and its inherent properties,

pinpointing the most suitable noise types for distinct tasks, and leveraging the

principles of spread divergence to enhance the training of different models in addition

to the implicit latent variable model.

Mixture Fisher Divergence (Chapter 2): While our findings in this chapter

provide a promising foundation, they come with various challenges when applying

the method for high-dimensional distributions. Determining an effective m(x) for

vast datasets poses a significant hurdle, and the post-training estimation of Z(θ)

for expansive distributions remains intricate. Looking ahead, there is a need to

devise efficient algorithms for high-dimensional computations, strategize methods to

identify a suitable m(x) for vast datasets, and find innovative methods to precisely

estimate Z(θ) for intricate distributions.

Generalization Gap of VAEs (Chapter 3): Our exploration was centered

predominantly around the inference network, leaving the nuanced generalization

characteristics of the decoder relatively uncharted. A prospective area of focus is
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delving deeper into the generalization attributes of the decoder to enhance the overall

VAE performance.

Local/Non-local Image Models (Chapter 4): A salient limitation we encoun-

tered here is the critical yet challenging task of choosing the optimal local window

size. The correlation between this local window size and out-of-distribution general-

ization remains enigmatic. Future studies might venture into exploring the manifold

image distribution intricacies, aiming to decipher the subtle relation between local

window size and OOD generalization.

In conclusion, our research has marked significant milestones, but it’s evident

that there are several frontiers yet to be explored. The limitations and potential

avenues highlighted here provide a roadmap for subsequent scholarly endeavors in

the domain.

6.3 Implications for the State of the Art

Recent advancements in Stable Diffusion [Rombach et al., 2022] and Chapt-

GPT [Vaswani et al., 2017, Radford et al., 2019, Brown et al., 2020] have revolu-

tionized generative modeling applications and research, particularly in text-to-image

generation and text generation. This section delineates how our thesis contributes to

a deeper understanding and potential enhancement of state-of-the-art applications in

these domains.

Diffusion models [Song and Ermon, 2019, Ho et al., 2020] have been excep-

tionally performant in image generation. One can interpret the diffusion model as an

energy-based model trained by denoising score matching (DSM) with varied noise

levels [Vincent, 2011, Song and Ermon, 2019]. As explored in Section 2.6.1, DSM’s

central idea is to introduce convolutional noise to the data, subsequently instructing

an EBM to adapt to the noised data distribution. While minor noise introduction may

have a negligible impact on the visual generation of natural images, the DSM may

fall short in tasks demanding precision and noise-free data modeling. An intriguing

insight derived from the spread divergence is the potential to introduce equivalent

noise amounts to both a pristine and a noisy model. The noisy model can then be



6.3. Implications for the State of the Art 118

adjusted to align with the noisy data distribution, indirectly ensuring the pristine

model adapts to the clean distribution. Extending this concept to enhance diffusion

model training remains an exciting area for future work. Consequently, theories and

methods developed within the spread divergence paradigm can potentially be applied

to the diffusion model. This offers prospects for exploring its attributes further and

enhancing its configuration, potentially leading to more proficient and precise image

generation. Such advancements hold relevance for numerous applications spanning

computer vision, graphics, and multimedia.

Autoregressive modeling forms the cornerstone of GPT-style models [Vaswani

et al., 2017, Radford et al., 2019, Brown et al., 2020]. These models have exhibited

remarkable generalization in language tasks, underscoring the enigmatic nature of

generalization within language models. A recent talk [Sutskever, Year of publication]

and a paper [Delétang et al., 2023] both endeavor to unpack the generalization

properties of language models, viewing them through a lossless compression lens.

This viewpoint aligns with the themes presented in the second part of our thesis.

By leveraging both local and global observations, as suggested in our research, we

might gain insights into the generalization of syntactic and semantic attributes in

expansive language models, marking a promising avenue for future exploration.

In concluding this section, it’s evident that our research presented in this thesis

not only aligns with, but also strengthens the contemporary advances in genera-

tive modeling, setting the groundwork for potential future breakthroughs in both

theoretical and practical domains.
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Appendix A

Appendix of Chapter 2

A.1 Annealing the Noise
In section(2.1.1) we discussed the common approach to first adding noise to a model

Q in order to define a proper density and then using maximum likelihood to fit that

‘noised model’ to data. We can use standard Woodberry identities to rewrite the

expected log-likelihood equation 2.8 as

−
θ 2

p

σ2 +

(
θ T

p θq
)2

σ2
(
σ2 +θ 2

q
) − log

(
1+

θ 2
q

σ2

)
−D logσ

2. (A.1)

where D is the dimension of θp.

Differentiating wrt θq, we note that the optimal solution is given when

θq = γθp, (A.2)

for scalar γ . Plugging this form back into equation A.1 we find that the optimum is

obtained when

θq =

√
θ 2

p −σ2

θ 2
p

θp. (A.3)

For finite Gaussian noise σ2 > 0 the resulting estimator for the toy model in

section(2.1.1) is therefore not consistent.

A natural question is what would happen if one uses a numerical optimisation

of equation A.1 but anneals the noise σ2 to zero during the optimisation process?
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As σ2 tends to zero, the expression equation A.1 blows up. This means that a

naive approach to annealing σ2 towards zero whilst using a standard optimisation

technique is unlikely to result in θq converging to θp. However, if one considers

removing the additive constant D logσ2 and multiplying the remaining objective by

σ2, the resulting quantity

(
θ T

p θq
)2(

σ2 +θ 2
q
) −σ

2 log

(
1+

θ 2
q

σ2

)
, (A.4)

is well-behaved as σ2→ 0, as plotted in figure(A.1).
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Figure A.1: The (modified) expected log likelihood equation A.4 when adding noise
σ2 to the model only and for unit length true data generating parameter θ 2

p = 1. The
x-axis is the value γ2 assuming that the optimal θq is of the form θq = γθp. As we
see, as σ2→ 0 the scaled objective becomes flat around the optimum point γ2 = 1.

Nevertheless, the objective equation A.4 becomes flat (with respect to θq)

around the optimum as σ2 → 0. In figure(A.1) we plot the scaling behaviour of

the objective equation A.4, assuming θq = γθp, showing how it becomes flat with

respect to γ as σ2 is annealed towards zero. This means that a standard first-order

numerical optimisation approach, even for this modified objective, will result in

a ‘critical slowing down’ phenomenon, leading to θq not updating. This might be

fixable by taking the curvature of the objective into consideration.

However, addressing all the above issues requires an understanding of the

small σ2 behaviour of the original objective; dealing with arbitrarily large constants,
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arbitrarily large scaling and loss of curvature. In general, such insight is unlikely

to be available for any given implicit generative model. Thus, we are doubtful that

it will be possible to find an annealing schedule and associated general numerical

optimisation procedure that will result in a consistent estimator.

A.2 Noise Requirements for Discrete Distributions

Our main interest is to define a new divergence in situations where the original

divergence D(p||q) is itself not defined. For discrete variables x ∈ {1, . . . ,n}, y ∈
{1, . . . ,n}, the spread Pi j = p(y = i|x = j) must be a distribution; ∑i Pi j = 1, Pi j ≥ 0,

and

p̃i ≡∑
j

Pi j p j = ∑
j

Pi jq j ≡ q̃i ∀i (A.5)

⇒ p j = q j ∀ j, (A.6)

which is equivalent to the requirement that the matrix P is invertible. In addition, for

the Spread Divergence to exist in the case of f -divergences, p̃ and q̃ must have the

same support. This requirement is guaranteed if

∑
j

Pi j p j > 0, ∑
j

Pi jq j > 0 ∀i, (A.7)

which is satisfied if Pi j>0. Therefore, in general, there is a space of spread distribu-

tions p(y|x) that define a valid Spread Divergence in the discrete case.

A.3 Spread Noise Makes Distributions More Similar

The data processing inequality for f -divergences [Gerchinovitz et al., 2018] states

that D f (p̃(y)||q̃(y)) ≤ D f (p(x)||q(x)). For completeness, we provide here an el-

ementary proof of this result. We consider the following joint distributions with

densities

q(y,x) = p(y|x)q(x), p(y,x) = p(y|x)p(x), (A.8)



A.4. Mixture Divergence 141

whose marginals are the spreaded distributions

p̃(y) =
∫

p(y|x)p(x)dx, q̃(y) =
∫

p(y|x)q(x)dx. (A.9)

The divergence between the two joint distributions is

D f (p(y,x)||q(y,x)) =
∫

q(y,x) f
(

p(y|x)p(x)
p(y|x)q(x)

)
dxdy = D f (p(x)||q(x)) . (A.10)

More generally, the f -divergence between two marginal distributions is no

larger than the f -divergence between the joint [Zhang et al., 2019a]. To see this,

consider

D f (p(u,v)||q(u,v)) =
∫

q(u)
∫

q(v|u) f
(

p(u,v)
q(u,v)

)
dydu (A.11)

≥
∫

q(u) f
(∫

q(v|u) p(u,v)
q(v|u)q(u)

dv
)

du (A.12)

=
∫

q(u) f
(

p(u)
q(u)

)
du = D f (p(u)||q(u)) . (A.13)

Hence,

D̃ f (q(x)||p(x))≡D f (p̃(y)||q̃(y))≤D f (p(y,x)||q(y,x)) = D f (p(x)||q(x)) . (A.14)

Intuitively, spreading two distributions increases their overlap, reducing the diver-

gence. When the distributions P and Q are absolutely continuous and their densities

p and q have the same support, the spread f -divergence is always a lower bound

of f -divergence. When the densities do not have the same support or are not well

defined, then D f (P||Q) is not well-defined.

A.4 Mixture Divergence
We motivated the Spread Divergence between distribution P and Q by the require-

ment to produce a divergence that satisfying D̃(P||Q) = 0⇒ P = Q, where the

original D(P||Q) does not exist. We briefly discuss the case that P and Q are ab-

solutely continuous but their density functions p and q have different supports, so



A.4. Mixture Divergence 142

f -divergence D f (P||Q) = D(p||q) is still not defined. For example, P and Q can be

two uniform distributions with different supports. We mention here an alternative

divergence that also can be used , namely a mixture divergence, and discuss why

we focus on the Spread Divergence thereafter. Specifically, we can define a mixture

model with density p̃(x) of the original distribution and a ‘noise’ distribution with

density function n(x):

p̃(x) = α p(x)+(1−α)n(x) (A.15)

for 0 < α < 1. Provided n(x) is non-zero, then p̃(x) has support everywhere. Simi-

larly, we can define

q̃(x) = αq(x)+(1−α)n(x). (A.16)

As with the Spread Divergence formulation presented previously, this will usually

enable us to define a divergence D(p̃||q̃) when supp p ̸= suppq. Furthermore, pro-

vided the divergence between p̃ and q̃ is zero, then the two distributions p̃ and q̃

match, as do the original distributions p and q since

p̃(x) = q̃(x)⇔α p(x)+(1−α)n(x) =αq(x)+(1−α)n(x)⇔ p(x) = q(x). (A.17)

Therefore, creating a mixture model in this way also allows us to define a divergence

between absolutely continuous distributions that otherwise would not have an appro-

priate divergence. However, in contrast to the Spread Divergence formulation, we

cannot use this approach for distributions that are not absolutely continuous, which

for many applications of interest cannot be achieved. As a simple example, consider

generalised densities p(x) = δ (x−µp), q(x) = δ
(
x−µq

)
with

p̃(x)=αδ (x−µp)+(1−α)n(x), q̃(x)=αδ
(
x−µq

)
+(1−α)n(x). (A.18)

In this case, the divergence D(p̃(x)||q̃(x)) is not defined since neither p̃(x) nor q̃(x)

is a valid probability density. A similar issue arises in training implicit generative

models in which a value cannot be feasibly computed for p̃ or q̃; see section(2.5.3).

Hence, for implicit models in, we cannot feasibly assign a value to this mixture
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divergence. As such it appears to have only limited value in training continuous

variable models.

One can combine the spread and the mixture approaches to produce a more

general affine divergence

p̃(y) = α

∫
p(y|x)p(x)dx+(1−α)n(y), (A.19)

for spread p(y|x) and (generalised) density p(x). It follows for this case that

D(p̃||q̃) = 0⇔P=Q; however, the benefit of the mixture noise over the spread noise

is not clear. Our central interest in this work is to train implicit models and, as such,

we focus interest only on the first ‘spread’ term
∫

x p(y|x)p(x) in equation A.19 and

leave the study of the potential additional benefits of including a mixture component

n(y) for future work.

A.5 Statistical Properties of Spread MLE

A.5.1 Existence of Spread MLE

In some situations there may not exist a Maximum Likelihood Estimator (MLE) for

p(x|θ), but there can exist a MLE for the spread model p(y|θ) =
∫

p(y|x)p(x|θ)dx.

For example, suppose that X ∼ N (µ,σ2) (µ,0 < σ2 < ∞). So θ = (µ,σ2) ∈

R×R+. Assume we only have one data point x. Then the log-likelihood function

is L(x;θ) ∝ − logσ − 1
2σ2 (x−µ)2. Maximising with respect to µ , we have µ = x

and the log-likelihood becomes unbounded as σ2→ 0. In this sense, the MLE for

(µ,σ2) does not exist, see Casella and Berger [2021] for more discussions.

In contrast, we can check whether the MLE for p(y|θ) exists. We assume

Gaussian spread noise with fixed variance σ2
f . Since we only have one data point x,

the spread data distribution becomes p(y|x)=N (y|x,σ2
f ), and the model is p(y|θ)=

N (y|µ,σ2 +σ2
f ). We can sample N points from the spread model, so the spread

log likelihood function is (neglecting constants) L(y1, . . . ,yN ;θ) = −N
2 log(σ2 +

σ2
f )−

1
2(σ2+σ2

f )
∑

N
i=1(yi−µ)2. The MLE solution for µ is µ = 1

N ∑
N
i=1 yi; the MLE

solution for σ2 is σ2 = 1
N ∑i(yi−µ)2−σ2

f , which has bounded spread likelihood
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value. Note that in the limit of a large number of spread samples N→ ∞ , the MLE

σ2 = 1
N (yi− µ)2 → σ2

f tends to 0. Throughout, however, the (scaled by N) log

likelihood remains bounded.

A.5.2 Consistency

Consistency of an estimator is an important property that guarantees the validity of

the resulting estimate at convergence as the number of data points tends to infinity.

In what follows, we outline the sufficient conditions for a consistent MLE estimator,

before addressing the question of whether using spread MLE is also consistent and

under what conditions.

A.5.2.1 Consistency for MLE

Sufficient conditions for the MLE being consistent and converging to the global

maximum are given in Wald [1949]. However, they are usually difficult to check even

for some standard distributions. The sufficient conditions for MLE being consistent

and converging to a local maxima are given in Cramér [1999] and are more straight

forward to check:

C1. (Identifiable): p(x|θ1) = p(x|θ2)→ θ1 = θ2.

C2. The parameter space Θ is an open interval (
¯
θ , θ̄), Θ :−∞≤

¯
θ < θ < θ̄ ≤ ∞.

C3. p(x|θ) is continuous in θ and differentiable with respect to θ for all x.

C4. The set A = {x : pθ (x)> 0} is independent of θ .

Let X1,X2, . . . be i.i.d with density p(x|θ0) (θ ∈Θ) satisfying conditions C1–C4,

then there exists a sequence θ̂n = θ̂n(X1, ...,Xn) of local maxima of the likelihood

function L(θ0) = ∏
n
i=1 p(xi|θ0) which is consistent:

θ̂
p−→ θ0 for all θ ∈Θ.

The proof can be found in Lehmann [2004] or Cramér [1999].
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A.5.2.2 Consistency of spread MLE

We provide the necessary conditions for Spread MLE being consistent.

C1. (Identifiable): p(x|θ) is identifiable. From section(2.2.1) it follows immedi-

ately that p(y|θ1) = p(y|θ2)→ p(x|θ1) = p(x|θ2)→ θ1 = θ2, where the final

implication follows from the assumption that p(x|θ) is identifiable. Hence if

p(x|θ) is identifiable, so is p(y|θ).

C2. The parameter space Θ is an open interval (
¯
θ , θ̄), Θ :−∞≤

¯
θ < θ < θ̄ ≤ ∞.

This condition is unchanged for p(y|θ).

C3. On p(y|θ), we require the same condition on p(x|θ) as in MLE; p(y|θ) is

continuous in θ and differentiable with respect to θ for all y.

C4. For spread noise p(y|x) who has full support on Rd (for example Gaussian

noise), p(y|θ) is greater than zero everywhere and hence the original condition

C4 is automatically guaranteed.

The conditions that guarantee consistency for spread MLE are weaker for the spread

model p(y|θ) than for the standard model p(x|θ), since C4 is automatically satisfied.

[Ferguson, 1982] gives an example for which MLE exists but is not consistent by

violating condition C4, whereas spread MLE can be used to obtain a consistent

estimator.

A.5.3 Asymptotic Efficiency

A key desirable property of any estimator is that it is efficient. The Cramer-Rao

bound places a lower bound on the variance of any unbiased estimator and an

efficient estimator must reach this minimal value in the limit of a large amount of

data. Under certain conditions (see below) the Maximum Likelihood Estimator

attains this minimal variance value meaning that there is no better estimator possible

(in the limit of a large amount of data). This is one of the reasons that the maximum

likelihood is a cherished criterion.
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A.5.3.1 Asymptotic Efficiency for MLE

Building upon conditions C1-C4, additional conditions on p(x|θ) are required to

show MLE is asymptotical efficient:

C5. For all x in its support, the density pθ (x) is three times differentiable with

respect to θ and the third derivative is continuous.

C6. The derivatives of the integral
∫

pθ (x)dx respect to θ can be obtained by

differentiating under the integral sign, that is: ∇θ

∫
pθ (x)dx =

∫
∂θ pθ (x)dx.

C7. There exists a positive number c(θ0) and a function Mθ0(x) such that

∣∣∣∣ ∂ 3

∂θ 3 log pθ (x)
∣∣∣∣≤Mθ0(x) for all x ∈ A, |θ −θ0|< c(θ0),

where A is the support set of x and Eθ0

[
Mθ0(x)

]
< ∞.

Let X1, ...,Xn be i.i.d with density pθ (x) and satisfy conditions C1-C7, then any

consistent sequence θ̂ = θ̂n (X1, ...,Xn) of roots of the likelihood equation satisfies

√
n(θ̂ −θ0)

d−→N
(
0,F(θ0)

−1) , (A.20)

where F−1(θ0) is the inverse of Fisher information matrix (also called Cramér-

Rao Lower Bound, which is a lower bound on variance of any unbiased estimators ).

The conditions and proof can be found in [Lehmann, 2004].

A.5.3.2 Asymptotic Efficiency for MLE

As with MLE above, we require further conditions on p(y|θ) for ensuring spread

MLE is asymptotically efficient:

C5. On p(y|θ), we require the same condition as applied to p(x|θ) in the MLE

case; for all y in its support, the density pθ (y) is three times differentiable with

respect to θ and the third derivative is continuous.

C6. For spread noise p(y|x), which has full support on Rd (for example Gaussian
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noise), the support of y is independent of θ . Leibniz’s rulea allows us to

differentiate under the integral: ∇θ

∫
pθ (y)dy=

∫
∂θ pθ (y)dy, so this condition

is automatically satisfied.

C7. On p(y|θ), we require the same condition as applied to p(x|θ) in the MLE

case; There exist positive number c(θ0) and a function Mθ0(y) such that

∣∣∣∣ ∂ 3

∂θ 3 log pθ (y)
∣∣∣∣≤Mθ0(y) for all y ∈ A, |θ −θ0|< c(θ0),

where A is the support set of y and Eθ0

[
Mθ0(y)

]
< ∞.

Thus the conditions that guarantee asymptotic efficiency for the spread model p(y|θ)

are weaker than for the standard model p(x|θ), since C4 and C6 are automatically

satisfied.

A.6 MNIST Experiment
We first scaled the MNIST data to lie in [0,1]. We use Laplace spread noise with

σ = 0.3 and Gaussian spread noise with σ = 0.3 for the δ -VAE case. Both the

encoder and the decoder networks contain 3 feed-forward layers, each layer has

400 units and use ReLu activation functions. The latent dimension is Z = 64. The

variational inference network qφ (z|y) = N (z|µφ (y),σ2
φ

IZ) has a similar structure

for the mean network µφ (y). For fixed spread δ -VAE , learning was done using the

Adam [Kingma and Ba, 2014] optimizer with learning rate 5e−4 for 200 epochs. For

δ -VAE with learned spread (learned covariance), we interleave 2 covariance training

epochs with 10 model training epochs (using the Adam optimizer with learning rate

5e−5).

A.7 CelebA Experiment
We pre-processed CelebA images by first taking 140x140 centre crops and then

resizing to 64x64. Pixel values were then rescaled to lie in [0,1]. For the learned

aLeibniz’s rule tells us: d
dθ

∫ b(θ)
a(θ) p(x,θ)dx =

∫ b(θ)
a(θ) ∂θ p(x,θ)dx + p(b(θ),θ) d

dθ
b(θ) −

p(a(θ),θ) d
dθ

a(θ), so if a(θ) and b(θ) are independent of θ , then d
dθ

∫ b
a p(x,θ)dx =

∫ b
a ∂θ p(x,θ)dx.



A.7. CelebA Experiment 148

spread we use Gaussian noise with a learned injective function ResNet fψ(·) =

I(·)+ gψ(·), where gψ(·) is a one layer convolutional neural net with kernel size

3× 3, with stride length 1. We use spectral normalization [Miyato et al., 2018]

to satisfy the Lipschitz constraint. That is, we replace the weight matrix w of the

convolution kernel by wSN(w) := c×w/σ(w), where σ(w) is the spectral norm of

w and c ∈ (0,1). This guarantees that fψ is invertible - see Behrmann et al. [2019].

The encoder and decoder are 4-layer convolutional neural networks with batch

norm [Ioffe and Szegedy, 2015]. Both networks use a fully convolutional architecture

with 5x5 convolutional filters with stride length 2 in both vertical and horizontal

directions, except the last deconvolution layer where we use stride length 1. Convk

represents a convolution with k filters and DeConvk represents a deconvolution with

k filters, BN for the batch normalization [Ioffe and Szegedy, 2015], Relu for the

rectified linear units, and FCk for the fully connected layer mapping to Rk.

x ∈ R64×64×3→ injective f (·) ∈ R64×64×3

→ Conv128→ BN→ Relu

→ Conv256→ BN→ Relu

→ Conv512→ BN→ Relu

→ Conv1024→ BN→ Relu→ FC100

z ∈ R100→ FC10×10×1024

→ DeConv512→ BN→ Relu

→ DeConv256→ BN→ Relu

→ DeConv128→ BN→ Relu→ DeConv3→ sigmoid(·)

→ injective f (·) ∈ R64×64×3

We use batch size 100 and latent dimension 100 in all CelabA experiments.

For the δ -VAE with fixed spread, we use the fixed Gaussian noise with 0 mean and
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(0.5)2I covariance. We train the model for 500 epochs using Adam optimizer with

learning rate 1e−4. We decay the learning rate with scaling factor 0.9 every 100000

iterations.

For the δ -VAE with learned spread we first train a δ -VAE with fixed f (x) = x

and fixed Gaussian noise with 0 mean and (0.5)2I diagonal covariance for 300

epochs. We decay the learning with scaling factor 0.9 every 100000 iterations.

We start iterative training by doing one step inner maximisation over the Spread

Divergence parameters ψ using Adam optimizer with learning rate 1e−5 and one step

minimization over the model parameter’s (θ ,φ) using Adam optimizer for additional

200 epochs. We can share the first 300 epochs between the two models. When we

sample form two models, we first sample from a 100 dimensional standard Gaussian

distribution z ∼N (0, I) and use the same latent code z to get samples from both

δ -VAE with fixed and learned spread, so we can easily compare the sample quality

between two models.
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Appendix of Chapter 3

B.1 Derivations and Proofs

B.1.1 Derivation of Equation 3.3

Let two differentiable densities g1 and g2 have disjoint supports X1∩X2 = /0 and

p(x) = αpg1(x)+(1−αp)g2(x), q(x) = αqg1(x)+(1−αq)g2(x). (B.1)

The FD between p and q can be written as

FD(p||q) =
αp

2

∫
X1

g1(x)||sp(x)− sq(x)||22 dx+
1−αp

2

∫
X2

g2(x)||sp(x)− sq(x)||22 dx.

(B.2)

Since g1 and g2 has disjoint support, so g2 will be a zero function on the support of

g1, so g2(x′) = ∇xg2(x′) = 0 for x′ ∈X1. We then have

sp(x′) =
αp∇g1(x′)+(((((((((

(1−αp)∇g2(x′)
αpg1(x′)+((((((((1−α)g2(x′)

=
αp∇xg1(x′)

αpg1(x′)
= sg1(x

′), (B.3)

and

sq(x′) =
αq∇g1(x′)+((((((((

(1−αq)∇g2(x′)
αqg1(x′)+((((((((1−α)g2(x′)

=
αq∇xg1(x′)

αqg1(x′)
= sg1(x

′), (B.4)
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Similarly, for x′ ∈ X2 we have sp(x′) = sq(x′) = sg2(x
′). Therefore, the FD is

equivalent to

FD(p||q) = αp
2
∫
X1

g1(x)||sg1(x)− sg1(x)||22 dx+ 1−αp
2
∫
X2

g2(x)||sg2(x)− sg2(x)||22 dx = 0, (B.5)

which is independent of αq.

B.1.2 Proof of Theorem 2

The following two lemmas can be found in Folland [2001, Corollary 2.41 and

Theorem 2.42]. For completeness, we also provide simplified proofs.

Lemma 5. Suppose f : X → R is differentiable on an open convex set X ⊆ Rd

and ∇x f (x) = 0 for all x ∈X , then f is a constant on X .

Proof. For any two points x1,x2 ∈X , we denote the the line segment that connects

a,b as Lx1,x2 . Since X is a convex set, then Lx1,x2 ⊆ X . By the Mean Value

Theorem (see Folland [2001, Theorem 2.39]), there exists a point x3 ∈ Lx1,x2 such that

f (x2)− f (x1) = ∇x f (x3)(x2−x1). Since x3 ∈ S, so ∇x f (x3) = 0 thus f (x2) = f (x1).

Therefore, f has to be a constant function.

Lemma 6. Suppose f : X → R is differentiable on a connected open set X ⊆ Rd

and ∇x f (x) = 0 for all x ∈X , then f is a constant on X .

Proof. For any point a ∈X , we define X1 = {x ∈X : f (x) = f (a)} and X2 =

{x ∈X : f (x) ̸= f (a)}, so X = X1∪X2 by construction. For every x ∈X1, there

is a ball B ∈ S centred at x. Since B is convex, we have B ∈X1 by Lemma 5.

Therefore, every point x ∈X1 is an interior point of X1, so X1 is an open set. The

image of X2 under f : R \ { f (a)} is an open set, so X2 is a open set since f is a

continuous function (see Folland [2001, Theorem 1.33]). We thus have both X1

and X2 are open sets and X1 is non-empty (it contains a). Since any connected

space cannot be written as an union of two disjoint non-empty sets (see Tao [2015,

Definition 2.4.1]), so X = X1∪X2 indicates X2 = /0. Therefore, f is a constant

function.
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We can then prove the Theorem 2. For two a.c. distributions that are supported

on a connected space X ⊆Rd with differentiable density p and q. Then FD(p||q) =

0 ⇔ ∇x log p(x) = ∇x logq(x) for x ∈ S. We define function f (x) = log p(x)−

logq(x), so f (x) differentiable on X and ∇x f (x) = 0. By Lemma 6, we have f as

a constant function (we denote as c) so we have p = qexp(c). Since p and q are

densities, we have
∫

q(x)exp(c)dx = 1⇔ c = 0. Therefore, FD(p||q) = 0⇔ p = q.

B.1.3 Proof of Theorem 3

Since we can always represents a distribution with disjoint support set as a mixture

distribution with components supported on several connected subsets, we can then

prove the theorem by Proposition 1.

Proposition 1 (FD is ill-defined on disconnected sets). Let a set of a.c. distributions

have differentiable densities {g1, · · · ,gK}with mutual disjoint (disconnected) support

sets {X1, · · · ,XK}: Xi
⋂

X j = /0 for any i ̸= j and each support Xi is connected.

Let two densities p = ∑k αk
pgk and q = ∑k αk

qgk with positive coefficients ∑k αk
p = 1

and ∑k=1 αk
q = 1. Then FD(p||q) = 0⇔ αk

p = αk
qeck , where {c1, · · · ,cK} is a set of

constants with constraints ∑k eck = 1.

We can decompose FD(p||q) = 1
2 ∑

K
k=1 αk

p
∫
Xk

gk(x)||sp(x)− sq(x)||22 dx. Since

αk
p and gk are positive, FD(p||q) = 0⇒

∫
Xk

gk(x)||sp(x)− sq(x)||22 dx = 0 for any k,

so ∇x log p(x) = ∇x logq(x) for x ∈
⋃K

k=1 Xk. Since Xk is connected, by Lemma

6, we have for x ∈ Xk, log p(x)− logq(x) = ck ⇔ p(x) = q(x)eck ⇔ αk
pgk(x) =

αk
qgk(x)eck ⇔ αk

p = αk
qeck , where {c1, · · · ,cK} is a set of constants. Since ∑k αk

p =

∑k αk
qeck = 1 and ∑k αk

q = 1, we then have the constrain ∑k eck = 1.

B.1.4 Kernelized Stein Discrepancy Extensions

For two a.c. distributions p and q, the Kernelized Stein Discrepancy Liu et al. [2016],

Chwialkowski et al. [2016] can be defined as (see [Liu et al., 2016, Definition 3.2])

KSD(p||q) = Ex,x′∼p
[
(sp(x)− sq(x))k(x,x′)(sp(x′)− sq(x′))

]
, (B.6)
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where k is an integrally strictly positive kernel (see [Liu et al., 2016, Definition

3.1]) and x,x′ are i.i.d. samples from p(x). The KSD(p||q) = 0 if and only if

sp = sq (see Liu et al. [2016], Chwialkowski et al. [2016]). Therefore, when p and

q are supported on a connected open set, by Lemma 6, we have KSD(p||q) = 0⇔

sp = sq⇔ p = q. When p and q are supported on a disconnected space, we have

KSD(p||q) = 0 ⇏ p = q. This is because the KSD can be upper bounded by a

(positively) scaled FD [Liu et al., 2016, Theorem 5.1]:

|KSD(p||q)| ≤
√
Ex,x′∼p[k(x,x′)2]×FD(p||q), (B.7)

we then have FD(p||q) = 0⇒ KSD(p||q) = 0. When p and q are supported on a

disconnected space, we have FD(p||q) = 0 ⇏ p = q (Theorem 3), so KSD(p||q) =

0 ⇏ p = q.

B.1.5 Proof of Theorem 4

Since the support of m as Xm = Rd then p̃ and q̃ have the same support X = Rd .

For the score functions, we also have

∫
X
||sp̃(x)||22 p̃(x)dx =

∫
X
∥∇x log(β p(x)+(1−β )m(x))∥2

2 p̃(x)dx (B.8)

=
∫
X

∥∥∥∥β∇x p(x)+(1−β )∇xm(x)
β p(x)+(1−β )m(x)

∥∥∥∥2

2
p̃(x)dx (B.9)

≤
∫
X

∥∥∥∥ β∇x p(x)
β p(x)+(1−β )m(x)

∥∥∥∥2

2
p̃(x)dx+

∫
X

∥∥∥∥ (1−β )∇xm(x)
β p(x)+(1−β )m(x)

∥∥∥∥2

2
p̃(x)dx

(B.10)

≤
∫
X
||sp||22 p̃(x)dx+

∫
X
||sm||22 p̃(x)dx≤

∫
X
||sp||22 p(x)dx+

∫
X
||sm||22 p(x)dx < ∞,

(B.11)

so sp̃ ∈ L2(p̃) and similarly sq̃ ∈ L2(p̃). Therefore, the FD between p̃ and q̃ is a

valid divergence i.e. FD(p̃||q̃) = 0⇔ p̃ = q̃⇔ β p(x)+(1−β )m(x) = βq(x)+(1−

β )m(x)⇔ p(x) = q(x), thus MFD(p||q) = 0⇔ FD(p̃||q̃) = 0⇔ p = q.
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B.2 Experiment Details
For both experiments, we sample 100k data from pd as our training datasets. The

energy network fθ (x) is a 3-layer feedforward network with 200 hidden units and

swish activation functions Ramachandran et al. [2017]. We train the model for 30k

iterations with the Adam optimizer Kingma and Ba [2014] and batch-size 300. For

the numerical integration we use Simpson’s rule provided in the package Virtanen

et al. [2020]. We use a Monte-Carlo approximation to estimate the KL divergence

evaluations K̂L(pd(x)||qθ (x)) = 1
K ∑

K
k=1 log pd(xk)− log pθ (xk), where we use K =

10000.
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Appendix of Chapter 5

C.1 Model-based Lossless Compression
Lossless compression aims to create an invertible mapping from real-world data

(e.g. image, audio, video) to binary strings with the lengths of the strings as short as

possible. We then briefly introduce how to design an optimal lossless compressor in

practice.

C.1.1 Information Theory of Lossless Compression

Let X be a discrete random variable that taking values from a finite countable set X

and has a probability mass function (PMF) p : X → R such that ∀x ∈X , p(x)> 0

and ∑x p(x) = 1.

Definition 1. The Shannon information content of a sample x∼ p(x) is defined as

hp(x)≡− log2 p(x). (C.1)

Definition 2. The Shannon Entropy of a distribution p is defined as

H(p)≡−∑
x

p(x) log2 p(x). (C.2)

We then give the informal statement of the Shannon Source Coding Theo-

rem [Shannon, 2001], the detailed statement and the proof can be found in Chapter 4

of [MacKay, 2003].
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Theorem 7 (Shannon’s Source Coding Theorem (informal)). Given N i.i.d samples

form the data generation distribution with PMF pd(x) can be losslessly compressed

into more than NH(pd) bits when N → ∞. Conversely, they cannot be losslessly

compressed into fewer than NH(pd) bits.

To obtain a ‘near-optimal’ lossless compression scheme in practice, one strategy

is to compress each data x∼ pd(x) into a binary string with length equal to hpd(x)+ε ,

where h(x) is the Shannon information content and ε represents a small coding

overhead. Therefore, given N i.i.d samples {x1, · · · ,xN} ∼ pd(x), the averaged

compression length is

− 1
N

N

∑
n=1

log2 pd(xn)+ ε
N→+∞−−−−→−∑

x
pd(x) log2 pd(x)+ ε = H(pd)+ ε, (C.3)

which is close to optimal when ε is small.

Different coders are proposed to make the overhead ε for different types of

data. For multi-dimensional data, there exits two methods that can provide us

‘near-optimal’ lossless compression: Arithmetic Coding (AC) [Witten et al., 1987]

and Asymmetric Numeral System (ANS) [Duda, 2013], we recommend Chapter

6 of [MacKay, 2003] and [Townsend, 2020] for detailed introductions of the two

methods respectively. Weuse the ANS coder in this paper since it has a faster speed

comparing to AC. For simplicity, we abstract an ANS coder as an invertible function

encp(·) that maps a given data x′ ∈X to a binary string message m′ with length

len(m′) =− log2 p(x′)+ ε , where ε is a negligible coding overhead. We also denote

the decoding function as decp(·) = enc−1
p (·) and have decp(m′)→ x′.

We have introduced how to optimally compress the data when we know the

true data generation distribution pd(x). However, the distribution pd(x) is usually

unknown in practice, we would like to learn a model pθ (x) to approximate the

underlying data distribution p(x) and then use the learned model pθ (x) to con-

duct lossless compression. In this case, the averaged data compression length for
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{x1, · · · ,xN} ∼ pd(x) is (ignoring the coding overhead ε):

− 1
N

N

∑
n=1

log2 pθ (xn)
N→+∞−−−−→−∑

x
p(x) log2 pθ (xn). (C.4)

The difference between the model compression length and the optimal compression

length is

− 1
N

N

∑
n=1

(
log2 pθ (xn)− log2 pd(xn)

)
N→+∞−−−−→ KL(pd(x)||pθ (x)) . (C.5)

C.2 Tightness of the ELBO and IWAE Improvement
In this section, we want to verify the tightness of the ELBO as a lower bound of the

log-likelihood. Consider the likelihood for a single data point x′, we have

log pθ (x′)≥ ⟨log pθ (x′|z)⟩qφ (z|x′)−KL(qφ (z|x′)||p(z))≡ ELBO(x′,θ ,φ). (C.6)

To evaluate log pθ (x′), we can use an importance weighted estimation (IWAE Burda

et al. [2015]), which can be rewritten as

log pθ (x′) = log
〈 pθ (x′|z)p(z)

qφ (z|x)

〉
qφ (z|x)

≈ log
1
K

K

∑
k=1

pθ (x′|zk)p(zk)

qφ (zk|x′)
≡ IWAEk(x′,θ ,φ),

(C.7)

where zk ∼ qφ (z|x′). The accuracy of the importance sampling heavily depends on

the proposal distribution qφ (z|x′) and will be poor if qφ (z|x′) underestimates the high

density region of pθ (z|x) Burda et al. [2015]. For the ELBO with optimal inference,

we can assume the approximate posterior is close to the true posterior, so if the lower

bound is tight, we will observe that the ELBO is approximately equal to the IWAE. In

Figure C.1 we compare the ELBO and IWAE using classic amortized inference and

optimal inference respectively (we use k = 10 in all cases). We find that the IWAE

can improve the ELBO for the traditional amortized inference and is approximately

equivalent to the ELBO using the optimal inference strategy. Therefore, we can

conclude that the ELBO with the optimal inference strategy is tight to log pθ (x).
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(a) Tightness (b) IWAE Improvement (c) All Comparisons

Figure C.1: IWAE comparisons on Binary MNIST. The x-axis indicates the training
epoch and the y-axis is the Bits-per-dimension, which corresponds to the negative
ELBO or IWAE with log 2 base and normalized by data dimension, lower is better.
In Figure a, we see that IWAE improves the ELBO when using classic amortized
inference but is approximately equal to the ELBO when using optimal inference,
which indicates the bound is tight. In Figure b, we compare the IWAE with classic
amortized inference, optimal inference and the the proposed reverse half-asleep
(RHS) inference. Here we find the proposed method can also improve the classic
IWAE estimation without training on the test data. In Figure 3, we plot the ELBO
and IWAE for all three amortized inference methods.

We also estimate the IWAE using the proposal posterior learned by the proposed

reverse half-asleep inference and find that our method can also improve the IWAE

result, see Figure C.1 for details. This is intuitive since our method can provide a

better proposal distribution for importance sampling.

C.3 Amortized Posterior for Classification
In Section 4, we discussed that the proposed reverse half-asleep method can improve

the posterior prediction for the test data. One direct application is to use the learned

amortized posterior qφ (z|x) for down-stream tasks, e.g. image classification, where

the samples z′ ∼ qφ (z|x′) can be treated as the ‘stochastic representation’ Zhang

et al. [2022], Bengio et al. [2013] of the given data point x′. Given a labeled

dataset {(x1,y1), · · · ,(xN ,yN)} and a trained amortized posterior (encoder) qφ (z|x),

we can then train a classifier pη(y|z) that maps from the latent space z to the label

y. After training the classifier, for a given test set of unlabelled data {x′1, · · · ,x′M},

the predictive distribution can be written as p(y|x) =
∫

pη(y|z)qφ (z|x)dz and can be

approximated by Monte-Carlo: p(y|x) ≈ 1
K ∑

K
k=1 p(y|z′k), where z′k ∼ qφ (z|x). We

train a classifier with 2 layer feed-forward neural network with hidden size 200,

RelU activation and dropout with rate 0.1 on two datasets: binary MNIST and grey
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MNIST. The models are trained for 10 epochs with Adam optimizer and learning

rate 3×10−4. During training, we randomly sample one z′ for each data point x and

we use k = 100 in the testing stage to estimate the predictive distribution. Figure

C.2 shows the comparisons between the posterior trained by the classic amortized

inference and the proposed reverse half-asleep method respectively. We can see our

method consistently improves the classification accuracy performance.

(a) Binary MNIST (b) Grey MNIST

Figure C.2: Representation Learning for Down-Stream Classification. We train
the VAE for 1000 epochs and evaluate the classification accuracy (y-axis, higher is
better) on the down-stream classification task every 100 epochs (x-axis). The results
are averaged over 3 random seeds and we also plot the standard deviation.

C.4 Effects of the Latent Space Dimensionality
We study the effect of the latent dimension size on the generalization of the amor-

tized inference. We use the VAE described in Section 4 with different latent size

[16,64,128] on Binary MNIST, see Figure C.3 for the result. We find the overfit-

ting of amortized inference happens in all cases regardless of the latent size. We

also apply the proposed reverse half-asleep training method to the saved model

every 100 epoch and found our method can consistently improve the generalization

performance.
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(a) Dim(z) = 16 (b) Dim(z) = 64 (c) Dim(z) = 128

Figure C.3: Effects of different latent dimension. The y-axis is the BPD and x-axis
is the training epochs. We find the amortized inference generalization gap exits in all
cases.
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Appendix of Chapter 6

D.1 Experiments Details

D.1.1 Compute resources

All models were trained using an NVDIA GeForce RTX 2080 Ti and an NVDIA

GeForce V100 GPU.

D.1.2 Prepossessing of CelebA

We first perform a central crop with edge length 150px and then resize to 32×32×3.

We select the first 10000 images as our CelebA test set.

D.1.3 Model Architecture

This section provides additional details concerning the model building blocks used

in our experiments. All models share a similar PixelCNN Van Oord et al. [2016]

architecture, which contains a masked CNN as the first layer and multiple Residual

blocks as subsequent layers, we next provide further details on both components.

Masked CNN structure is proposed in Van Oord et al. [2016]. For our local

model with dependency horizon h, one kernel of the CNN has size k× k with

k = 2×h+1. The masked CNN contains masks to zero out the input of the future

pixels. There are two types of Masked CNN, which we refer to as mask A (zero out

the current pixel) and mask B (allow connections from a color to itself), see Van Oord

et al. [2016] for further details. The first layer of our model utilizes mask A and the

residual blocks use mask B.
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Residual Block Each residual Block Van Oord et al. [2016] contains the fol-

lowing structure. We use MaskedCNNB to denote a Masked CNN using mask

B.

Algorithm 5 Residual Block
Input: xinput
h = MaskedCNNB(xinput)
h = ReLU(h)
h = MaskedCNNB(h)
h = ReLU(h)
h = MaskedCNNB(h)
h = ReLU(h)
Return : xinput +h

Pixel CNN Our full Pixel CNN and local pixel CNN shares the same backbone.

The difference between the two models is that the full model has kernel size 3×3 for

the second masked CNN layer in the Residual Block and, in contrast, the local model

uses a kernel size of 1×1 for each of the masked CNN layers, in the Residual block.

Crucially, this difference results in the receptive field of the full model increasing

when stacking multiple Residual blocks whereas the receptive field of the local

model does not increase. A Pixel CNN with N residual blocks has the following

structure:

Algorithm 6 Pixel CNN
Input: xinput
h = MaskedCNNA(xinput)
h = ReLU(h)
for i from 1 to N:
h = ResBlocki(h)
h = MaskedCNNB(h)
h = ReLU(h)
h = MaskedCNNB(h)
Return : h

D.1.3.1 OOD detection

Gray images For gray images, our full Pixel CNN model has five residual blocks

and channel size 256, except the final layer which has 30 channels. The kernel size

is 7 for the first Pixel CNN and the kernel size is [1×1,3×3,1×1] for three masked
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CNNs in the residual blocks. Our local Pixel CNN model has one residual block and

channel size 256, except the final layer which has 30 channels. The kernel size is

7 for the first Pixel CNN and the kernel size is [1×1,1×1,1×1] for three masked

CNNs in the residual blocks. We use the discretized mixture of logistic distribution

Salimans et al. [2017] with 10 mixture components. The models are trained using

the Adam optimizer Kingma and Ba [2014] with learning rate 3×10−4 and batch

size 100 for 100 epochs.

Color images For color images, our full Pixel CNN model has 10 residual

blocks and channels size 256, except the final layer which has 100 channels. The

kernel size is 9 for the first masked CNN and the kernel size is [1×1,3×3,1×1]

for three masked CNNs in the residual blocks. Our local Pixel CNN model has

10 residual blocks and channels size 256, except for the final layer which has

100 channels. The kernel size is 7 for the first Pixel CNN and the kernel size

is [1×1,1×1,1×1] for three masked CNNs in the residual blocks. We use the

discretized mixture of logistic distribution Salimans et al. [2017] with 10 mixture

components. The models are trained using the Adam optimizer Kingma and Ba

[2014] with learning rate 3×10−4 and batch size 100 for 1000 epochs.

D.1.3.2 Lossless compression

The NeLLoC is based on a Pixel CNN. Since it is a local model, the kernel size is

1×1 for all the kernels in the Residual block. Additional details regarding the first

layer kernel size and number of residual blocks are found in the main text, Section

4. All models are trained using the Adam optimizer Kingma and Ba [2014] with

a learning rate of 3×10−4 and batch size 100 for both the CIFAR dataset (1000

epochs) and the ImageNet32 dataset (400 epochs).

D.2 Local Model

D.2.1 Effect of Horizon Size for Color Images

In Section 5.2.2 of the main manuscript we show that, for a simple gray-scale dataset,

the model can overfit to non-local features that are specific to the training distribution

and thus degrade OOD generalization performance. For a more complex training
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distribution, e.g. CIFAR, we find that a model with limited capacity is less susceptible

to overfit to non-local features. However, as observable in Table 5.4, when the local

horizon size increases, the ID generalization continues to improve, whereas the

OOD generalization remains stable. This is consistent with our hypothesis: local

features are not shared between distributions and cannot significantly aid OOD

generalization. We conjecture that, with the use of a more flexible base model e.g.

PixelCNN++ Salimans et al. [2017], over-fitting to the non-local features will occur

and thus result in familiar degradation of OOD generalization abilities.

D.2.2 Samples from Local Model

We show samples from a local model with h=3, trained on CIFAR 32×32×3, in

Figure D.1. It can be observed in Figure D.1a that the samples are locally consistent

yet images do not possess much in the way of recognizable and meaningful global

semantics. Figure D.1b shows an example image of size 100×100×3. This is made

possible since the local model does not require sampled images to have a fixed size,

i.e. size is not required to be consistent with the training data.

(a) 16 samples with size 32×32×3 (b) One sample with size 100×100×3

Figure D.1: Samples from a local autoregressive model.
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