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Abstract
Background: A 2 3 2 factorial design evaluates two interventions (A versus control and B versus control) by randomis-
ing to control, A-only, B-only or both A and B together. Extended factorial designs are also possible (e.g. 3 3 3 or
2 3 2 3 2). Factorial designs often require fewer resources and participants than alternative randomised controlled trials,
but they are not widely used. We identified several issues that investigators considering this design need to address,
before they use it in a late-phase setting.
Methods: We surveyed journal articles published in 2000–2022 relating to designing factorial randomised controlled
trials. We identified issues to consider based on these and our personal experiences.
Results: We identified clinical, practical, statistical and external issues that make factorial randomised controlled trials
more desirable. Clinical issues are (1) interventions can be easily co-administered; (2) risk of safety issues from co-
administration above individual risks of the separate interventions is low; (3) safety or efficacy data are wanted on the
combination intervention; (4) potential for interaction (e.g. effect of A differing when B administered) is low; (5) it is
important to compare interventions with other interventions balanced, rather than allowing randomised interventions
to affect the choice of other interventions; (6) eligibility criteria for different interventions are similar. Practical issues are
(7) recruitment is not harmed by testing many interventions; (8) each intervention and associated toxicities is unlikely to
reduce either adherence to the other intervention or overall follow-up; (9) blinding is easy to implement or not
required. Statistical issues are (10) a suitable scale of analysis can be identified; (11) adjustment for multiplicity is not
required; (12) early stopping for efficacy or lack of benefit can be done effectively. External issues are (13) adequate fund-
ing is available and (14) the trial is not intended for licensing purposes. An overarching issue (15) is that factorial design
should give a lower sample size requirement than alternative designs. Across designs with varying non-adherence, reten-
tion, intervention effects and interaction effects, 2 3 2 factorial designs require lower sample size than a three-arm alter-
native when one intervention effect is reduced by no more than 24%–48% in the presence of the other intervention
compared with in the absence of the other intervention.
Conclusions: Factorial designs are not widely used and should be considered more often using our issues to consider.
Low potential for at most small to modest interaction is key, for example, where the interventions have different
mechanisms of action or target different aspects of the disease being studied.
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Background

In a factorial design for a randomised controlled trial
(RCT), two or more randomised comparisons are car-
ried out independently in the same sample of patients.1

This design has the potential to address multiple ques-
tions in an efficient way. For example, a 23 2 factorial
design compares each of two interventions (A, B) to
control by randomising participants to control, A-only,
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B-only or both A and B; we call each of these four
randomised combinations an arm. The analysis then
compares all those randomised to A (with or without
B) to all those not randomised to A (with or without
B), and similarly for B. Compared to two 2-arm RCTs
(A versus control and B versus control) or a three-arm
RCT (A versus B. versus control), a 23 2 factorial
RCT comparing A to control, and B to control, often
requires fewer participants and hence resources.

Factorial designs are generally used in late-phase
trials. For example, the trial of imaging and surveillance
in seminoma testis (TRISST) trial considered whether
men with successfully treated testicular cancer could
safely have a lighter surveillance schedule.2 Men were
randomised to 3 scans or the standard 7 scans over
5 years, and also to magnetic resonance imaging (MRI)
scans or the standard computed tomography (CT)
scans. Separate analyses addressed the non-inferiority
of 3 scans versus 7 and MRI versus CT scans.

Extended factorial designs are possible and allow
more questions to be addressed simultaneously. The
transfusion and treatment of severe anemia in African
children trial (TRACT) trial was a 33 23 2 factorial in
which children admitted to the hospital with severe anae-
mia were randomised to (1) liberal blood transfusion,
conservative transfusion or no transfusion, (2) post-
discharge multi-vitamin supplementation or routine care
and (3) post-discharge cotrimoxazole prophylaxis or no
prophylaxis.3

We use the term ‘factorial randomisation’ to mean a
randomisation to all possible intervention combina-
tions, ‘factorial analysis’ to mean an analysis comparing
all those randomised to an intervention (alone or with
other interventions) with all those randomised to the
corresponding control (alone or with other interven-
tions), and ‘factorial design’ to mean a trial with both
factorial randomisation and factorial analysis. A ‘par-
tial factorial design’ is a factorial design where some
participants do not participate in some randomisations
or are randomised between a reduced set of interven-
tions: for example, children with severity signs in the
TRACT trial were not eligible for randomisation to no
transfusion.3 We consider factorial designs aiming to
evaluate each intervention separately; larger sample
sizes are needed to assess, for example, whether the
combined intervention is more effective than either
individual intervention.4,5

Factorial designs are sensitive to interactions
between interventions, an issue we discuss below.
Because of this, factorial randomisation is sometimes
used without factorial analysis. This is appropriate
where the aim is to explore interactions between inter-
ventions1,6 and/or an interaction between interventions
is a real possibility. It is also appropriate where the aim
is to compare each intervention combination to con-
trol. An example is the systemic therapy for advanced
or metastatic prostate cancer: evaluation of drug

efficacy (STAMPEDE) trial in oncology, where the ini-
tial aim was to compare each of zoledronic acid, cele-
coxib, docetaxel, zoledronic acid plus docetaxel and
celecoxib plus docetaxel with control.7 Factorial analy-
sis was avoided because ‘there is no good evidence to
support the notion that the intervention effects would
only be additive at the patient level and we cannot rule
out other forms of interaction: synergy, antagonism
and a ceiling effect’.8 Finally, factorial randomisation
without factorial analysis can be used where the aim is
to determine which intervention combination is the
best.9–11

Factorial trials have started to be used more, particu-
larly in the field of infections where the different
interventions are typically in different ‘domains’ of
intervention.12,13 However, we believe that factorial
designs may be an under-used tool for addressing multi-
ple questions at little extra difficulty or cost. For exam-
ple, we searched a registry of RCTs, clinicaltrials.gov,
to identify all phase III/IV interventional studies with
randomised allocation first posted to the registry from 1
January 2015 to 31 July 2022 (search done 2 August
2022). Each clinicaltrials.gov record including the word
‘factorial’ was reviewed by AS/IW to determine whether
it truly represented a factorial design. Reasons why
trials might be reported as factorial but determined as
non-factorial included an A/B/A + B design with no
control group, and a 2-way randomisation across two
subgroups where the subgroup variable was not rando-
mised. Of 22,403 phase III/IV interventional studies
with randomised allocation, 206 (0.9%) were factorial.
Factorial trials constituted a smaller fraction (0.14%, 9/
6212) of trials wholly funded by industry than of other
trials (1.22%, 197/16,191, p \ 0.001 for difference).

We therefore aimed to compile a checklist of issues
to consider when choosing between a factorial design
and other designs, based on a narrative review of litera-
ture relating to the design of factorial RCTs.

Methods

Narrative review of design of factorial RCTs

The full text of articles published in the following meth-
odological journals between 1 January 2000 and 31
July 2022 was searched (5 April 2019, 11 August 2022)
for ‘factorial’: Biometrics, BMC Medical Research
Methodology, Clinical Trials, Journal of the Royal
Statistical Society (all series), Pharmaceutical Statistics,
Statistics in Medicine, Trials and Statistical Methods in
Medical Research. PubMed was also searched (26
April 2019, 11 Aug 2022) with the same date ranges to
identify citations with ‘factorial’ in the title (articles
relating specifically to designing factorial RCTs were
considered likely to include this). Titles, relevant
abstracts and then the full text of relevant articles were
reviewed by AS/IW to identify articles relating to
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designing factorial RCTs, including less recent key
references in relevant articles. Articles relating to phase
II and cluster-randomised RCTs were excluded, as, in
general, were articles relating to the protocol or results
of a specific RCT. Issues to consider were identified
based on these and the authors’ personal experience
(including previous work2,3,14–16 and ongoing trials).

Sample size required for factorial versus other
designs

A key potential advantage of a factorial design is its
ability to answer multiple questions with very little, if
any, increase in total size. However, this depends on a
number of issues including the assumption of no sub-
stantial interaction. In order to assess the gains in effi-
ciency in practice, we compared the sample size
required to show superiority of one intervention (A)
over control using factorial and other designs under
various scenarios.

Specifically, we computed the required sample sizes
to give 90% power for showing superiority of A com-
pared with control in a 23 2 factorial design, assuming
a 5% two-sided significance level. The four arms are
described as 0, A, B and AB. We assumed values for
each arm for: the expected outcome with perfect adher-
ence (taking A to be effective, allowing B to be effective
or ineffective, and varying the interaction between A
and B); the expected proportion of non-adherers,
assumed for sample size purposes to have the same out-
come mean as the control arm; and the expected pro-
portion of missing outcome data, assumed to be
excluded from the analysis. We allowed unequal alloca-
tion ratios. We calculated the relative efficiency of eval-
uating A versus control in a factorial design compared
with a corresponding three-arm trial (A versus B versus
control) as the inverse ratio of sample sizes required to
achieve the same power. Sample size formulae are given
in the supplemental material.

Initially, we assumed that the outcome is quantita-
tive and that B is ineffective. The actual sample size and
outcome variance did not affect the relative efficiency
results. We considered the following scenarios:

1. Base case: all arms have 10% missing data and
10% non-adherence among observed data; equal
allocation.

2. Perfect case: no missing data, perfect adherence,
equal allocation.

3. Double missing with A: like base case, but arms A
and AB have 20% missing data.

4. Double missing with B: like base case, but arms B
and AB have 20% missing data.

5. Double non-adherence with A: like base case, but
arms A and AB have 20% non-adherence.

6. Double non-adherence with B: like base case, but
arms B and AB have 20% non-adherence.

7. Double controls: like base case, but twice as many
participants are allocated to the control arm as to
each other arm. (i.e. 4:2:2:1 for factorial and 4:2:2
for three-arm).

We then repeated this set of calculations three times.
In set 2, the outcome was again quantitative, but inter-
vention B was effective. This gave the same results as
for set 1, except that scenario 6 lost efficiency (results
not shown). In sets 3 and 4, the outcome was binary,
with a proportion of 40% in the control arm expected
to reduce to 24% in A arm with perfect adherence (risk
ratio = 0.6). In set 3, B was ineffective, and in set 4, B
was as effective as A.

We measured the interaction as a percentage of the
main effect of A and varied it from 0% to 100%. For
binary outcome, this was done on the risk difference
scale (other scales are possible).

Results

Twenty-seven articles relating to designing factorial
RCTs were identified, including 14 in methodological
journals1,5,9,17–30 and 13 in clinical journals4,31–43 of
which some were overview articles. Based on these arti-
cles and the authors’ personal experience, issues to con-
sider when planning a factorial RCT were identified.

Clinical issues

Co-administration. Most factorial RCTs require co-
administration of interventions. Factorial RCTs are
more desirable if co-administration is easy. Difficulty
of co-administration could be a reason to reject a fac-
torial design out of hand.

Safety. Factorial RCTs are more desirable if the risk of
safety issues from co-administration, above the individ-
ual risks of the separate interventions, is low.

Combination intervention. Factorial RCTs are more desir-
able if initial or additional safety or clinical data are
wanted on the combination intervention. Safety data
could be valuable to explore the risk of drug interac-
tions, but sample sizes in a factorial design might not
be adequate for a full safety evaluation of the combina-
tion intervention. Clinical data could include pharma-
cokinetic or pharmacodynamic data.

Interaction (effect modification). Factorial RCTs are more
desirable if the potential for interaction is low: that is,
if the effect of one intervention is unlikely to differ sub-
stantially when another intervention is also adminis-
tered. It is sometimes stated that the factorial analysis
rests on a no-interaction assumption: for example, ICH
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E9 Statistical Principles for Clinical Trials recommends
that evidence that there is likely to be no interaction is
established in advance using prior information and
data.6 However, it is more useful to accept that interac-
tions may occur and consider their plausibility, poten-
tial size and impact.

Interactions are less likely if the different interven-
tions target different underlying domains of interven-
tion:33 for example, in the TRACT trial above, blood
transfusion, anti-bacterial prophylaxis and nutritional
support are unlikely to interact.3 Similarly the reduction
of early mortality in HIV infected adults and children
starting antiretroviral therapy (REALITY) trial
assessed the impact of interventions to reduce HIV viral
load faster, reduce risks of co-infections and improve
nutritional status on mortality in those with advanced
HIV starting treatment.16

Factorial designs usually have little power to detect
interaction, but the suspicion of interaction has nega-
tive consequences for the interpretation of the trial.
This is because the factorial analysis estimates the aver-
age intervention effect in a population randomly
assigned to the other interventions, but in the presence
of interaction, this is rarely the estimand of clinical
interest. Instead, clinical interest usually lies in the aver-
age intervention effect in a population either receiving
or not receiving the other interventions; for example, if
the other intervention B is found to be effective, then
clinical interest is more likely to be in a population
receiving intervention B.28

Interaction can also reduce the power of a factorial
design if interventions are less effective in the presence
of other interventions:44 we explore this below, and
revisit the interaction issue in the discussion.

Health economists have suggested that interaction
may be more likely to occur for costs and quality-
adjusted life years, and may therefore have a larger
impact on health economic evaluations.25,26

Balancing other interventions. In situations where there is
no ‘standard of care’ for the alternative intervention(s),
these may be used or not used depending on physician
preference, and hence, in an open-label trial, may be
unbalanced across other comparisons. A factorial ran-
domisation forces the alternative intervention(s) to be
balanced across groups of the intervention of interest
and may be more desirable if the estimand of interest is
a pure intervention comparison.

Eligibility criteria. Factorial RCTs are more desirable if
eligibility criteria for the different comparisons are simi-
lar. If eligibility criteria are different, then requiring all
participants to be eligible for all comparisons would
reduce the pool of potential participants; an alternative
is a partial factorial design, where participants are

included if they are eligible for any one or more compar-
isons, and are randomised in all eligible comparisons.30

Practical issues

Recruitment. Factorial RCTs are less desirable if they
compromise recruitment. For example, if there is a clin-
ician or patient preference against one particular inter-
vention, then including that intervention in a factorial
design may adversely affect recruitment. On the other
hand, addressing a number of different clinical ques-
tions could improve recruitment by increasing the
enthusiasm of both patients and investigators for a fac-
torial trial.

Adherence. Factorial RCTs are less desirable when one
or more of the interventions (or any toxicities associ-
ated with it) is likely to reduce adherence to other inter-
ventions, since this will reduce the effectiveness of the
other intervention and reduce power.

Retention. Factorial RCTs are less desirable when one
or more of the interventions is likely to reduce retention
in the study, since this will increase the amount of miss-
ing data for all comparisons and hence reduce power
and increase concerns about bias.

Where one intervention may adversely affect recruit-
ment, adherence or retention, it may be preferable to
explore that intervention in a separate trial where these
complex issues can be specifically addressed without
impacting on other comparisons.

Blinding. Factorial RCTs are more desirable if blinding
is easy to implement (or not required). In a 2-arm
RCT, it is often feasible to manufacture a placebo with
similar physical properties (including size, colour, taste
and smell) to the active medicine. In a 23 2 factorial
RCT, one option is to use A + B, A + placebo B,
B + placebo A and placebo A + placebo B (‘dou-
ble-dummy’). However, this might be undesirable
because the increased number of pills makes non-
adherence more likely. To minimise pill burden, it may
be preferable to use combination pills containing
A + B, A-only, B-only or placebo. However, this
might not be feasible, for example, if interventions are
given at different frequencies (e.g. A once daily in the
morning versus B twice daily). It might also be undesir-
able because participants cannot stop just one of the
interventions.

Statistical issues

Scale of analysis. Factorial RCTs are more desirable if a
suitable scale can be identified on which interaction is
unlikely. For example, for binary outcomes, lack of
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interaction on the odds ratio scale is not the same as the
lack of interaction on the risk ratio scale.45 Interactions
tend to be less common on the odds ratio and risk ratio
scales than on the risk difference scale.46 Once a suit-
able scale has been identified, the analysis (and in par-
ticular assessment of interactions) must be performed
on that scale.

Multiplicity. Factorial RCTs are less desirable if adjust-
ment for multiplicity is required. A standard 2-arm
RCT would typically be designed with a two-sided
false-positive (type I) error rate of 5%, and two inde-
pendent 2-arm RCTs would have an overall false-
positive error rate of nearly 10%. A factorial RCT may
be viewed as two 2-arm RCTs, and therefore, an error
rate of 5% per comparison may be considered accepta-
ble, or alternatively, control of the overall error rate
may be considered necessary. If different scientific
questions are being addressed, particularly with differ-
ent primary endpoints, then adjustment for multiplicity
should not be required47 but has been the topic of
debate.4,21,22,31

Stopping. Factorial RCTs are less desirable if adequate
ways cannot be found to stop comparisons early, either
for efficacy or for lack of benefit, without damaging
other ongoing comparisons. We recommend using stan-
dard statistical stopping guidelines that control the
pairwise type 1 error rate for each comparison using

factorial analysis,30 recognising that statistical guide-
lines are only part of the decision to stop a trial arm
early.

External issues

Funders. Factorial RCTs are more desirable if adequate
funding is available. Even if they are an efficient way to
answer multiple questions, factorial designs may still be
more expensive than a single two-arm trial, and funders
may conservatively prefer the latter, depending on the
scientific importance of the additional questions.
However, funders increasingly prefer platform trials for
their increased efficiency,48 and factorial trials share
with platform trials an ability to test many interven-
tions within a single protocol.

Regulators. Factorial RCTs are not typically used for
licensing trials, where the focus is usually instead on
pre-specification of other interventions, making the esti-
mand more clear-cut.

Other issues

The literature review raised the concern that complex
factorial designs with small sample sizes can lead to
larger covariate imbalances across arms than simpler
designs, and therefore, minimisation procedures may
be preferable to other randomisation schemes.29 This

Table 1. Key issues to consider around factorial designs.

Issue to consider A factorial design is more desirable if

Clinical issues
Co-administration Interventions can be easily co-administered.
Safety Risk of safety issues from co-administration, above individual risks of the separate

interventions, is low.
Combination intervention Safety or clinical data are wanted on the combination intervention.
Interaction (effect modification) Effect of each intervention is unlikely to be substantially different in the presence

of the other intervention(s).
Balancing other interventions Other interventions are likely to be unbalanced if not randomised
Eligibility criteria Eligibility criteria for all comparisons are similar.

Practical issues
Recruitment Recruitment is not harmed by including many interventions.
Adherence Each intervention and the toxicities associated with it is unlikely to reduce

adherence to (and hence effectiveness of) the other intervention.
Retention Each intervention is unlikely to reduce overall follow-up.
Blinding Blinding is easy to implement or not required.
Statistical issues
Scale of analysis A suitable scale of analysis can be identified on which interaction is unlikely.
Multiplicity Adjustment for multiplicity is not required.
Stopping Adequate ways can be found to stop comparisons early for efficacy or lack of

benefit.
External issues

Funders Funding is adequate for the complexity of the design.
Regulators The trial is not intended for licensing purposes.

Overarching issue
Sample size Factorial design gives a lower sample size requirement than alternative designs.
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point requires attention in some small trials but does
not affect the desirability of a factorial design.

Overarching issue: sample size

The issues described above are summarised in Table 1,
together with the overarching issue of sample size. The
main rationale for factorial RCTs is that they can have
a lower sample size than alternative designs, including
two independent 2-arm RCTs or 3-arm RCTs.
However, sample size requirements may be increased
by a number of the issues considered above, in particu-
lar interaction, adherence and retention.19,44

Sample size in factorial RCTs may also need inflation
to allow for multiple interventions being effective.49

With a survival-type endpoint, the power depends on the
number of events (e.g. deaths). For a factorial RCT with
the same time-to-event outcome for each comparison (or
correlated time-to-event outcomes, such as, overall and
progression-free survival), one intervention being
effective decreases the number of events available for
the other comparisons. The sample size might need to
be inflated to allow for this. For a binary endpoint,
whether sample size inflation is necessary depends on
the proportions hypothesised under the null and
alternative hypotheses and on the anticipated effect of
the combined intervention.

We illustrate how to take account of interaction,
adherence, retention and efficacy of other interventions
when comparing the sample size required for a factorial
design with alternative designs. Figure 1 shows the rela-
tive efficiency of the factorial design compared with the

three-arm design for estimating the effect of interven-
tion A. The panels represent outcome type (quantita-
tive or binary) and whether B is effective. The panel for
quantitative outcome and B ineffective is not shown, as
the results are the same as for quantitative outcome
and B effective, except that ‘double non-adherence with
A’ is the same as the base case. Results for ‘Double
missing with A’ are not shown, as they were the same
as for the base case. Results for ‘Perfect’ and ‘Double
missing with B’ are not shown in some panels where
their results were the same as for the base case. The
supplemental material gives the numerical results.

Comparing scenarios within panels of Figure 1, we
see that missing data with A affects factorial and three-
arm designs equally, while missing data with B and
non-adherence with B only affect the factorial design.
Non-adherence with A affects both designs equally if B
is ineffective, but affects the factorial design more if B
is effective (because AB non-adherers lose both inter-
vention effects). Doubling controls moves all relative
efficiencies towards 100%.

Comparing panels in Figure 1, the main finding is
that the effectiveness of B on a binary outcome improves
the efficiency of the factorial design for low interactions.
This is because low interactions make the risks smaller
and hence the variances smaller; this change in variance
does not occur with a quantitative outcome.

In the base case for a quantitative outcome, the
factorial design is superior when the interaction is less
than 37% of the effect of A in the absence of B (i.e. A
versus 0 effect). In the other scenarios, this figure of
37% ranges from 24% to 48% (Table 2).

Figure 1. Relative efficiency of factorial versus three-arm design graphed against interaction, by outcome type (quantitative or
binary) and whether B is effective.
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Conclusion

Many factorial RCTs have been conducted, but they
still account for less than 1% of all RCTs, suggesting
that there may be scope for their greater use given
increased emphasis on efficiency in trial design. We
have therefore proposed a number of issues to consider
when deciding between factorial and other designs.

Factorial RCTs should be considered as alternatives
to multi-arm RCTs, and as extensions to standard 2-
arm RCTs, particularly when there may be an opportu-
nity to address additional management questions. A
particular strength of factorial designs is assessing mul-
tiple different domains of intervention for one condi-
tion, where interaction is a priori much less likely, and
additional scientific questions can be addressed in
many cases for free, or nearly for free. The TRACT
and REALITY trials are good examples of this kind of
approach, assessing multiple different underlying
mechanisms to improve outcomes from severe anaemia
and HIV.3,16 Other examples are the large platform trials
randomized embedded multifactorial adaptive platform
for community-acquired pneumonia (REMAP-CAP)
and Staphylococcus aureus network adaptive platform
trial (SNAP), which have partial factorial interventions
in multiple different domains of treatment for pneumo-
nia in the intensive care unit (e.g. antibiotic choice,
duration, adjunctive macrolides, corticosteroids) and
Staphylococcus aureus bacteraemia.12,13

Of the issues discussed, interaction is often seen as
the largest problem with factorial designs, with conse-
quences for the trial’s power and interpretability. At the
trial design stage, investigators should assess the possi-
ble magnitude and likelihood of an interaction. Often,
this relies on clinical judgement since prior data can sel-
dom reliably inform interaction size. We suggest that
the impact of plausible interactions is best explored by
their consequences for the trial’s power since this can be
precisely quantified using the methods described here.
If important interaction is plausible then alternative
designs should be considered including (in the 23 2
setting) a 2-arm design (ignore one intervention), a
3-arm design (omit the combined intervention), a 4-arm

design (using a non-factorial analysis)9 or variants on
the factorial analysis.5,50

A finding of unexpected interaction complicates the
interpretation and may damage the credibility of a fac-
torial trial. In some cases this will represent genuine
complexity which would not have been discovered with
a simpler design; in other cases, it may be a chance find-
ing. If a quantitative interaction is observed, where the
estimated effects of A with and without B both suggest
benefit from A, but of different magnitude, then in
practice, the impact on inference may be small. If a qua-
litative interaction is observed,51 where there is some
statistical evidence that A has benefit if given without
B, but not with B, or even more importantly that it is
harmful with B, then this is important knowledge which
would never have been uncovered without a factorial
design. One of the most relevant factors to consider
may be whether the other intervention, B, is already
being used in clinical practice. The best approach is to
set out a clear statistical analysis plan which specifies
(1) when a factorial analysis will be abandoned: if inter-
actions are a priori unlikely then it may be appropriate
to pre-specify a strong statistical significance level (e.g.
p \ 0.01) here; and (2) what alternative analysis will be
used, taking account of the clinical setting, if a factorial
analysis is abandoned.

We showed that a factorial design has greater power
than a 3-arm design when the interaction is less than
about 30–40% of the main effect. This needs to be
assessed at the trial design stage. Assessing it from trial
results is usually unhelpful (because sampling variation
is large) and should not be used to argue retrospectively
that a factorial design was inappropriate. Future
research could explore empirical evidence about inter-
action sizes in finished trials, using meta-analysis meth-
ods to remove sampling variation.

Limitations of our study include that our issues to
consider are derived from our literature review and our
experience and not from a Delphi survey. Our sample
size comparisons used a broad but by no means exhaus-
tive set of scenarios; slightly better results for the three-
arm design could have been achieved by using unequal
allocation ratios.

Table 2. Critical value of interaction (expressed as % of A versus 0 effect on difference scale) above which factorial design becomes
less efficient than three-arm design.

Outcome Quantitative Binary

Nature of intervention B Ineffective Effective Ineffective Effective

Base case 37 37 35 45
Perfect case 37 37 35 46
Double missing with A 37 37 35 45
Double missing with B 34 34 32 43
Double non-adherence with A 37 24 35 32
Double non-adherence with B 29 29 27 37
Double controls 40 40 38 48
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In summary, the issues described should be consid-
ered when designing factorial RCTs. This applies both
for the primary and secondary endpoints including
patient-reported outcomes and cost-effectiveness.25,26

Acknowledgements

We thank Brennan Kahan for helpful comments on an earlier
version of this paper.

Declaration of conflicting interests

The author(s) declared no potential conflicts of interest with
respect to the research, authorship and/or publication of this
article.

Funding

The author(s) disclosed receipt of the following financial
support for the research, authorship, and/or publication of
this article: This work was supported by the UK Medical
Research Council (grant numbers MC_UU_12023/29 and
MC_UU_00004/09).

ORCID iDs

Ian R White https://orcid.org/0000-0002-6718-7661
Alexander J Szubert https://orcid.org/0000-0002-2082-
0861
Babak Choodari-Oskooei https://orcid.org/0000-0001-
7679-5899

Supplemental material

Supplemental material for this article is available online.

References

1. Montgomery AA, Peters TJ and Little P. Design, analysis
and presentation of factorial randomised controlled trials.

BMCMed Res Methodol 2003; 3: 26.
2. Joffe JK, Cafferty FH, Murphy L, et al. Imaging modal-

ity and frequency in surveillance of stage I seminoma tes-

ticular cancer: results from a randomized, phase III,

noninferiority trial (TRISST). J Clin Oncol 2022; 40(22):

2468–2478.
3. Mpoya A, Kiguli S, Olupot-Olupot P, et al. Transfusion

and treatment of severe anaemia in African children

(TRACT): a study protocol for a randomised controlled

trial. Trials 2015; 16: 593.
4. Freidlin B and Korn EL. Two-by-two factorial cancer

treatment trials: is sufficient attention being paid to possi-

ble interactions? J Natl Cancer Inst 2017; 109(9): djx146.
5. Korn EL and Freidlin B. Non-factorial analyses of two-

by-two factorial trial designs. Clin Trials 2016; 13(6):

651–659.
6. Statistical principles for clinical trials. In: Proceedings of

the international conference on harmonisation of technical

requirements for registration of pharmaceuticals for human

use, Geneva, 1998, https://www.ema.europa.eu/en/docu

ments/scientific-guideline/ich-e-9-statistical-principles-clini

cal-trials-step-5_en.pdf

7. James ND, Sydes MR, Clarke NW, et al. Addition of
docetaxel, zoledronic acid, or both to first-line long-term
hormone therapy in prostate cancer (STAMPEDE): sur-

vival results from an adaptive, multiarm, multistage, plat-
form randomised controlled trial. Lancet 2016; 387:

1163–1177.
8. Sydes MR, Parmar MKB, James ND, et al. Issues in

applying multi-arm multi-stage methodology to a clinical
trial in prostate cancer: the MRC STAMPEDE trial.

Trials 2009; 10: 39–39.
9. Jaki T and Vasileiou D. Factorial versus multi-arm multi-

stage designs for clinical trials with multiple treatments.
Stat Med 2017; 36: 563–580.

10. Luna J, Jaynes J, Xu HQ, et al. Orthogonal array compo-

site designs for drug combination experiments with appli-
cations for tuberculosis. Stat Med 2022; 41: 3380–3397.

11. Saha S, Brannath W and Bornkamp B. Testing multiple

dose combinations in clinical trials. Stat Methods Med

Res 2020; 29(7): 1799–1817.
12. Tong SYC, Mora J, Bowen AC, et al. The staphylococ-

cus aureus network adaptive platform trial protocol: new
tools for an old foe. Clin Infect Dis 2022; 75(11):

2027–2034.
13. Angus DC, Berry S, Lewis RJ, et al. The REMAP-CAP

(randomized embedded multifactorial adaptive platform

for community-acquired pneumonia) study. Ann Am

Thorac Soc 2020; 17(7): 879–891.
14. Bielicki JA, Stohr W, Barratt S, et al. Effect of amoxicillin

dose and treatment duration on the need for antibiotic re-

treatment in children with community-acquired pneumo-
nia: the CAP-IT randomized clinical trial. JAMA 2021;

326: 1713–1724.
15. McCabe L, White IR, Chau NVV, et al. The design and

statistical aspects of VIETNARMS: a strategic post-

licensing trial of multiple oral direct-acting antiviral
hepatitis C treatment strategies in Vietnam. Trials 2020;

21: 413.
16. Hakim J, Musiime V, Szubert AJ, et al. Enhanced pro-

phylaxis plus antiretroviral therapy for advanced HIV

infection in Africa. N Engl J Med 2017; 377: 233–245.
17. Montgomery AA, Astin MP and Peters TJ. Reporting of

factorial trials of complex interventions in community

settings: a systematic review. Trials 2011; 12: 179.
18. Julious SA. Seven useful designs. Pharm Stat 2012; 11(1):

24–31.
19. Byth K and Gebski V. Factorial designs: a graphical aid

for choosing study designs accounting for interaction.
Clin Trials 2004; 1(3): 315–325.

20. Kahan BC. Bias in randomised factorial trials. Stat Med

2013; 32: 4540–4549.

21. Lin DY, Gong J, Gallo P, et al. Simultaneous inference
on treatment effects in survival studies with factorial
designs. Biometrics 2016; 72(4): 1078–1085.

22. Snapinn S. Some remaining challenges regarding multiple

endpoints in clinical trials. Stat Med 2017; 36: 4441–4445.
23. Bowers M, Stanton L and Thursz M. Design, method

and application of stopping rules in a phase III 2x2 fac-

torial randomised controlled trial. Trials 2015; 16: P207.
24. Merrill PD and McClure LA. Dichotomizing partial

compliance and increased participant burden in factorial

designs: the performance of four noncompliance meth-
ods. Trials 2015; 16: 523.

8 Clinical Trials 00(0)

https://orcid.org/0000-0002-6718-7661
https://orcid.org/0000-0002-2082-0861
https://orcid.org/0000-0002-2082-0861
https://orcid.org/0000-0001-7679-5899
https://orcid.org/0000-0001-7679-5899
https://www.ema.europa.eu/en/documents/scientific-guideline/ich-e-9-statistical-principles-clinical-trials-step-5_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/ich-e-9-statistical-principles-clinical-trials-step-5_en.pdf
https://www.ema.europa.eu/en/documents/scientific-guideline/ich-e-9-statistical-principles-clinical-trials-step-5_en.pdf


25. Dakin H and Gray A. Economic evaluation of factorial
randomised controlled trials: challenges, methods and
recommendations. Stat Med 2017; 36: 2814–2830.

26. Dakin HA, Gray AM, MacLennan GS, et al. Partial fac-
torial trials: comparing methods for statistical analysis
and economic evaluation. Trials 2018; 19(1): 442.

27. Wolbers M, Heemskerk D, Chau TT, et al. Sample size
requirements for separating out the effects of combina-
tion treatments: randomised controlled trials of combina-
tion therapy vs. standard treatment compared to factorial
designs for patients with tuberculous meningitis. Trials
2011; 12: 26.

28. Kahan BC, Morris TP, Goulao B, et al. Estimands for
factorial trials. Stat Med 2022; 41(22): 4299–4310.

29. Kuhn J, Sheldrick RC, Broder-Fingert S, et al. Simula-
tion and minimization: technical advances for factorial
experiments designed to optimize clinical interventions.

BMC Med Res Methodol 2019; 19(1): 239.
30. White IR, Choodari-Oskooei B, Sydes MR, et al. Com-

bining factorial and multi-arm multi-stage platform
designs to evaluate multiple interventions efficiently. Clin
Trials 2022; 19(4): 432–441.

31. Green S, Liu PY and O’Sullivan J. Factorial design con-
siderations. J Clin Oncol 2002; 20(16): 3424–3430.

32. Bria E, Di Maio M, Nistico C, et al. Factorial design for
randomized clinical trials. Ann Oncol 2006; 17(10):
1607–1608.

33. Iwamoto FM and Lassman AB. Factorial clinical trials: a
new approach to phase II neuro-oncology studies. Neuro

Oncol 2015; 17(2): 174–176.
34. Whelan DB, Dainty K and Chahal J. Efficient designs:

factorial randomized trials. J Bone Joint Surg Am 2012;
94(Suppl. 1): 34–38.

35. Korttila K and Apfel CC. Factorial design provides evi-
dence to guide practice of anaesthesia. Acta Anaesthesiol

Scand 2005; 49(7): 927–929.
36. Collins LM, Dziak JJ, Kugler KC, et al. Factorial experi-

ments: efficient tools for evaluation of intervention com-
ponents. Am J Prev Med 2014; 47(4): 498–504.

37. Baker TB, Smith SS, Bolt DM, et al. Implementing clini-
cal research using factorial designs: a primer. Behav Ther
2017; 48(4): 567–580.

38. Pandis N, Walsh T, Polychronopoulou A, et al. Factorial
designs: an overview with applications to orthodontic
clinical trials. Eur J Orthod 2014; 36(3): 314–320.

39. Pandis N. Factorial trial. Am J Orthod Dentofacial

Orthop 2012; 142(1): 147–148.
40. Esposito M and Nieri M. Editorial: randomised con-

trolled trials of factorial design alias on how to speed up

research on effectiveness of interventions without com-

promising its validity. Eur J Oral Implantol 2016; 9(1):

3–4.
41. Bangdiwala SI. Factorial experimental designs. Int J Inj

Contr Saf Promot 2016; 23(1): 110–111.
42. Krishnan P. When and how to use factorial design in nur-

sing research. Nurse Res 2021; 29(1): 26–31.
43. Kahan BC, Tsui M, Jairath V, et al. Reporting of rando-

mized factorial trials was frequently inadequate. J Clin

Epidemiol 2020; 117: 52–59.
44. Brittain E and Wittes J. Factorial designs in clinical trials:

the effects of non-compliance and subadditivity. Stat

Med 1989; 8(2): 161–171.
45. White IR and Elbourne D. Assessing subgroup effects

with binary data: can the use of different effect measures

lead to different conclusions? BMC Med Res Methodol

2005; 5: 15.

46. Deeks JJ. Issues in the selection of a summary statistic for

meta-analysis of clinical trials with binary outcomes. Stat

Med 2002; 21: 1575–1600.
47. Molloy SF, White IR, Nunn AJ, et al. Multiplicity adjust-

ments in parallel-group multi-arm trials sharing a control

group: clear guidance is needed. Contemp Clin Trials

2021; 113: 106656.
48. Parmar MK, Sydes MR, Cafferty FH, et al. Testing many

treatments within a single protocol over 10 years at MRC

Clinical Trials Unit at UCL: multi-arm, multi-stage plat-

form, umbrella and basket protocols. Clin Trials 2017;

14(5): 451–461.
49. Babiker A and Walker AS. Statistical issues emerging

from clinical trials in HIV infection. In: Geller NL (ed.)

Advances in clinical trial biostatistics. Boca Raton, FL:

CRC Press, 2003, p. 271.
50. Leifer ES, Troendle JF, Kolecki A, et al. Joint testing of

overall and simple effects for the two-by-two factorial

trial design. Clin Trials 2021; 18(5): 521–528.
51. Gail M and Simon R. Testing for qualitative interactions

between treatment effects and patient subsets. Biometrics

1985; 41(2): 361–372.

White et al. 9


