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It has been proposed that artificial intelligence will reshape education, and therefore the
research and application of artificial intelligence in education have drawn increasing attention.
However, the exaggeration of AI’s application in education still exists, and some optimistic
conceptions still need reconsideration, and some key issues remain to be discussed and solved. In this
case, this paper first discusses the definition of artificial intelligence, and proposes that artificial
intelligence should consider both its technical dimension and human dimension. On this basis, the
paper further analyzes the relationship between AI and education, and explores the perspectives of Al
education and pedagogy, ethics, human rights, personalisation, saving teacher time, intelligence,
efficacy and impact, techno-solutionism, commercialisation of education, colonialism, trust, etc.,
which are digging beneath the surface of artificial intelligence in education. While people are aware of
important issues such as Al ethics and humanism in education, the resolution is still a long way off as
the direction of AI development is controlled by the tech giants. By discussing the essence of artificial
intelligence in education, this paper hopes to encourage more researchers and practitioners not only to
pay attention to the surface value of artificial intelligence in education, but also to discover, think

about and respond to emerging and still unknown challenges.
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Artificial Intelligence and Education. Digging beneath the surface.
(based on Holmes et al., 2019, 2022; and Holmes & Tuomi, in press)

The application of Artificial Intelligence (Al) in classrooms is increasingly being féted
as an “altogether new way of spreading quality education across the world”
(Seldon & Abidoye, 2018, p. 4). According to a leading Al enfrepreneur, Kai-Fu Lee
(formerly a senior executive at Google, Microsoft, SGI, and Apple):
We know the flaws of today’s education.... Al can play a major part in fixing these
flaws.... Al will make learning much more effective, engaging, and fun.... | believe this
symbiotic and flexible new education model can... help every student realize his or her
potential in the Age of Al. (Lee & Qiufan, 2021, p. 118)
Meanwhile, international organisations are loudly proclaiming that Al will “give
learners greater ownership over what they learn, how they learn, where they learn
and when they learn” (OECD, 2021, p. 3); and that Al “helps teachers realize
impressive outcomes in the classroom” (IBM, 2018), especially “given its ability to
provide content tailored to students’ learning needs” (World Bank, 2022). In short, so
the argument goes, Al will “transform education” (OECD, 2020, p. 7). As a
consequence of this enthusiasm, Al in education (AIED) was one of the top three Al
venture capital investment areas in 2020 (Zhang et al., 2022).

However, the contention here is that much of this optimism is overstated or even
misplaced. While the full potential of both Al and AIED remain to be revealed,
current applications suffer from much hyperbole and many critical limitations that all
too often are not given due consideration. In fact, claims about the potential of
AIED tend to be aspirational rather than evidence-based (Miao & Holmes, 2021),
and overly-simplistic, forgetting issues such as agency, pedagogy, surveillance,
efficacy, and ethics (Holmes et al., 2021; Holmes & Porayska-Pomsta, 2023; Porayska-
Pomsta et al., in press). This is often because current approaches tend to be
solutions- rather than problems-oriented, and all too often replace teacher functions
rather than empower teachers. In addition, the conversation about Al and
education (AI&ED) suffers from an imprecise use of terminology, and all too often
conflates ‘teaching with Al' (AIED) with ‘teaching about Al (Al literacy), which in
turn almost always focuses on the technological dimension of Al to the exclusion of
the human dimension.

ARTIFICIAL INTELLIGENCE

To begin with, before we can consider its connections with education, it is important
to be clear about what we mean by *Artificial Inteligence’ — the problem being that
Al is notoriously difficult to define. A quick Internet search will reveal multiple
attempts, while what counts as Al constantly changes:



[A] lot of cutting-edge Al has filtered into general applications, often without
being called Al because once something becomes useful enough and
common enough it is not labelled Al anymore. (Nick Bostrom cited in CNN,
2006)

For non-computer scientists, the definition provide by UNICEF (which is derived from
a definition agreed by the Organisation for Economic Co-operation and
Development (OECD) member states) is particularly helpful:

Al refers to machine-based systems that can, given a set of human-defined
objectives, make predictions, recommendations, or decisions that influence
real or virtual environments. Al systems interact with us and act on our
environment, either directly or indirectly. Often, they appear to operate
autonomously, and can adapt their behaviour by learning about the context.
(UNICEF, 2021)

As explained elsewhere (Holmes & Porayska-Pomsta, 2023), this definition is preferred
for several reasons. First, it does not depend on data, although it does
accommodate data-driven Al techniques such as artificial neural networks and
deep learning; second, it therefore also includes rule-based or symbolic Al and any
new paradigm of Al that might emerge in future years (such as “neuro-symbolic” Al,
Z. Susskind et al., 2021); and third, it highlights that Al systems necessarily depend on
human objectives and sometimes “appear to operate autonomously”, rather than
assuming that they do operate autonomously, which is key given the critical role of
humans at all stages of the Al development pipeline.

However, inevitably, the UNICEF definition is not perfect. An element that is less
helpful is the notion of an Al system “learning” — something that, it might be argued,
requires the consciousness or agency that, now and for the foreseeable future,
machine-based systems entirely lack (Rehak, 2021). However, the use of
anthropomorphic terms to describe these machine-based systems (including
“intelligence”, “learning”, and "“recognition”, as in “facial recognition”) are so part
of the Al narrative that, although distracting and unhelpful, they are unlikely to
change anytime soon. Finally, when trying to understand what Al really is, it is also
important to acknowledge that it is neither magic nor as intelligent as humans
(Yoshua Bengio, a leading Al researcher, cited in Press, 2019). In fact, it is not even
artificial nor intelligent: “It is made from natural resources and it is people who are
performing the tasks fo make the systems appear autonomous” (Kate Crawford
cited in Corbyn, 2021).

Nonetheless, so-called ‘machine learning’ type of Al, and especially ‘artificial neural
networks’, have made dramatic advances in recent years. Arfificial neural networks
are inspired by how the human brain is structured and functions, involving neurons
and synapses, and usually require huge amounts of data from which to determine
patterns and draw inferences (Holmes et al., 2019). Recent artificial neural network
successes include automatic franslation between human languages (e.g.,



OBTranslate, 2022), figuring out what shapes proteins fold into (Google Deepmind,
2020), and large language models that can generate human like text (e.g., ‘GPT-3’,
Heaven, 2020).

However, alongside these successes, Al often suffers from overselling and hyperbole
(Berryhill et al., 2019). For example, Al systems can be brittle: a small change to a
road sign can prevent an Al image-recognition system recognising it (Heaven 2019).
They can also be biased, because the data on which they are trained is biased, or
the algorithms that drive them are biased (Ledford, 2019). Meanwhile, despite the
huge expectation, Al made little impact on addressing Covid-19 when the
pandemic was at its height (Benaich, 2020; Heaven, 2021; Roberts, 2021; Walleser,
2021); and the Al language models often write nonsense (Hutson, 2021; Marcus &
Davis, 2020). Finally, despite its history and dominant voices, Al should not be thought
of in purely technical terms. Instead, Al is a complex sociotechnical artefact that
needs to be understood as something that is constructed through complex social
processes (Eynon & Young, 2021). In other words, when we consider Al, we must
consider both the human dimensions and technological dimensions in symbiosis.

THE CONNECTIONS BETWEEN Al AND EDUCATION

The connections between Al and education (AI&ED) may be grouped under the
‘application’ and the ‘teaching’ of Al in education. The application of Alin
education, which is often known as ‘AIED’, involves the use of Al-assisted tools in
teaching and learning, and includes the use of Al to support learners, teachers, and
administrative systems (such as recruitment, fimetabling, and learning
management) (Holmes et al., 2019). Meanwhile, the teaching of Al in education
involves enhancing the Al knowledge and skills of citizens of all ages (from those in
primary education through to lifelong learners) and their teachers, of both the
technological dimension of Al (covering the techniques of Al, such as machine
learning, and technologies of Al, such as natural language processing) and the
human dimension of Al (ensuring that all citizens are prepared for the possible
impacts of Al on their lives, helping them go beyond the hype in order to understand
issues such as Al ethics, data biases, surveillance, and the potential impact on jobs).
Achieving a sufficient understanding of both the technological and human
dimensions of Al may be considered ‘Al literacy’.

AIED

Over the past four decades, most of the AIED research focus has been on learner-
supporting Al, which by definition aims to automate teacher functions so that
learners can learn independently of teachers. However, much of this adopts a
rather primitive approach to pedagogy, and all too often focuses on automating
poor pedagogic practices rather than innovation (for example facilitating



examinations rather than devising innovative ways to assess and accredit learning).
Nonetheless, the use of learner-supporting Al is fast becoming popular in mainstream
education, and has developed to include a wide range of approaches. A recent
taxonomy (Holmes & Tuomi, in press) lists, in order of availability (from commercially
available to speculation): so-called Intelligent Tutoring Systems (e.g. Spark from
Domoscio, 2022), Al-assisted apps (e.g., Photomath, 2022; translation software from
SayHi, 2022; and homework-answering apps, Dan, 2021), Al-assisted simulations (e.g.,
AR, Behmke et al., 2018; VR, McGuire & Alaraj, 2018; and games-based learning,
LaPierre, 2021), Al to support learners with disabilities (Alabdulkareem et al., 2022;
Anuradha et al., 2010; Barua et al., 2022; Benfatto et al., 2016; and StorySign by
Huawei, 2022), automatic essay writing (Sharples, 2022), chatbots (e.g., Hussain,
2017), automatic formative assessment (e.g., Foster, 2019; Metz, 2021), learning
network orchestrators (e.g., Lu et al., 2018), dialogue-based tutoring systems (Nye et
al., 2014), exploratory learning environments (e.g., Mavrikis et al., 2018), and Al-
assisted lifelong learning assistants (Holmes et al., 2019).

The use of learner-supporting Al appears to be growing in classrooms across the
world, as evidenced by the many multi-million-dollar-funded AIED companies
globally (Holmes et al., 2019; Miao & Holmes, 2021; R. Susskind & Susskind, 2015).
However, while the AIED research community has long demonstrated the efficacy of
various learner-supporting Al tools, in short studies researched in limited contexts
(e.g., Beal et al., 2007; Ma et al., 2014; Vanlehn et al., 2005), there is actually
surprisingly little to justify its wide use in well-resourced classrooms, other than the
marketing materials and mostly unsubstantiated hopes expressed by many
policymakers. Robust, independent evidence remains scarce (Miao & Holmes,
2021), and claims that Al will dramatically improve the way learners learn (e.g.,
OECD, 2021) remain aspirational or speculative (Holmes et al., 2019; Nemorin, 2021,
cited in Miao and Holmes, 2021).

Over the same period, there has been very little focus on Al designed specifically to
support teachers (aside from the dashboards that are common in educational
technologies, Jivet et al., 2017). More recently, however, there has been some
research and one or two commercial products. The Holmes and Tuomi faxonomy (in
press) lists plagiarism detection (e.g., Turnitin, 2022), smart curation of learning
materials (e.g, Perez-Ortiz, 2020), classroom monitoring (Lieu, 2018; Moriarty-
Mclaughlin, 2020; Poulsen et al., 2017), automatic summative assessment (which was
tried, then abandoned, by the Australian government, Hendry, 2018), Al teaching
and assessment assistants (Guilherme, 2019; Selwyn, 2019), and classroom
orchestration (e.g., Song, 2021).

Finally, administration-supporting Al is quietly growing behind the scenes, despite
there being limited research in this area. The Holmes and Tuomi taxonomy (in press)
lists admissions (Marcinkowski et al., 2020; Pangburn, 2019; Waters & Miikkulainen,



2014), course-planning (e.g., Martinez-Maldonado et al., 2021), scheduling,
timetabling (e.g.. Lantiv, 2022), school security, identifying ‘drop-outs’ and ‘students
atrisk’ (e.g., R. S. Baker et al., 2020; Lykourentzou et al., 2009), and e-proctoring
(Chin, 2020; Henry & Oliver, 2021; Kelley, 2021).

Al literacy

While only a small number of a total population of learners may want or need to
learn about Al in order to become Al designers or developers, all citizens should be
encouraged and supported to achieve a certain level of Al literacy. They should
have the knowledge, skills and values centred on the development, implementation
and use of Al technologies, from both a technological and a human perspective:

The world’s citizens need to understand what the impact of Al might be,
what Al can do and what it cannot do, when Al is useful and when its use
should be questioned, and how Al might be steered for the public good.
(Miao & Holmes, 2021, p. 6)

Al literacy is usually considered an extension of ICT or digital literacy, and as
comprising “both Data Literacy, or the ability to understand how Al collects, cleans,
manipulates, and analyses data, as well as Algorithm Literacy, or the ability to
understand how the Al algorithms find patterns and connections in the data” (Mico
& Shiohira, 2022, p. 11). However, given that Al is qualitatively different from most
digital technologies, Al literacy cannot be limited only to its fechnological
components. Instead, Al literacy should comprise both the technological and the
human dimensions of Al, both how it works (the techniques and the technologies)
and what its impact is on people (on human cognition, privacy, agency and so on)
(Holmes et al., 2019). In short, teaching about Al's technical components is
important but is incomplete without explanations of the people, power and political
motivations behind the adoption of automated decision making.

The aim of addressing the human dimension of Al literacy is to enable
everyone to learn what it means to live with Al and how fo take best
advantage of what Al offers, while being protected from any undue
influences on their agency or human dignity. To begin with, young people
should be helped to understand how Al, automation, and especially
automated decision making, may affect their treatment in society. In
other words, if they are to be literate in Al as they are literate in
mathematics, all young people need to understand whether the Al with
which they knowingly or unknowingly engage has treated them fairly.
(Holmes et al., 2022, p. 24)

While ICT/digital literacy has usually been the preserve of ICT or computing teachers,
a more robust Al literacy might be achieved by encouraging all teachers of all
subjects — from the sciences to the humanities and the arts — to explore with their
students the potential uses, benefits, impacts, challenges and risks of Al'in their
subject areas. For example, given that Al might already be used to automatically



generate digital images, poems and stories, art teachers and literature teachers
might ask their students: if a machine might be capable of creative acts, what does
it mean to be a human?

AI&ED: SOME CHALLENGES

In this final section, noting that many of the types of tool identified in the Holmes and
Tuomi taxonomy have been questioned (e.g. for their use of surveillance, for
disempowering feachers and undermining student agency), we identify a small
number of issues that increasingly and self-evidently need to be carefully and fully
addressed. The following discussion is arranged as follows: AIED and pedagogy,
ethics, human rights, personalisation, saving teacher time, intelligence, efficacy and
impact, techno-solutionism, colonialism and trust.

AIED and Pedagogy

Despite using state-of-the-art technologies and often being grounded in the
cognitive sciences (Anderson et al. 1995), almost every existing commercial Al
tutoring tool effectively embodies a naive approach to teaching and learning. The
dominant approach involves spoon-feeding pre-specified content, adapted to the
individual’s achievements, while aiming to avoid failure. In other words, despite
suggestions to the conftrary, the approach is effectively behaviourist or instructionist,
and ignores more than sixty years of pedagogical research and development — and
in so doing, they disempower educators (turning them all too often into mere
technology facilitators) and undermine student agency (students have no choice
but to do what the Al requires, allowing them no opportunity to develop self-
regulation skills or to self-actualise). The approach typical of AIED tutoring tools
overlooks, for example, deep learning (Entwistle, 2000), guided discovery learning
(Gagné & Brown, 1963), productive failure (Kapur, 2008), project-based learning
(Kokotsaki et al., 2016), and active learning (Matsushita, 2018). This behaviourist
approach, especially the spoon-feeding, prioritises remembering over thinking, and
knowing facts over critical engagement, thus undermining robust learning.

AIED and Ethics

For Al in general there has been a growing focus on ethics, resulting in more than
eighty sets of ethical Al principles (Jobin et al., 2019). However, despite there being
fundamental implications for students, educators, parents, and other stakeholders,
relatively little has been published specifically on the ethics of Al in education,
notable exceptions being (Adams et al., 2021; Aiken & Epstein, 2000; Holmes et al.,
2021; Holmes & Porayska-Pomsta, 2023). In fact, to date, most AIED research and
development has happened without serious engagement with the potential ethical
consequences (e.g., surveillance) of using Al in education. While, in Europe, there
has been a growing interest in developing teacher-oriented guidelines and



regulations for the ethical development and deployment of Al in education, and
UNESCO members have agreed the Beijing Consensus (UNESCO, 2019), it remains
the case that no appropriate regulations have yet been enacted anywhere in the
world (Holmes, Bektik, et al., 2018). In any case, most discussions centred on the
ethics of AIED and the related field of learning analytics focus on data (e.g. biases,
privacy, and data ownership) and how that data is analysed (e.g. fairness,
transparency, and trust). However, the ethics of AIED cannot be reduced to
questions about data and computational approaches alone. In other words,
investigating the ethics of AIED data and computations is fundamentally necessary
but not sufficient. The ethics of AIED also needs to address the ethics of education
and human development (Holmes et al., 2021). This raises important questions
centred on pedagogy (Is the instructionist pedagogy adopted by most AIED
ethically grounded?), knowledge (What counts as knowledge?), assessments (What
should be assessed and how?), and student and teacher agency (Who should be
“in control”2) (Holmes & Porayska-Pomsta, 2023).

AIED and Human Rights

The Council of Europe has recently explored Al and education in terms of human
rights (Holmes et al., 2022), drawing on the UN's Universal Declaration of Human
Rights (1948), the European Convention on Human Rights (Council of Europe, 1953),
and the UN’s Convention on the Rights of the Child (1989). Key issues, that the report
discusses in detail, and that many AIED tools clearly challenge, are:

e Right to human dignity: teaching, assessment and accreditation should not
be delegated to an Al system.

o Right to autonomy: children should be afforded the right to avoid being
individually profiled, to avoid dictated learning pathways, and to protect
their development and future lives.

e Right to be heard: children should be afforded the right not to engage with
an Al system, without that negatively affecting their education.

e Right not to suffer from discrimination: all children should are afforded the
opportunity to benefit from the use of technology, not just those from the
socio-economic groups who can afford it.

o Right to data privacy and data protection: children should be afforded the
right for their data not to be aggregated and used for commercial purposes
without their direct benefit.

e Right to transparency and explainability: children and their parents should be
able to understand and challenge any decision made by an AIED system.



AIED and Personalisation

Perhaps the greatest opportunity for Al in education is individualized
learning.... A personalized Al fufor could be assigned to each student....
Unlike human teachers, who have to consider the whole class, a virtual
feacher can pay special attention to each student, whether it is fixing
specific pronunciation problems, practicing multiplication, or writing
essays. An Al teacher will notice what makes a student’s pupils dilate and
what makes a student’s eyelids droop. It will deduce a way to teach
geomefry to make one student learn faster, even though that method
may fail on a thousand other students. To a student who loves basketball,
marth problems could be rewritten by NLP in terms of the basketball
domain. Al will give a different homework assignment to each student,
based on his or her pace, ensuring a given student achieves a full
mastery of a topic before moving to the next.

(Lee & Qiufan, 2021, p. 118).

The assumption that education systems should strive to personalise learning, despite
the meaning of ‘personalised learning’ remaining unclear (Holmes, Anastopoulou, et
al., 2018), increasingly informs the education narrative (UNICEF, 2022). In fact, the
development of tfechnologies to ‘personalise learning’ to the strengths and
weaknesses of individual students began almost 100 years ago, with the so-called
‘teaching machines’ devised by Sidney Pressey and B. F. Skinner (Watters, 2021). For
various reasons, these machines failed to be widely accepted, and the
‘personalised learning’ agenda more or less disappeared. It re-emerged decades
later, mainly from Silicon Valley, partly because the Internet made mass
customisation possible. A question often posed is, if we can have personalised
recommendations on Netflix or Amazon, why can't we do a similar thing in
education?

The CEO of a well-funded Chinese AIED corporation once explained it with a
metaphor involving school buses and Uber taxis. Standard classroom-based
education, he suggested, was like a regular school bus (presumably the big yellow
buses that are familiar in the US). All the students are together, fravelling at the same
speed, in the same direction, and to the same destination (the bus station). His
company's AIED offering, however, he argued, was more like a fleet of Uber taxis.
Each student is in their own taxi, fravelling at a speed and in a direction appropriate
to them as an individual. However, it could be counter-argued that the CEO didn’t
take his own metaphor far enough. While some Al tools might provide each student
with their own individual pathway through the materials to be learned (the taxi
route), they still take them to the same fixed learning outcomes as everyone else
(the bus station). Yet we tend not to get an Uber taxi because it takes us exactly
where we want to go. In other words, the personalised pathways offered by much
current AIED is a very weak understanding of personalisation (Holmes, 2019). Real
personalisation is about helping each individual student to achieve their own



potential, to self-actualise, and to enhance their agency, which is something that
few existing AIED tools do. In short, while they might provide adaptive pathways
through the materials to be learned, most AIED tools have a tendency to drive the
homogenisation of students. A critical interpretation of such AIED tools could suggest
that they aim to ensure the students fit in the right box (pass their exams), prepared
for their pre-designated role in the world of work.

AIED and Saving Teacher Time

Another claim is that these tools will save educator time, a promise that has again
been made about educational technologies for almost a hundred years but has
never actually materialised (Watters, 2021). Naturally, Al we are told is different, and
Al tools will finally save educator time. While most educators would appreciate a
tool that takes care of their marking, this ignores the fact that no Al system is
capable of the depth of interpretation or accuracy of analysis that a human
educator can give. It also ignores how much an educator learns about a student
when they read what the student has written, giving insights that no dashboard will
ever give. Even if Al does save educator time, although there’s little evidence for
that, at what cost to the quality of teaching and learning?

AIED Intelligence, Efficacy and Impact

To begin with, many Al companies claim that their Al education tools are intelligent
(after all the word “intelligent” is in the title). But they are not. The reality is that no Al
system today comes anywhere close to human intelligence (even the impressive
GPT-3 does not understand any of the text that it is generating, Marcus & Davis,
2020), and no Al education tool is anywhere near as intelligent as a human
educator. In fact, Al systems in education are extremely limited in what they cover
and can achieve. Sometimes, like the Mechanical Turk (Schaffer, 1999), they might
appear intelligent, but that's a long way from actually being intelligent.

Nonetheless, as evidenced by the International Journal of Arfificial Intelligence in
Education, academic researchers have conducted hundreds if not thousands of
studies into the efficacy of various AIED systems. Many of these studies have been
synthesised in numerous metanalyses and meta-metanalyses (du Boulay, 2016; Kulik
& Fletcher, 2015; Ma et al., 2014). However, the vast majority of the original studies
were conducted by the developers (increasingly fromm commercial organisations) of
the particular technology being studied, and most often with relatively small
numbers of learners, thus reducing their generalisability. In only a few instances have
the studies been independently conducted and/or at large scale (Pane et al., 2013;
Roschelle et al., 2017), and most of those that were, were undertaken in the USA,
limiting their transferability to other countries.

However, AIED research is that it also has almost always focused on the efficacy of
the Al tool to enhance individual student’'s academic achievements in the narrow



domain addressed by the tool. Very rarely does the research consider the wider
implications of Alin classroom settings and its broader impact on teachers and
students: “Much of what exists now as “evidence-based” is mostly related to how Al
can work in education in a technical capacity without pausing to ask and
comprehensively answer the question of whether Al is needed in education at all”
(Nemorin, 2021, cited in Miao and Holmes, 2021, p.26)

One important potential impact of AIED is on human cognition and brain
development. There are several outstanding questions with regards the impact of
technology on children’s brains and cognition — which is especially important
because children’s cognitive structures and capabilities are by definition still in
development. These questions include whether using technology is the cause of
various cognitive/behavioural outcomes such as attention problems, whether the
use of technology is implicated in restructuring parts of children’s brains, whether
there are real health risks associated with technology use, and if so what the causal
mechanisms might be (Gottschalk, 2019). These questions are also likely to be
critical for AIED, suggesting the need for a new research focus.

AIED and Techno-solutionism

The conclusion that "AIED systems perform better than... human teachers” (du
Boulay, 2016, p. 11) has been used to justify their increasingly wide deployment
around the world. In particular, it has been argued that AIED might effectively fill the
void in contexts such as rural areas in developing countries where there are
insufficient experienced or quadlified teachers necessary to provide learners with the
quality education that is their human right (XPRIZE, 2015). However, while the
immediate cohort in such a context might benefit from being given access to an
AIED tool, there are many challenges.

To begin with, many rural areas do not yet have the necessary infrastructure
(electricity and access to the Internet); and even when it is available, rarely are
there the skilled support staff needed for the deployment, management and
support of the required hardware and software. However, most importantly, AIED in
such contexts might address the apparent symptoms of the problem (learners not
receiving a quality education) but it does not address the underlying and long-term
socio-political causes (the lack of experienced and qualified teachers). In practice,
the way in which ‘problems’ are articulated often depends on the interests of the
technology providers, and the deeper social and cultural factors are rarely
addressed as they are difficult to change without the broad participation of
stakeholders. As Krahulcova notes, rather than technological solutions, “most
complex real-world problems require complex real-world solutions” (2021).
Accordingly, the problem is probably best addressed by focusing on the
professional development and support offered to the inexperienced classroom
teachers — which might be supported by appropriate Al, perhaps by establishing Al-



assisted networks of colleagues and pedagogy experts across the country. The
emphasis is again on augmentation: using the technology to support rather than
replace teachers.

AIED Commercialisation of Education

While learner-focused Al has been the subject of research for around forty years,
almost a decade ago it “escaped” from the research labs to be developed into
commercial products by a growing number of multi-million-dollar-funded AIED
companies. It is mostly these products that are being implemented in schools
around the world, frequently by government (local and national) agencies. This is
important for several reasons. First, while the original research is undertaken in
academia with the explicit aim of enhancing teaching and learning, today'’s
commercial organisations by definition focus on generating profits (even a mission
to ‘do good’ is a commercial strategy): “Given that the children’s interactions with
these Al systems generate both technical knowledge about how the product works
and market knowledge about how the product is used, are children in classrooms
around the world being recruited by stealth to create and supply business
intelligence designed to support the corporations’ bottom lines — and is this being
prioritised over the child’s learning and cognitive development2” (Holmes et al.,
2022, p. 24). Second, commercial organisations rarely share information about their
proprietary systems and their effectiveness, limiting interoperability while
disadvantaging civil society with regards procurement, scrutiny and accountability
for the public purse. Third, commercial AIED organisations are not only shaping
individual learners but are also beginning to influence governance and national
policies: “they will impose their standards on what counts as knowledge at all.
Knowledge is, or will be, what is or can be formalised in a computational way” (M. J.
Baker, 2000, p. 127). In short, this commercialisation of education by stealth, through
an AIED back door, is fraught with both practical and ideological issues.

AIED Colonialism

AIED corporations are increasingly selling their AIED tools globally, creating what has
been called an AIED colonialism: global north companies exporting their AIED tools
info contexts in the global south, creating asymmetries in power across and
between nations. All too often “digital technologies function in ways that
perpetuate the racial and colonial formations of the past” (Zembylas, 2021, p. 1).
This is only exacerbated by the fact that the overwhelming balance of AIED
research is also carried out in the global north, and rarely addresses cultural diversity
or local policies and practices in any meaningful way (Blanchard, 2015).

AIED colonialism might involve the adoption of AIED tools created in one context in
other places, leading to market and economic gains for the global north
corporations, with the extraction of local data and capital out of the host country



(Nemorin et al., 2022). These gains and extractions may begin with individual schools
embedding AIED tools into teachers’ everyday practices before expanding to draw
in entire state education systems in which single products are adopted across all
schools. However, AIED colonialism might not necessarily depend on specific tools
being imported into global south countries. More subtly, it might simply involve the
language in which most classroom AIED tends to be trained — mainly American
English (Cotterell et al., 2020). In any case, the impact of the English-trained models
used by AIED tools in non-English contexts and on the children who use them
remains unknown (Naismith & Juffs, 2021).

AIED and Trust

A final issue to be mentioned here, in the context of learner-supporting Al, is that of
trust. If Al tools are to become even more widely used in classrooms, it is essential
that teachers, learners, parents and other stakeholders can trust that they will be
beneficial — that they will enhance learning and not cause any harm. In fact,
conversations about stakeholder trust in Al tools designed for classrooms are only just
beginning. However, all too often the onus is placed on the classroom stakeholders
(to trust the learner-supporting Al tools) rather than on the providers (to provide
learner-supporting Al tools that are trustworthy). For example, a recent paper
proposed eight factors that influence teachers’ trust in adopting Al-based
educational tools, all of which focus on the teachers, and none of which require the
Al developers to make their tools trustworthy (Nazaretsky et al. 2021). In short, the
European Commission’s Ethics Guidelines for Trustworthy Al (2019) should be applied
to AIED systems too.

CONCLUDING THOUGHTS

ldentifying these numerous challenges should not be seen as an attempt to prevent
the application or teaching of Al in educational contexts, but instead as an attempt
to help ensure that it is the right kind of Al that is applied in education and the right
approach to Al that is taught (Holmes, 2020). For Al in general, it took many years
before its ethical and humanistic challenges began to emerge and began to be
addressed. However, with BigTech controlling Al developments and thus much of
the direction of travel, it is clear that there remains a long way to go (Bender et al.,
2021). In parallel, although the AIED research community is itself more than forty
years old, it is only in the past few years that AIED tools have begun to enter
classrooms in any serious way, while the teaching of Al remains stuck in a
technological cul-de-sac. In short, AI&ED, the application and teaching of Al in
education, remains way behind. However, as we have noted, refreshingly there are
increasing attempts to engage with a humanistic approach to AI&ED (e.g., Holmes
et al., 2022; Holmes & Porayska-Pomsta, 2023; Tuomi, 2018), with issues such as



surveillance, human agency, and fransparency, to name just three, beginning to be
surfaced and addressed. Hopefully, this paper’s short dig below the surface will
encourage others not to take current AI&ED at its face value, but to identify,
engage with, and address the emerging challenges — especially those that today
remain unknown.
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