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Synopsis 
 
Diffusion-weighted MRI (DW-MRI) models are traditionally fitted via a computationally 
expensive non-linear least squares approach. Recent work has moved to fitting these 
models using supervised deep learning algorithms trained on synthetic datasets, whose 
underlying distribution can affect parameter estimation. Self-supervised learning may 
address this by extracting training labels directly from the input data. We use these three 
strategies to fit a complex biophysical model – the VERDICT-MRI model for prostate – and 
find improved performance in parameter estimation using self-supervised model fitting on 
simulated data. We also observe plausible tumour contrast on in-vivo prostate data, 
motivating the use of this novel technique.  
 
Summary of Main Findings 
 
DW-MRI model fitting of the VERDICT model for prostate using a self-supervised neural 
network improves parameter estimation over supervised deep learning and non-linear least 
squares fitting, and shows reasonable tumour contrast on in-vivo prostate data. 
 
Introduction 
 
Microstructure imaging combines bespoke diffusion-weighted MRI (DW-MRI) acquisitions 
with biophysical models to investigate the sub-voxel tissue microstructure. These models are 
traditionally fitted using a non-linear least squares (NLLS) approach. Recent work has used 

supervised deep learning approaches to fit these models (1) (2). However, these are 

typically trained on large synthetic datasets, whose underlying distribution can introduce bias 

into fitted parameter estimates (3). Self-supervised learning has the potential to address this 

issue by extracting training labels directly from the input data but can also lead to higher 
variance (4).  
 
Self-supervised model fitting has been used successfully to improve microstructural 
parameter estimation for two-compartment models (5) (4) (6). This work is the first to trial 
this approach for three-compartment (or higher) models, or for the prostate. We compare 
three model fitting strategies – NLLS, supervised learning, and self-supervised learning – for 
the VERDICT-MRI model (7) (8) (9), both in simulations and in in-vivo prostate. Results 
show that self-supervised learning improves performance on simulated data compared to 
NLLS and MLP and yields maps retaining? tumour contrast on in-vivo scans. 

 
Methods 
 
Simulated Dataset 
10,000 DW-MRI signals were simulated to quantitatively assess the performance of the self-
supervised fitting against NLLS and MLP. The same acquisition parameters were used as in 
patient datasets, and parameter values were randomly sampled (using a uniform 

distribution) from biophysically plausible parameter ranges: fIC, fEES: [0,1], R: [0,15]m and 



dEES: [0.5,3] m2/ms, with the constraint fIC + fEES + fVASC = 1. Rician noise was also added, 

with SNR = 50.  
 
Data Acquisition 
Four men with biopsy-confirmed clinically significant prostate cancer from the INNOVATE 
clinical trial (10) were analysed in this study. VERDICT-MRI data was acquired on a 3T 
scanner (Achieva, Philips Healthcare, Best, Netherlands), with a pulsed-gradient spin echo 
() sequence. Imaging parameters were: TR/TE, 2482–3945/50–90; field of view, 220 × 220 
mm; section thickness, 5 mm; no intersection gap; acquisition matrix, 176 × 176; in-plane 
resolution, 1.25 × 1.25 mm; b-values, 90, 500, 1500, 2000, and 3000 s/mm2. Each b-value 
also included a b=0 image using the same TE as the corresponding diffusion weighted 
image. The total imaging time was 12 minutes (11).  

 
Biophysical Model 
The VERDICT prostate model has three compartments characterising diffusion in the 
vascular (VASC), extracellular-extravascular space (EES) and intracellular (IC) components 
in tumours. These are modelled as randomly-oriented sticks (AstroSticks), Gaussian free 
diffusion (Ball) and restriction in an impermeable sphere (Sphere) respectively (7). We 
estimate four model parameters: fIC (IC volume fraction), fEES (EES volume fraction), cell 
radius R and EES diffusivity dEES (12) (13). The vascular volume fraction is calculated as 
fVASC = 1 – fIC – fEES. The DW-MRI signal for VERDICT is: 
S(b)/S0 = fVASCSVASC(dVASC,b) + fICSIC(dIC,R,b) + fEESSEES(dEES,b) 
where b is the b-value and S0 is the b=0 signal intensity. 

 
Parameter Estimation 
We consider three approaches: i) NLLS estimation, ii) supervised deep learning with 
multilayer perceptron (MLP) (1) consisting of three fully-connected hidden layers, each with 
150 neurons, trained on 100,000 synthetic DW-MRI signals with added Rician noise (2) and 
iii) a novel self-supervised (SS) deep learning technique using a feed-forward, back 

propagation fully-connected neural network (FCNN) (3). The network consists of an input 

layer and three fully-connected hidden layers (each with 10 neurons to match the number of 
diffusion-weighted acquisition volumes) and an output layer with four neurons, one for each 
of the parameters to be estimated. A schematic representation of the self-supervised 
technique is given in Figure 1. 

 
Results 
 
Table 1 shows mean squared error (MSE) values obtained between parameter estimates 
and ground truth values for all three fitting strategies on simulated data. We find that self-
supervised fitting produces the lowest MSE across all four VERDICT parameters. Scatter 
plots of parameter estimates obtained using all three strategies against ground truth values 
are shown in Figure 2. Visually there is stronger correlation between estimates and ground 
truth using self-supervised fitting. This is supported by the Pearson correlation coefficients 
shown both on Figure 2 and in Table 1, which are higher for self-supervised fitting than for 
both other methods for fIC, R and dEES.  
 
Examplar maps from a patient with all fitting strategies are shown in Figure 3. Self-
supervised fitting produces maps with reasonable tumour contrast on in-vivo prostate data, 
which was observed across all four patient datasets. Some further hyperparameter tuning is 
necessary to achieve the detail seen in NLLS maps. 

 
Discussion and Conclusion 
 



This work presents a comparison between three DW-MRI model-fitting strategies: NLLS, 
supervised deep learning via MLP and a novel self-supervised FCNN approach. Self-
supervised fitting demonstrates improved performance over MLP and NLLS fitting on 
simulated data, in terms of MSE and Pearson correlation coefficient. VERDICT maps on in-
vivo prostate data show reasonable tumour contrast, but are less detailed, indicating further 
tuning of the network is needed for reliable performance on real MRI data. This is likely due 
the complexity of the signal from the Sphere compartment. 
 
Future work will quantitatively compare the fitting strategies in more detail by considering 
bias and variance separately. We will also analyse their performance on a larger patient 
cohort in delineating different tissue types, and explore the generalisability of self-supervised 
learning to unseen data. 
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Figure 1: Schematic representation of self-supervised model fitting strategy. 10 image 
volumes are inputted into the network (five b=0 and one directionally-averaged image for 



each b-value). There are three fully-connected hidden layers, each with 10 nodes and then a 
final output layer of four nodes, one for each parameter to be estimated. These parameters 
are then fed into the VERDICT signal model to create the reconstructed signal, S’. The loss 
is computed by minimising the mean-squared error (MSE) between the input signal, S and 
S’. This is then used to adjust the weights of the network. 
 

 fIC fEES R dEES 

SS r 0.8225 0.6124 0.8188 0.4050 

SS MSE 0.0001 0.0001 0.0266 0.0025 

NLLS r 0.7932 0.6456 0.5803 0.3900 

NLLS MSE 0.0002 0.0001 0.0745 0.0029 

MLP r 0.5854 0.4828 0.5650 0.1960 

MLP MSE 0.0002 0.0002 0.0655 0.0026 

 
Table 1: Pearson correlation coefficients (r) and mean-squared errors (MSE) for parameter 
estimates from each model. We observe lowest MSE across all fitted parameters for self-
supervised fitting, and highest correlation for fIC, fEES and dEES. 
 
 

 
 
Figure 2: Scatter plots comparing performance of self-supervised fitting (SS FCNN) against 
NLLS and MLP. Ground truth parameters were those used to simulate the signals. Pearson 
correlation coefficients are shown below each parameter. Visually, strong correlation is 
observed for self-supervised fitting. fIC, R and dEES have higher Pearson correlation 
coefficient when fitted using self-supervised learning than with NLSS and MLP. 
 



 

Figure 3: Parametric maps obtained from one example patient dataset using the three fitting 
strategies. Arrows highlight the cancerous lesion where it is shown clearly on parametric 
maps. We find reasonable tumour contrast using self-supervised fitting, but further network 
tuning is necessary to achieve more detail in fIC and fEES maps.  
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