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Abstract

As the need to eliminate and even draw down greenhouse gasses,
chiefly CO5 and CHy, becomes ever more urgent, so too does the
need for tools to generate renewable energy and simultaneously
reduce our demand for it. Thermoelectrics tackle both problems:
by definition, they can generate electricity directly from thermal
energy, and through this process they could also recycle waste
heat from our inefficient devices, which waste 50 % of their en-
ergy as heat. Much research has gone into thermoelectric mate-
rials in recent years, but the need for conflicting materials prop-
erties, including a high electrical conductivity and Seebeck coeffi-
cient but a low thermal conductivity, have meant high efficiencies
are restricted to materials consisting of rare and toxic elements,
precluding their use in the volumes required.

This thesis examines a number of potential earth-abundant
thermoelectric materials. Through thorough observation of scat-
tering sources for phonons and electrons, we discern if the materi-
als will make effective thermoelectrics, and why. First we look at
the effects of a complex structure, through BaBi;Og; and then take
a more design-focused approach by looking at anion substitution
to augment the transparent conducting oxide ZnO into Zn,NX, X
= Cl, Br, I. This allows the assessment of these design methods,
and other emergent topics, so that still better thermoelectrics may
be developed, perhaps in time to postpone the worst effects of the

climate crisis.






Impact Statement

The latest Intergovernmental Panel on Climate Change report
has warned that it is “almost inevitable” that we will breach the
1.5°C of heating since pre-industrial levels target laid down by the
2015 Paris Agreement. 3 It also states that the current impacts of
global heating are already worse than expected.* Furthermore, ev-
ery fraction of a degree rise in temperature risks triggering climate
tipping points,® where massive irreversible changes occur that risk
further accelerating temperature rises in a potential cascade. Re-
cent research suggests six of these tipping points are likely in the
1.5-2.0 °C warming range, including permafrost thawing, ice-shelf
collapse and coral die-off.% It is therefore imperative that we ur-
gently shift to renewable, carbon-neutral energy sources, for which
thermoelectrics are highly interesting candidates.

As materials that convert heat into electricity, thermoelectrics
could potentially harvest energy from any heat source, but be-
yond that they could recycle waste heat from electrical devices,
buildings, or even humans and other animals, increasing efficiency
and therefore reducing the increase of renewables required. Be-
sides climatic necessities, thermoelectrics could have positive ef-
fects on society by contributing to a decentralised energy gener-
ation system for the common good, rather than the monopolised
system of today which has lead to the cover-up of the climate
crisis and many problems besides, which disproportionately af-
fect the poorest.” Unfortunately, modern high-efficiency thermo-
electrics are commonly composed of rare and/or toxic elements,
such as PbTe and BiyTes, which prevents their wide-scale uptake.
Therefore, this thesis aims to explore earth-abundant thermoelec-
tric materials, helping to propose design principles and analy-
sis methods that can help computationalists and experimental-
ists alike discover the next generation of scalable thermoelectric
materials, as part of studying specific materials we hope will fulfil

the dual necessities of efficiency and environmental friendliness.
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Part 1

Introduction






1 MOTIVATION

Since the link between atmospheric CO, and global temper-
atures was first drawn in 1895,%% the global temperature has
risen by 1.16 °C, with the hottest ten years all occurring since
2010.1° This, and complex consequent effects, have been shown
to bring inequitable pestilence, ! famine, !? war!® and death, but
technological advances are able to reduce these consequences. !
An important preventative approach is to rapidly reduce and
reverse greenhouse gas emissions, primarily CO, and CHy, of
which one of the most significant sources is the burning of fossil
fuels. One of the main ways to do this is by the use of renew-
able energy technologies, such as solar, wind and hydropower,
however renewables and nuclear currently only account for 23 %
of global energy consumption (according to the substitution
method, which accounts for inefficiencies in the combustion of
fossil fuels).'® Thermoelectrics are a renewable energy technol-
ogy that converts heat into electricity, or vice versa. They are
not currently in widespread use, which makes them an impor-
tant candidate for study to diversify the available renewable en-
ergy sources. Additionally, as 50 % of generated energy wasted
as thermal energy,'® they open up a wide array of applications

that other renewables do not have.



2 APPLICATIONS

While around 64 % of the global waste heat is from sources below
100 °C,'® higher temperature sources are more tractable for ther-
moelectrics, as the Carnot efficiency (the efficiency of an ideal
engine, 1 — %7 where T and Ty are the cold and hot side tem-
peratures respectively 1°) is higher, assuming a constant cold side
temperature (i.e. room temperature). This means that sources
from 100-300 °C have the greatest theoretical potential for har-
vesting, with around 63 % of harvestable energy.!® Practically
though, it is also worth considering that the energy in higher
temperature sources, such as industrial processes like steel forg-
ing,'” is concentrated in a smaller area, hence less thermoelec-
tric material is needed. Furthermore, thus far many of the high-
est performing thermoelectric materials have their highest effi-

ciencies at temperatures in excess of 600 °C.

Due to the ubiquity of waste heat, there are many other
applications for thermoelectrics. Small thermoelectric modules
could be incorporated into the nearly-as-ubiquitous display screens,
recycling some of their waste heat to increase efficiency and bat-
tery life. This could also be done with any number of electri-
cal devices, or other objects. Even a sedentary computational
chemist emits 116 W, which could provide a Watt or two for
for a small wearable device operating well below the Carnot
efficiency.'® Ambient heat could be another source, for other
small self-powering devices such as environmental sensors. Run
in reverse, thermoelectric devices can use electrical current to
move thermal energy across themselves, allowing them to be

used for heating and cooling. One of the most common refrig-



eration methods today, evaporative cooling, has existed since at
least fifth century BCE Iran,'? although modern systems can be
more clearly traced back to around 1755 CE work by William
Cullen, John Hadley and one Benjamin Franklin.?° Thermoelec-
tric cooling offers several advantages over evaporative cooling: a
solid state system requires no moving parts (e.g. fans), making
them quiet and reliable: thermoelectric generators powered by
nuclear batteries power the only artificial objects to have left our
solar system, including Voyagers 1 and 2, which are still pow-
ered 46 years after launch.?! They require no refrigerant gasses,
which have variously been toxic, ozone depleting®? and/or po-
tent greenhouse gasses.?? While these applications may not have
a significant direct effect on the climate crisis (Montréal proto-
col withstanding), they could encourage competition over device
efficiency and greater interest and therefore investment in the

technology, accelerating more impactful applications.

More direct impacts might be felt from integrations with
other emissions-free energy generation technologies. Thermo-
electric generators have been shown to be able to work, some-
times even with enhanced efficiency, inside nuclear fission reac-
tors,?* where they could be used to reliably power monitoring
devices to enhance safety and therefore uptake. Work has also
been done studying the integration of thermoelectrics into pho-
tovoltaic cells. In a theoretical model of ideally efficient ma-
terials (where the thermoelectric material was represented as a
Carnot engine and the photovoltaic operated at the detailed-

£2526)  the overall efficiency was raised from 33.2 %

balance limi
to 35 %, a relative increase of 5.4 % compared to just the photo-
voltaic.?” The energy absorbed by the thermoelectric is greater
than this increase, but is counteracted by the thermoelectric in-
sulating the photovoltaic, reducing its ability to radiate excess
heat, causing an increase in charge recombination and therefore
decrease in efficiency.?® Another method of increasing the effi-
ciency of photovoltaics is placing them above bodies of water,

in the whimsically named floatovoltaics. These utilise evapo-

APPLICATIONS



[ INTRODUCTION

rative cooling by said water to reduce the aforementioned effi-
ciency reduction of the photovoltaics, resulting in relative effi-
ciency gains of around 2% for a 5°C temperature difference.?’
Combining these various technologies may provide ways to fur-
ther enhance efficiencies — thermofloatovolatics may provide a
greater temperature gradient for the thermoelectric rather than
an efficiency boost for the photovoltaic, or concentrated solar
may have a similar effect, but with the added benefit of less
thermoelectric and photovoltaic materials needed. The ubig-
uity of heat enables a ubiquity of utility, and of course, research

will be needed, both into materials and device architecture, the

former of which we hope to help address here.



3 THERMOELECTRICITY

History of the Thermoelectric Effect

The study of thermoelectricity can be traced back to the dis-
covery in 1794 by Allessandro Volta®® that dead frogs would
spasm when in water touched by the end of an iron rod which
had been heated, but not when it was cooled. In 1825, Thomas
Johann Seebeck3! discovered the thermomagnetischen Wirkung
when a loop composed of two rods of different metals joined
end-on-end deflected a compass needle, which Hans Christian
Orsted®?33 realised the following year to be more fundamen-
tally the thermélectriques effect, which was later named after
Seebeck as the Seebeck effect. The reverse process, transform-
ing heat into electricity, is known as the Peltier effect, after its

discoverer Jean Charles Athanase Peltier.3*

Modern devices for both the Seebeck and Peltier effects are
commonly thermocouples. This comes from the fact that they
are made from two thermoelectric materials, one electron-conducting
(n-type), and one hole-conducting (p-type). In both materials,
when there is a temperature gradient the hot charge carriers
move faster than the cold charge carriers, causing the rate of
diffusion to be greater towards the cold end, resulting in a po-
tential difference. When there is a potential difference, the holes
move with it and the electrons counter to it as usual, transfer-
ring heat in the direction of the particle flow. In order for the
the effects in the different materials not to cancel, the thermo-
electric materials therefore need to be connected electrically in

series, but thermally in parallel, as shown in Figure 3.1.



[ INTRODUCTION

Figure 3.1: A thermocouple, the
typical thermoelectric device ar-
chitecture. Heating one side of
a material causes the charge car-
riers at that end to move faster
than those at the cold end, so
they diffuse to the cold end,
creating a potential difference.
When connected into a circuit,
this can generate a current. This
is the Seebeck effect, the princi-
ple behind thermoelectric materi-
als.

Theory

Mathematically, the Seebeck effect is quantified by the Seebeck
coefficient (or thermopower), a, which is the ratio of the poten-
tial difference, AV, to the change in temperature that causes it,
AT. For the purposes of calculating it, a more practical form
is:

(3.1)

W AV 2kEm*T ( T )é
AT 3eh? 3n

where kg is the Boltzmann constant, m* is the charge carrier
effective mass (a measure of the mobility, low effective mass
means more mobile, see Equation (3.4)), T is the absolute tem-
perature, e is the fundamental charge, A is the reduced Planck
constant and n is the carrier concentration. Here we see the
Seebeck coefficient is dependent on temperature, leading to one
last thermoelectric effect, the Thomson effect. This is when
a single material can generate thermoelectric effects when un-
der the influence of a temperature gradient and current, due to

the high temperature areas having a higher Seebeck coefficient,

generating more potential difference and therefore transferring



more heat.? This also occurs in all thermoelectric systems, as
all have a combination of temperature and electrical potential

gradients.

The efficiency of a thermoelectric is quantified as its dimen-

sionless figure of merit, 27"

o’eT

K

T =

where Kk = K|+ ke (3.2)

where o is the electrical conductivity and « is the thermal con-
ductivity, composed of the lattice (k;) and electronic (k) com-
ponents. The quantity a?c is known as the power factor (PF),
and is often used as an analogue for ZT, where k may be dif-
ficult to measure or calculate, or to separate it from the effects
of varying s, which can be easily engineered. This is related to

the efficiency, n by:

T, -T.( VI+ZT -1
1 T \/1+ZT+%”

(3.3)

where T}, and T, are the hot and cold side temperatures, respec-

tively. Looking at the electrical conductivity:

ner

o =ney =

o~ (3.4)
where p is the charge carrier mobility and 7 is the charge carrier
relaxation time, it is clear that the two components of the power
factor are at odds: a high Seebeck coefficient requires a small
number of poorly mobile charge carriers, while high electrical
conductivity requires many low effective mass charge carriers.
This is one of the major stumbling blocks for thermoelectrics

research and contributes to the lack of high Z7T materials.

The thermal conductivity is the other major factor. It is
made up of a lattice component, transmitted by phonons (the
quanta of lattice vibrations), and an electronic component, trans-
mitted by electrons. The electronic component cannot be re-

duced without also reducing the electrical conductivity, as ex-

3.2. THEORY
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Figure 3.2: A depiction of the
interrelated properties that make
up ZT. High ZTs require high
electrical conductivity, o and See-
beck coefficient, «, but low ther-
mal conductivity, k.

10
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pressed by the Wiedemann—Franz law:3¢
ke = LoT (3.5)

where L is the Lorenz number. Thermoelectrics need to be con-
ductive, so reducing electron transport to lower the thermal con-
ductivity is not a desirable solution. This lead to the phonon-

t,3” where electrons are al-

glass electron-crystal (PGEC) concep
lowed to be conducted rapidly like in a crystal, while phonons
are forced to move slowly and be scattered like in a glass to
minimise thermal conductivity while maintaining an acceptable
electrical conductivity. PGEC materials can be made by con-
trolling the structure of materials at the atomic scale,®® or at
the macro scale.?® An example of the former is adding disor-
der to the material, to prevent phonons transferring down long
lines of atoms which vibrate at similar frequencies, and there-
fore transmit phonons efficiently. Disorder, either by changing
the locations of extant atoms or extrinsically doping a material,
can break up these paths, scattering phonons and decreasing the
lattice thermal conductivity. Another option is adding rattlers:

large, weakly bound atoms or ions which can vibrate relatively

freely, efficiently scattering the phonons.

Temperature is another complicating factor. In Equation (3.1)
one can see Seebeck coefficient increases with temperature. Fur-

thermore, as temperature rises, increased thermal motion of the



3.3. THERMOELECTRIC MATERIALS

atoms increases the rate at which they scatter phonons, lowering
lattice thermal conductivity. Combined with the temperature
factor in Equation (3.2), ZT is much much higher at high tem-
peratures. This means an important limiting factor for thermo-
electrics is often their thermal stability, as a maximum Z7T is
often not reached before they decompose. It also makes room
temperature thermoelectrics very inefficient. If efficient room
temperature thermoelectrics were realised, the commercial uses
of thermoelectric energy harvesting could be expanded from en-
ergy recycling in relatively niche, albeit efficient, high temper-
ature industrial settings to much lower temperatures both in-
dustrially and domestically, enabling a vastly increased scope
for their deployment. On the other hand, increasing tempera-
ture smears out the Fermi—Dirac distribution, the energies which
fermions such as electrons occupy, to higher energies. If it ex-
cites the minor charge carriers (i.e. holes in an n-type material)
across the band gap, this results in ambipolar doping. While
this causes a large increase in the electrical conductivity, it can
wipe out the Seebeck coefficient as both the electrons and holes
move in the same direction, cancelling each other out, resulting
in a low ZT at high temperatures and low carrier concentra-
tions. Therefore, high temperature thermoelectrics need larger
band gaps than low temperature thermoelectrics, but this makes
it more difficult to dope it heavily enough to maximise ZT'. The
band gap also affects the colour of the material, which while in-
significant to the efficiency, may affect where it may be used: a

transparent thermoelectric could be particularly versatile.

Thermoelectric Materials

The most efficient thermoelectrics today have ZT's greater than
2, perhaps some of the most famous being PbTe**** and Biy Tes, 4
with ZT's of 2.2 and 2.0 respectively. Unfortunately such ma-
terials are inappropriate for wide-scale deployment due to their

rare and toxic elements, so new materials are required. A more

11
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12

earth-abundant alternative is SnSe, which has reached ZT's up
to 2.6, however it faces difficulties in synthesising it at scale
due to tight growth requirements and poor packing ability of
the powder, meaning single crystals are necessary. These are
particularly hard to grow with respect to doping conditions,*”
a major barrier for thermoelectrics, which require high doping

concentrations. *8

Oxide thermoelectrics are an appealing class to study, as
they are heavily studied for other reasons, such as as transparent
conductors, of which CdO was the first to be studied in 1907,49>°
coincidentally while studying the thermopower (Seebeck coef-
ficient). Transparent conducting oxides (TCOs) in particular
have a wide array of high-profile uses, from solar panels and de-
vice screens to insulating glass coatings,® so the wide-scale pro-
duction knowledge and supply chains already exist. They have
a number of desirable characteristics for thermoelectrics. They
have a high chemical and thermal stability, for example ZnO has
high melting and decomposition temperatures of 2,250 K and
2,247 K respectively;®? CdO melts at 1,700 K and In,Os melts
at 2,185 K, enabling such materials to access the most concen-
trated energy sources and achieve higher ZT's. While there are
some TCOs with toxic metals such as CdO, this can be miti-
gated due to the strong chemical bonds these compounds leading
to a low metal loss factor during fires,>*® although that does
not speak to the safety in their pre-device lifetime, including
mining and processing. As their name suggests, they are highly
conductive, with dispersive conduction bands which can be re-
lated to linked metal oxide polyhedra.®® Unfortunately, this is
also coupled with low Seebeck coefficients and high lattice ther-
mal conductivities,®” but there are methods that can improve

each of these.

As we have seen, the Seebeck coefficient is dependent on the
charge carrier effective mass (Equation (3.1)), leading to the
strategy of finding relatively flat-band systems, but this would

come at the expense of the electrical conductivity. A more com-
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plex picture was constructed by Gibbs et al.,’® who defined the
effective mass in two separate ways. The first was the conduc-
tivity effective mass, m}, which is defined by feeding the conduc-
tivity back into Equation (3.4) to get the effective mass, keep-
ing the relaxation time constant under the constant relaxation
time approximation (CRTA). This is an effective measure of the
average inertial effective mass, i.e. the most literal meaning of
the term, but does not account for the effects of multiple bands
at the band edge, which can have a large effect on the Seebeck
coefficient. An alternative definition of the Seebeck coefficient

is:

_ J9/(E)E(E — Ep)ghdE

= 2. 0ic% where «o; = 5
eT [ gi(E)ESLdE

B >0

, (3.6)

(07

where ¢ is the band index, g is the electronic density of states
(DoS) and f is the Fermi-Dirac distribution.”® This equation
shows the the Seebeck coefficient is weighted by the density of
states and the Fermi-Dirac distribution derivative with respect
to energy of the system, meaning that a large density of states,
which could be supplied by higher band degeneracy at the band
edge. The shape of the bands is also consequential, which is
where the second effective mass of Gibbs et al.?® comes in, the
Seebeck effective mass my. This is the effective mass that would
get the calculated Seebeck coefficient, if all the bands were a
single band, which now takes into account band degeneracy and
other factors. From these effective masses, they calculated the

Fermi surface complexity factor:

3
* 2
N'K* = <m5) , (3.7)

where N is the effective valley degeneracy and K* is the effec-

tive anisotropy factor. N, is the number of degenerate states

that would exist if there were N independent valleys, but it also

13
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accounts for non-degenerate and non-identical states through:
2
mg = Ny*my, (3.8)

where mj is a conceptual single valley effective mass, which is
not well defined. This accounts for band degeneracy at the same
k-point, but it is also important to consider the degeneracy of
off-T" band extrema. The I' point, at the centre of the Brillouin
zone, is not affected by any symmetry operations, but other
points will be, with the maximum degeneracy occurring off of
high-symmetry paths in highly symmetric structures. K* de-
scribes the deviation from spherical band edges, for example el-
lipsoidal band edges would have an anisotropy parameter, K, of

::l‘ , and non-ellipsoidal band edges are ascribed a K* as:
1

P <:b)3 (3.9)

c

This analysis has been used, for example, on CdTe, which has
a singly-degenerate, highly disperse CBM, and therefore and
N:K* of 1;°® AlAs, which has a single disperse CBM at the
X point, which in that structure has threefold degeneracy, and
a N*K* of 3.5;° and Mgs(Sh, Bi)y, where multiple off-high-
symmetry extrema and a threefold-degenerate area of flat dis-
persion combine to reach peaks of N K* of up to 20, correspond-
ing to peaks in the power factors.% Gibbs et al.*® also examined
the lead oxychalcogenides PbS, PbSe and PbTe. PbTe in par-
ticular is famous as a high-efficiency thermoelectric, reaching a
p-type ZT of 2.2 at 800-915 K,**4! and in the study of Gibbs
et al.”® it was shown that at 600 K with an N} of 12, the N} K*
was b0, consistent with the long, anisotropic hole pockets in the

valence band.

PbTe also has excellent thermal conduction characteristics.
Skelton et al. %! studied the lead chalcogenides under the quasi-
harmonic approximation (QHA),% allowing temperature-dependent

thermal transport to be calculated up to 600 K, above which
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anharmonic effects become too strong and the QHA becomes

less accurate. They found that the increasing the temperature

causes the already low lattice thermal conductivity of 1.91 Wm 1 K™!

at 300 K to decrease further, partly due to a lowering of the fre-
quency of the modes, known as softening. This approximation
proved accurate at low temperatures (100-300 K), but underes-
timated experimental lattice thermal conductivities by 2-3 times
at 600 K. The results do not account for scattering mechanisms
such as defects and grain boundaries, and do not recreate ex-
perimentally observed effects in PbTe such as avoided crossings
in the bands, which is attributed to anharmonic effects.% All
of these effects would be expected to reduce the lattice ther-
mal conductivity further, so other unaccounted for effects such
as anharmonicity beyond the QHA approximation must have
significant effects, although this does suggest some fortuitous

cancellation of errors within QHA.

Anharmonic effects are an effective way of decreasing the
lattice thermal conductivity in other materials too, prime ex-
amples of which are in cage structures such as skutterudites
and clathrates. These are both cage-like structures with guest
atoms: clathrates typically have a polyhedral cage structure
made of group 14 atoms or water ice or transition metals and
pnictogens and the filler atoms is normally from groups 1, 2,
16 or 17; whereas skutterudites have the formula EP,T,X;s,
where EP is an electropositive filler element such as a rare earth
metal (y can be 0), T is a transition metal and X is typically a
pnictogen. They typify the PGEC concept as the cage acts as
a network through which charge carriers can conduct, and the
weakly-bound guest can “rattle”, effectively scattering phonons
and therefore disrupting the thermal conductivity.%* Computa-
tionally, this rattling exhibits itself as a highly localised phonon
density of states and flat bands in the phonon band structure.
They also cause avoided crossings of the bands, which indicate
high scattering rates, and can suppress the height (in energy

space) and therefore gradient/ group velocity of the acoustic
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phonons, which often carry the majority of the thermal con-
ductivity due to a combination of high group velocity, low scat-
tering rates and high occupation.®” In the review of inorganic
clathrates by Dolyniuk et al.,® almost all the clathrates stud-
ied had low lattice thermal conductivities, below 6 Wm K1,
with the exception of Na-Si systems, which have higher electrical
conductivities, lower Seebeck coefficients and higher electronic
contributions to the thermal conductivity than other clathrates
— the lattice thermal conductivity accounts for 70 % of the to-
tal thermal conductivity for 75 % of all the clathrates studied.
Heavier guest atoms result in lower lattice thermal conductivi-
ties, showing the importance of rattling, but heavier frameworks
also play a significant role in reducing the thermal conductivity,
that is to say the thermal conductivity follows the trend Sn < Ge
< Siin this study. This results in thermopower being the major
deciding factor in clathrate thermoelectrics, whereas in general
lattice thermal conductivity is also a significant distinguishing
factor. Another distinction compared to thermoelectrics as a
whole is that there are more n-type clathrate thermoelectrics
published than p-type ones, but like other thermoelectrics, the
n-type materials still have higher electrical conductivities and
lower Seebeck coefficients than the p-type ones. Clathrates are
required to be electron-balanced in order to exhibit semicon-
ducting behaviour, as their otherwise metallic behaviour results
in a low Seebeck coefficient and high electronic contribution to
the thermal conductivity, and this can be engineered by creating
vacancies in the structure or substituting atoms in. Overall, the
highest ZT materials had Seebeck coefficients above 200 pV K1,
conductivities of 10-1,000 S cm ! and thermal conductivities be-
low 2Wm 'K !, leading to a maximum ZT of 0.7 at 300 K for

some Sn-based clathrates.

Skutterudites and clathrates have a range of methods with
which to optimise them, such as those outlined in a review of
CoSbs-based skutterudites by Liu et al.® Like other materi-

als, substituting atoms to create a solid solution can cause a
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large reduction in the lattice thermal conductivity, by a factor
of at least 2 in the cases reviewed. Large size differences in
particular increased the incidence of point defects, which can
cause strong phonon scattering. Such substitutions can also im-
prove electrical properties, for example doping Te on the Sb
site increases the conductivity as well as decreasing the ther-
mal conductivity, resulting in a Z7T of 0.93 at 800 K.% Addi-
tionally doping with Ge on the same site charge-compensates
for the Te, increasing the solubility of the Te and further re-
ducing the lattice thermal conductivity, reaching a Z7T of 1.1
at 800 K.%" Adding filler atoms can further enhance the ZT', for
example in Dyg4Co35NiggSbio, which reached a ZT of 1.4 at
773 K,% and adding multiple filling atoms can improve it fur-
ther, to 1.7 at 850K in Bag gsLag.o5 Ybo.04C04Sb12.%? High pres-
sure torsion, which causes plastic deformation via an increased
number of defects, has been used to reach a ZT of 1.9 at 835K
in Srg.09Bag.11 Ybg.o5Co4Sbio, however after heating during the

measurement of Z7T this reduced to 1.8.79

Adding deformations is a widely used method to enhance
thermoelectric performance, outside of skutterudites as well as
within. Nanostructuring is method to reduce the thermal con-
ductivity of materials through introducing boundaries on the
nanoscale, with mean free paths shorter than those of phonons
and longer than those of charge carriers, in order to get a net
increase in ZT. This can take many forms, from plastic defor-
mation similar to that mentioned above, inclusions of secondary
phases and superlattices to creating nanoscale structures such
as nanowires and quantum dots.” Superlattices, nanowires and
quantum dots require fabrication that can currently only be
done on a small scale, such as atomic layer deposition (ALD),
so methods of bulk nanostructuring are required for widespread
use. As an example, one method is doping, which at small
scales can be referred to as nanocompositing. SiggGeg is one
such nanocomposite, and has been produced with grain sizes

of 10-20nm, a length shorter than virtually all phonon mean
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free paths in bulk silicon at 300 K. While we can simulate the
scattering of phonons at these grain boundaries by introducing a
scattering rate related to the grain size (% where vy is the group
velocity and L is the length of the grain or distance between im-
purities, henceforth referred to as the scattering distance), this
only accounts for thermal boundary scattering, but due to the
wave nature of phonons there will also be scattering of phonons
of a similar wavelength to the scattering distance. Therefore,
hierarchical structures are required to minimise lattice thermal
conductivity, to scatter phonons of a range of wavelengths more
effectively, as has been done in PbTe to get a ZT of 2.2 at
915K. They combine the atomic-scale, through a solid solu-
tion with PbSe; nanoscale precipitates of Sr'Te and the resulting
strain from lattice mismatch and mesoscale grain structure from
spark plasma sintering.*! They also propose that an interfacial
charge preferentially scatters electrons over holes, reducing the
negative effects of ambipolar doping at high temperatures in
this p-type material, a phenomenon that has also been observed
in (Bi, Sb),Tes.™ The phonon scattering processes are still not
well understood, but previous work using the methods in this
thesis have predicted thermal conductivities within a factor of
two from experiment.’” Electronic scattering is another factor,
although unlike phonons we seek to avoid it. The difficulty with
electrons, is the Boltzmann equation treats them as particles,
but their de Broglie wavelength, at least in SiggGeyg is around
5-10nm, so if the nanostructuring is at this scale, the Boltz-
mann transport equation may no longer be valid. In this thesis,
we use the same scattering rate as for phonons, Ufg, and limit
the nanostructuring to 20 nm.

Returning to oxides, their study as thermoelectrics began
in earnest in 1997 when Terasaki et al.” measured a large
Seebeck coefficient in p-type NaCo,O,4 of 1001V K1, approx-
imately 10x that of other candidate high-temperature super-
conductors, which it was initially studied for. Later work by

Ma et al.™ would show a high density of states at the valence
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band edge, along with a lighter band approximately 0.1eV be-
low, which could be accessible and account for its relatively high
Seebeck despite its high conductivity of 5 x 10*Scm!. Later
studies, however, have failed to achieve simultaneous high con-

k,™7 and even when prepared with a com-

ductivity and Seebec
plex grain structure with grain sizes of down to 1pm, resulting
in a thermal conductivity below 1Wm K™, ZT has not ex-
ceeded 0.05.7" Related compounds Na,CoO, and BiySraCo20,
have reached ZT's of 1 at 800 K™ and 1.1 at 973 K™ respectively,
the latter partly due to the reduced lattice thermal conductivity
from the whisker-like structure, of width 10-50 pm. Na,CoO5 in
particular has been studied as a Na intercalation compound for
batteries, and the mobile Na that are necessary for that®® have
been attributed for the low lattice thermal conductivity below
1 Wm K18 but they can also form insulating phases on re-
acting with water or COs in the air, to the detriment of the ther-
moelectric performance.®? Furthermore, the highly anisotropic
nature of the material means bulk samples have only reached
ZTs of 0.7-0.8 .82 Computationally, a p-type Z7T of 2.10 and 1.92
have been reported for the mixed-anion oxypnictides, LaZnOP
and LaZnOAs at 1,000K,8 although further work found that
they could not be doped to the required level and this has not

been realised experimentally.

As is often the case in thermoelectrics, n-type oxide thermo-
electrics lag behind their p-type counterparts. The dominant
earth-abundant n-type thermoelectric oxides are the perovskite-
structured SrTiOs and CaMnQOs. Doped with La and Nb® or
Dy,® SrTiO3 can reach ZT's of over 0.4 at around 1,000 K. Com-
bining La and Nb doping to optimise the carrier concentration
with measures to decrease the thermal conductivity, including
the dopants themselves, but also TiOs inclusions, superstruc-
tures thought to arise from variations in the lattice resulting
from codoping, and the presence of micro- and nano-sized grains,
Wang et al.8¢ reached a ZT of 0.65 at 1,100 K. Cation substi-

tution has also been attempted to form LagsNag5TiO3, which
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resulted in an 80 % reduction in lattice thermal conductivity,
reaching a ZT of 0.2 at 1,000 K.%” Meanwhile, CaMnOs has
stalled at a ZT of 0.2 at 1,000 K when doped with Dy or Yb,%®
where they also parametrise the transport properties in terms
of dopant concentration to conclude such efforts are unlikely to
yield a ZT in excess of 1. Nevertheless, this does not account for
the various thermal engineering techniques employed in SrTiOs3,
so further improvement may still be possible. CaMnQO3 has been
computationally predicted to reach Z7T's up to 1.37 at 100 K,%’
although they use the GGA level of density functional theory,
which as we will discuss later is not appropriate for electronic
transport calculations. In this case, it leads to a massively un-
derestimated band gap of 0.7eV, as opposed to the experimen-
tal value of 3.07eV,? which leads to spurious decreasing of the
Seebeck coefficient with temperature, consistent with ambipolar
doping effects found in small band gap materials, and inconsis-
tent with experimental data. Other work which used a higher
level of theory, known as GGA+U, where U is a repulsive in-
teraction that reduces unrealistic delocalisation of electrons in
GGA, predicts a band gap of 1.42eV and a much lower ZT
of 0.03 at 1,000 K, without the defect effects that have allowed

experimental data to exceed this value.”’

The most-studied TCO thermoelectrics are ZnO and In,Os.
Along with other TCOs, their metal-oxygen network provides
a conductive route for electrons, but this is not conducive to
a high Seebeck coefficient, and efforts tend to focus on reduc-
ing the lattice thermal conductivity. The highest ZT for ZnO
is 0.3 at 1,273 K for Al doped ZnO (AZO),*"%? which did not
significantly decrease the lattice thermal conductivity below the
relatively high value of 5Wm 'K~ !. The highest singly-doped
TCO ZT is 0.45 at 1,273K for Ge doped In,03,% which un-
like AZO does not experience substitution of the Ge onto the
In site, but rather forms inclusions of InyGe;O7. This not only
causes a threefold increase in conductivity, but a fivefold de-

crease in thermal conductivity to 0.6 Wm 1K1, Still higher
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ZT's are achieved by dual doping: Al and Ga doped ZnO reaches
a ZT of 0.65 at 1,247K.% Like other dually-doped materials,
one dopant, the Ga in this case, serves to enhance the solu-
bility of the other, in this case Al. Thermal conductivity de-
creased from 8Wm 'K !in AZO to 7TWm K ! with 1% Ga
to 5Wm ! K~ ! with 2 %, above which excess Ga forms a signifi-
cant amount of a secondary phase and the thermal conductivity
drops to 3Wm ' K! (a small amount of impurity phase forms
in all the Ga doped samples). A similar pattern was observed
with the electrical conductivity, except the samples with more
than 3% Ga had a drop of four orders of magnitude, making
them unsuitable thermoelectrics, but the researchers note that
at lower Ga concentrations the increased Al solubility mitigates
the reduced electrical conductivity that the Ga would otherwise
have caused. All the Ga-doped samples had an increase in the
Seebeck coefficient, but it was the Zng ggAlg.goGag.g2O which had
the largest Seebeck (besides the insulating phases) of 250 pV K !
and maximised the ZT'. In this work, we will not be able to sim-
ulate complex effects such as dual doping and complex hierar-
chical structure techniques due to limited computational power,
however we will be able to observe in granular detail the intri-
cacies of electronic and phononic transport, providing a means
to explore how these materials might be enhanced and com-
pare with each other. Thus, despite the discrepancies that can
sometimes arise between theory and experiment, we hope this
work can advance the field synergistically with the experimental

results described above.
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4 COMPUTATIONAL THEORY

Quantum Chemastry

Much of this section is based on Computational Materials Sci-
ence by June Gunn Lee.” The basis of density functional theory

(DFT) is the time independent Schrodinger equation: %

~

HY(z;,y;, 2) = EV(x;, i, ), (4.1)

where H is the Hamiltonian (total energy) operator, U is the

wavefunction and E is energy for particles i at positions (z;, i, 2;)-

This is a highly complex equation, exactly solvable only for very
simple systems such as the hydrogen atom (even the hydride ion
is too complex), and so not ideal for extended systems such as
semiconductors, which this project is interested in. Because of
this, several approximations are required to make it tractable.
The first, as has been implied, is that time is neglected. This
limits calculations to the ground state, as any other state is only
transient, but this is perfectly acceptable for these purposes.

Now we consider the energy of the system:
E=FEf"+ Ef™ + Ery+ Ep + Eyj, (4.2)

where E*" is the kinetic energy and E,, is the potential energy
energy between nuclei I, J and electrons ¢, j:

: 1 0? 0? 0?
Ekln - — = 2 h 2 = — _— R
; 5 E V; where V < + +

i
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n

N n
Z 1 1
Eh’ - — Z Z ! and Eij = 5 —, (44)
I i

T 7] i)

in atomic units, where N and n are the numbers of ions and elec-
trons, respectively, V? is known as the Laplacian operator and
r is the distance between two particles. The second and prob-
ably most famous approximation is the Born-Oppenheimer ap-
proximation,®” which acknowledges that the atomic nuclei are
so large compared to the electrons, that their motion is negli-
gible on the electron’s timescale, so the nuclear kinetic energy,
EXn can be omitted and the nuclear interaction energy, E7;, can
be combined with the nucleus—electron interaction energy, Ej;.
Still, much complexity comes from the remaining interactions,
so the Hartree method“® made the electrons independent, inter-
acting only with an attractive external potential caused by the
atomic nuclei, resulting in an external energy Fe., and a repul-
sive mean field caused by all the electrons, the Hartree potential,

causing the Hartree energy, Fy:

Eri+Erg E;;
E=FE¥"4 E,. + FE 4.5
- ext H - ( . )

Now, the energy of all the electrons is simply the sum of the
energies of each electron, or alternatively the total wavefunc-
tion is the product of the individual ones, but this is a gross

oversimplification of the interactions of the electrons.

One of the oversimplifications of the Hartree method is the
omission of the exchange energy. The total wavefunction of a
system of fermions (a class of particles with half integer spins of
which electrons are part) is always antisymmetric, that is to say
that if any two particles swap, the wavefunction changes sign.
The Hartree-Fock (HF) method? accounts for this by treating
the wavefunctions as a Slater determinant.!'%® Matrix determi-
nants change sign if you swap any two columns or rows (parti-
cles) around, making this a suitable representation of a wave-
function. Furthermore, if any two rows or columns of a matrix

are the same, the determinant is 0, ensuring orthogonality of



the eigenstates. This describes the Pauli exclusion principle, 1t
whereby two particles cannot have the same quantum numbers
(or else they would have no wavefunction), demonstrating the
applicability of the matrices to this problem. Treating the wave-

function in this way gives a new form for the energy:
E = Eyin + Foxt + B + Exv (46)

where the new term FE is the exchange energy. Due to the Pauli
exclusion principle, electrons of the same spin tend to avoid one
another, creating areas of depleted electron density near elec-
trons called exchange holes. The exchange energy corresponds
to a restoring force towards that hole, and therefore lowers the
overall energy. The other improvement of HF is the utilisation
of the variational principle, which gives an iterative solution to a
problem where both the wavefunction and Hamiltonian depend
on the electron density. This states that the ground state is the
lowest energy state of a system, and therefore by varying the
wavefunctions in order to minimise the energy of the system,
the ground state can be approached. In HF and subsequent
computational methods, a self-consistent method is used, where
trial wavefunctions are used to calculate energies for the elec-
trons of the system, and use the resulting electron densities to
generate a new set of wavefunctions. This process is repeated
until the input and output energies are the same within some

tolerance.

DFT

DFT itself started from the Hohenberg-Kohn theorems.!%? The
first is that there is a unique ground state energy determined
solely by the ground-state electron density. An external energy
is used analogous to the F. used previously, except now it is
a functional of the electron density, not electron positions. The
second theorem is that the variational principle is applied to the

electron density, and used to find the minimum energy — the

4.2. DFT
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ground state. This leaves us with the following equation:

Elp(r)] = Flp(r)] + Eext[p(r)] = Egs, (4.7)

where p(r) is the electron density at a given radius, r, Fe and
Eq are the external energy functional and ground state energy
and F'is the energy functional of the remaining interactions, in-
cluding the electron kinetic energies, Hartree energy etc. whose

form remains to be found.

The implementation of this came with the Kohn—Sham ap-
proach, % which introduced the Kohn-Sham auxiliary system, %4
which considers non-interacting electrons and an interacting elec-

tron density. This splits F' into more calculable quantities:
Flp(r)] = ELr + By + B (4.8)

Where E" is the kinetic energy of the non-interacting elec-
trons, whose form is known. The interacting component, E
which is relatively small but complex, has been folded into the
exchange—correlation energy, F.., which replaces the exchange
energy in HF. This accounts for both the exchange energy and
the correlation energy, the latter of which is very similar to the
exchange energy in that it is due to the restoring force towards
an area of decreased electron density round electrons, but this
decreased electron density is caused by the Coulombic repul-
sion between electrons rather than the Pauli exclusion princi-

ple. The exchange—correlation energy is the remaining part to

be approximated — the exact exchange energy is not used in
DFT.

The exchange—correlation functionals used in DFT, normally
referred to simply as the functionals, come in four main flavours
based primarily on how they treat the electron density. The first
is the local density approximation (LDA), which approximates

the exchange—correlation energy based solely on the electron



density at that point.

B p(w)] = [ plx) B, (49)

where UEG is the uniform electron gas. This can work fine
for some materials, but is inaccurate for materials with rapidly
changing electron densities. It tends to overestimate the ex-
change energy and underestimate the correlation energy, lead-
ing to a cancellation of errors, but this can break down in highly
correlated materials. While it is straightforward to discount an
electron interacting with itself in separate-electron approaches,
by specifying directly in summations or by using the properties
of matrix determinants to enforce the Pauli exclusion princi-
ple, this is not the case for the electron density. This leads to
what is known as the self interaction error, where the correla-
tion energy is underestimated, particularly in orbitals with high

electron density.

The more refined version than this is the generalised gra-
dient approximation (GGA), which contains not only the elec-
tron density but its differential (gradient), which recreates the
real density of more variable-density systems more accurately.

Practically, this is implemented as a modification of the LDA:
ESNp(r).o] = [ o) B Fls)ir, (210

where F'(s) is the enhancement factor, dependent on the GGA
functional, and
5= NPl (4.11)
p(r)
where C' is a constant. The popular Perdew—Burke-Ernzerhof
(PBE) functional'® is one such functional. Whereas LDA un-

derestimates lattice constants by 3-4%,'% PBE tends to get

structural properties to within 3 %, with a slight tendency to
underbind. ?>1971% Perdew et al.''® noted that while the gra-
dient term in GGA tended to improve energy predictions, it

worsened lattice constant predictions in solids, and so modified

4.2. DFT
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PBE to make a special form for solids, PBEsol, which obtains
more accurate lattice parameters than either LDA or PBE by
restoring some LDA-like character to PBE. We use PBEsol for
calculating the lattice parameters and lattice dynamics in this
thesis, the latter of which it has also been shown to be appro-
priate for,!'! due to its accuracy and computational efficiency,
which are especially important when doing large numbers (tens

or hundreds of thousands) of phonon calculations.

In both LDA and GGA, band gaps are underestimated by
around 50 %, although the range on this value is rather large
and can extend to over 100 % in some small band gap systems,
i.e. it can turn semiconductors into metals. This can be at-
tributed in part to the definition of the band gap: the correct
definition is the (positive) energy of adding an electron to the
conduction band minimum plus the (negative) energy of remov-
ing an electron from the valence band maximum, but using the
Kohn—Sham non-interacting electrons this becomes the energy
of the conduction band minimum minus the energy of the va-
lence band maximum, and doesn’t consider the change in oc-
cupation As an occupied level, such as the valence band maxi-
mum, has a higher energy and an unoccupied level, such as the
conduction band minimum, has a lower energy, this narrows the

band gap. There are several methods that seek to correct this.

Meta-GGA, such as the Tran-Blaha (TB, or modified Becke-

12,113 ipcludes the second derivative

Johnson, mBJ) functional,
of the electron density, which recreates the band gap much more
accurately, although underestimates the band widths, ' mak-
ing it unsuitable for electronic transport calculations. Here we
use a hybrid functional for electronic properties, which replace
a certain proportion of the approximate GGA exchange energy

with the exact HF exchange energy:
EXPi = BUGA o (EYF — EJOY) (4.12)

where « is the proportion of exact HF exchange. As HF over-

estimates the band gap, this cancels out the error in GGA.



Two of the dominant hybrid functionals are PBEO, which is
PBE with 25% HF exchange, and tends to work well for wide
bandgap materials; and the Heyd—Scuseria—Ernzerhof (HSE06)
functional, '® which is PBE with 25% HF exchange at short
range that is screened out at longer range so it becomes pure
GGA, which works well for smaller bandgap systems, and is used
for all the materials in this project. These have been shown to
be very accurate, 197131 but at significant (~10x GGA) compu-
tational expense, so are only used for the electronic calculations,

where they are required.

4.2. DFT
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5 VASP

The main formulation of DF'T has now been outlined, but there
remain several methods to improve efficiency. Here those meth-
ods pertaining to the Vienna Ab-initio Simulation Package (VASP), 132135

the primary code used in this project, are outlined.

Pseudopotentials

The first concerns the individual atoms, which are composed of
a high energy nucleus and its accompanying electrons, many of
which are core electrons which do not participate in bonding.
Instead of simulating them all, a “frozen core” is used, where the
nucleus and all the core electrons are treated as a single entity,
which greatly simplifies the simulation, and parametrises any
relativistic effects from fast-moving electrons in the inner core
of heavy elements. The valence electrons can also be simplified
in a process called pseudisation. This involves removing any
nodes in the wavefunctions to make a smooth function, with a
simple mathematical form which can easily be simulated. The
particular type of pseudopotential used in this project is the pro-
jector augmented-wave (PAW) method.'3%137 This starts with
a wavefunction which consists of an addition of a radial func-
tion to simulate the core and a plane-wave function to simulate
some of the non-core parts of the valence electrons; and from
this wavefunction pseudopotentials are generated. These PAW
potentials can represent the valence electron density as accu-
rately as traditional potentials such as the norm-conserving or

ultrasoft pseudopotentials, normally at a cheaper cost. They are
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then written into the potentials card (POTCAR) file, from which

VASP can recreate the original wavefunctions.

Bloch’s Theorem

As well as simplifying the wavefunctions, the number of atoms
simulated can be decreased in a periodic solid by subjecting
the smallest repeating unit, or unit cell, to periodic boundary
conditions, whereby each atom responds only to atoms within
that cell and the periodic images. This can be represented by a

periodic potential with a period the length of the lattice:
u(r) =u(r+R) (5.1)

where u is the potential at position r and R is one lattice vector.
Electrons are also periodic, and free electrons can be described
as plane waves. To put this into a solid, the Bloch theorem states
that the valence electrons in a solid are simply free electrons

modulated by a periodic potential from the lattice:
Ui (1) = g ()™ (5.2)

where ¢ is the electron wavefunction and k is a wavevector.
Now, if we translate by some amount r;, we get the original
plane wave modulated by a periodic function, and if r; = R, as

e’®B — 1. we recover the original function:

Uie(r + 1) = w (T + 1p) T
Yie(r + R) = e (r)e’ " (5.3)
= ¢i(r)

Now there is a mathematical form in which a system can be sim-
ulated with the periodicity of the lattice and subject to periodic
boundary conditions, so the entire material can be simulated in
one unit cell, which is entered into the positions card (POSCAR)
file, and outputted as the continuation card (CONTCAR) file.



k-points

We not only need to simulate the unit cell, but how it relates
to the rest of the crystal. We can do that by examining the
crystal in reciprocal space, often known as k-space, or momen-
tum space. Like the periodic unit cell, k-space can be reduced
down to a single “unit cell”, called the first Brillouin zone, often
abbreviated to just the Brillouin zone or BZ, with later identical
zones onioned around it.'*® When simulating a system, VASP
switches between real space and k-space depending on which is
more efficient for a particular calculation; and many of the quan-
tities we show in this thesis are represented in k-space, including
the electronic and phononic band structures and several of the
thermal transport properties. Phononic properties are actually
represented in g-space, which is identical except ¢ = 27wk. Due
to finite computational resources, we calculate properties only
at specific points, known as k-points, often focusing on certain
important high-symmetry points, for example the I point, at
(0, 0, 0), is the perfectly in-phase point at which the band ex-
trema are often found. Almost all calculations are calculated
on a I'-centred k-point mesh, which is an evenly spaced grid
including the I" point, and some additionally have other points,
such as the high-symmetry paths in the electronic band struc-
tures. As k-points are in reciprocal space, larger cells require
a less dense k-point grid (Figure 5.1(b)), but the value used is
determined explicitly by convergence testing, checking the total
energies outputted from VASP for a range of k-point meshes
and selecting one sufficiently similar to previous values, in most
cases here to a condition of 5meV atom!. These we specify in
the k-points (KPOINTS) file. The k-point mesh selected is further
simplified through symmetry, which allows the Brillouin zone to
be reduced to the irreducible Brillouin zone (Figure 5.1(c)), and
the k-points actually sampled are written into the irreducible
Brillouin zone k-points (IBZKPT) file, which can also be used as
the KPOINTS file.

5.3. K-POINTS
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Figure 5.1: A large (light) 2D
unit cell and a small (dark) cell
shown in regular space (a), when
transformed into reciprocal space
(b) invert the ratio of their sizes.
This means that the light cell,
while larger in regular space, re-
quires only a 1 x 1 k-point grid,
while the dark cell requires 2 x 2
(black dots). Symmetry reduces
this to one and three k-points
in the irreducible Brillouin zone
(IBZ, blue, c) respectively.
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(a) Regular Space (b) Reciprocal Space  (c) IBZ

Basis Sets

In order to run the simulation, the wavefunctions of the elec-
trons need to be represented in some way in the simulation,
which is done by a set of functions called a basis set. An ob-
vious option would be a grid, not unlike the k-point grid, of
Gaussians throughout the cell, or with functions centred on the
atoms. Both of these, however, would produce an unphysical
tendency for the ions to align to these functions due to a Pulay
stress, which is caused by incomplete basis sets if Hellmann—
Feynman forces are used'® (Hellmann—Feynman forces are cal-
culated classically on the electron density from Schrodinger’s

140)  Instead, VASP uses a plane-wave basis set, which

equation
are agnostic to atom position and identity. A perfect plane wave
basis set would be complete, so exert no Pulay stress, however
an infinite number of plane waves cannot be simulated, so con-
vergence testing is conducted on the energy cut-off (ENCUT, spec-
ified in the input card (INCAR) file) value, the maximum energy
of the plane waves used, in the same way as it was with the k-
point grid. Even in a sufficiently converged k-point mesh with a
converged plane-wave energy cut-off, Pulay stress can still occur

if the unit cell changes size sufficiently, so when doing a geom-



5.4. BASIS SETS

etry relaxation the ENCUT value has been increased by 30 % to

minimise that effect.
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6 BELECTRONIC CALCULATIONS

FElectronic Structures

In order to calculate the transport properties of the materials,
we first calculate the electronic structures. These show the dis-
tribution of electron energy levels in k-space, as calculated by
VASP, and are shown in two ways in this thesis. The first is the
electronic band structure, on the left of Figure 6.1, which shows
the valence band in blue and the conduction band in orange
along a path between high-symmetry points in k-space, where
key features like the conduction band minimum (CBM) and va-
lence band maximum (VBM) tend to occur. The energy scale
is given relative to the valence band maximum. This provides

an effective visual method to assess a material, showing:

e [f there is a bandgap, i.e. if the material is metallic or
insulating.

e The ability to promote charge carriers across the bandgap.
In thermoelectrics, a large bandgap will make it harder to
dope to the optimal level, potentially limiting the ZT,
but a small bandgap will allow all charge carriers to be
thermally excited across the gap, resulting in ambipolar
doping and a collapse of the Seebeck effect.

e An indication of the optical absorption frequencies, e.g. a
material with a band gap of greater than 3.1eV will likely
be transparent.

e Whether or not the gap is direct, which affects the effi-
ciency of the absorption as indirect bandgaps will require

a phonon as well as a photon to excite a charge carrier.
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e The mobility of charge carriers, which is proportional to
the curvature of the bands. This is often quantified as the

charge carrier effective mass:

h2
= % where m* = ——. (6.1)
dk?

If the mobility is high, the electrical conductivity will likely
be high when doped.

e The Seebeck effect, which is higher if there are many states
at the band edge, e.g if there are degenerate bands, flat
bands or off-high-symmetry band edges.

The other version is the density of states (DoS), which cal-
culates the energies on an even mesh in k-space, which is essen-
tial to getting a comprehensive view of the electronic transport,
and is used as an input for the transport property codes. It is
also necessary to plot a DoS graph, on the right of Figure 6.1,
which can show the bandgap, but also the atomic makeup of the
orbitals, which can give a clearer understanding of which atoms
mediate charge transport.

In this thesis, we use the sumo package'*! to do this anal-
ysis, which plots the graphs, calculates the size and nature of

the bandgaps and uses the parabolic band fitting method to cal-

Figure 6.1: The electronic band
structure and projected density of
states (PDoS) of ZnO. The va-
lence band is in blue and the con-
duction band is in orange. Plot-
ted with sumo. !
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culate the effective masses. We use the Bradley—Cracknell for-
malism 42 for choosing the high-symmetry path, which hits the
most important high-symmetry paths, but is not as comprehen-

sive as for example SeeK-path. 143144

Boltzmann Transport Equation

The Boltzmann transport equation, described by Ludwig Boltz-
mann in 1872, statistically describes the movement of a fluid
under some potential gradient, here the flow of electrons under
electrical and temperature gradients, and phonons under a tem-
perature gradient. For the electron transport, the conductivity

tensor between two states, m and n, g,,,, is given by:
Orn (1, K) = €730, (1, K)v,, (4, k), (6.2)

or in terms of energy:

() = %Z Tmn (1, k);g(a — €i,k)’ (6.3)

where e is the charge of an electron, 7 is the relaxation time,
17 is the band index, k is the wavevector, N is the number of
k-points, v is the electron velocity and ¢ is the band energy.

Note:
1 de

v Rk

i.e. the electron velocity is proportional to the gradient of the

(6.4)

bands in the electronic band structure. This is used to formulate

the Onsager coefficients, named after Lars Onsager: 4

10t) = [o@e-wr (-5 ) e o)

3

in atomic units where L(® are the Onsager coefficients and f is

the Fermi-Dirac distribution: '46:147

fET) = — (6.6)

e—p
ersT +1



6.3. RELAXATION TIME APPROXIMATIONS

and g is the chemical potential, in this case the Fermi Energy
ep; and kp is the Boltzmann constant. From the Onsager coef-

ficients, we can calculate the transport properties, the conduc-

tivity:
o=LOY, (6.7)
Seebeck coefficient:
L
and electronic contribution to the thermal conductivity:
1 (LW
- _ 1@
Ke = —5r (L(O) L : (6.9)

The fact that the scattering lifetimes are weighted by the deriva-
tive of the Fermi-Dirac distribution (i.e. a sharp function cen-
tred round the Fermi level) will become important later. With
respect to the electronic thermal conductivity, this is sometimes
approximated by the Wiedemann-Franz law,?¢ either with a
fixed Lorenz number (suitable for degenerate conductors/ met-
als) or a variable one, 8 but we use the explicit Onsager coeffi-

cient version in Equation (6.9).

Relazation Time Approrimations

The majority of the terms in the Equation (6.5) can be ob-
tained from the electronic energies from a Density of States
(DoS) in VASP, with the exception of the relaxation time, 7.
The simplest method is the constant relaxation time approxima-
tion (CRTA), where the relaxation time is approximated to be
constant, typically 1 x 10~**s. This is the method implemented
in the Boltzmann Transport Properties (BoltzTraP) code.' As
computational power has increased, calculating some of the scat-
tering rates explicitly has become tractable, so an update, Boltz-
TraP2 was released with a more accessible Python interface, and
the ability to specify non-constant relaxation times, to act as a

base on top of which other codes could be built. ?° In this thesis,
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we use the AMSET code,'®! which uses the momentum relax-
ation time approximation (MRTA) to calculate the scattering
rates, which it feeds into BoltzTraP2 to calculate the transport
properties. The MRTA assumes that electron lifetimes are scalar
quantities, and that they are the same whichever direction the
electron goes between two states. The specific flavour of MRTA
used in AMSET is the self-energy relaxation time approxima-
tion (SERTA), which neglects back-scattering of the electron
from the second state. Elastic scattering gives scattering rates,

’7'71 as:

_ 27
T ' = f|gnm(ka q)|26(€nk - 5mk+q)7 (610)

where the electron is scattered by a phonon of wavevector q.
Inelastic scattering is more complicated, including terms for the

phonon energy fwg and Bose-Einstein occupation by:

27
7'*1 — f|gnm(k, q)|2
X ((bq +1- fmk+q)5(€nk — Emk+q — hwq) (6.11)
+ (bg + frnk+q)0(Enk — Emkiq + wg)),

but in both cases they contain the scattering matrix g, which is

characteristic for each scattering mechanism.

Scattering Rates

The first scattering mechanism is the acoustic deformation po-
tential (ADP) scattering, for which the scattering matrix is

given by:

acoustic =

\% kBTan i .

g (o) = D == 7= (Wniral e o), (6:12)
G#—q

where G is a lattice vector, f)nk = Dok + Vi Q Vi, Dy is

the deformation potential and C is the elastic constant. The

deformation potential is the change in electron band energies

caused by distortion of the lattice, which causes electrons to



scatter by ADP scattering. This is the only process that is not

electronically screened, as it is not mediated by charged entities.

Next we have the ionised impurity (IMP) scattering:

o (@)= ) nIMPze (Wmicrale O [ (6.13)

gnm 2 2 ’
ol la+Gl>+ 5

where npyp is the concentration of ionised impurities of charge
Z, €5 is the static dielectric constant (note in this case the
static dielectric constant refers to the sum of the ionic and high
frequency dielectric constants) and [ is the inverse scattering
length. This describes scattering off of ionised impurities, either
intrinsic or extrinsic, which are required to reach the optimum

carrier concentration in thermoelectrics.

The polar optical phonon (POP) scattering is given by: 12

hw 1 (Prmicrql €D )

POPk po - = mk+q
e =g 30 o e
(6.14)

where €., is the high-frequency dielectric constant. wy, is the

dipole-weighted polar-optical phonon frequency at the I' point,
which an approximation instead of using all the phonon frequen-
cies at all g-points, as the dominant contribution to this mecha-
nism is long range (i.e. near the I" point) optical phonons via an
interaction with a dipole. As the dipole interaction goes to zero
with the frequency, this method does not consider the acous-
tic phonons. %3154 This describes the scattering of electrons by

optical phonons.

Finally we have the piezoelectric (PIE) scattering:

acoustic
pIE Z VkBTh wkarq‘e (a+G)r |wnk>

k, q . (6.15

G#—-q

where h is the piezoelectric tensor. This scattering results from
the piezoelectric effect, where an electric current causes the
movement of dipolar portions of the material or vice versa, caus-

ing scattering. This can only happen if the material lacks an in-

6.4. SCATTERING RATES
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version centre.
The inverse scattering length, [, is defined as:

62

- / DE)(E)(1— f(2))de,  (6.16)

where V' is the volume of the unit cell and D(g) is the electronic
density of states. This accounts for the screening of the latter
three processes by other electrons.

A simple method to represent grain boundary scattering,
where the mean free path of the electrons is essentially capped

at a certain distance, is also implemented.



7 VIBRATIONAL CALCULATIONS

Phonon Dispersions

Phonons are quantised lattice vibrations, which we use to un-
derstand the vibrational properties of a material, including ki-
netic stability and thermal transport. Phonon dispersions (Fig-
ure 6.2) are much like electronic dispersions, in that they show
the energy (frequency) of the phonons along a high-symmetry
path in k-space, and the gradients of the bands are equal to the
group velocities of the phonons. They differ in that there are a
fixed number of modes (3N where N is the number of atoms),
do not have a bandgap (or at least not in the important way
non-metallic electronic structures have) and phonons are bosons
rather than fermions, so they do not obey the Pauli exclusion
principle, allowing multiple phonons to occupy the same state.
The energies of the phonons are absolute, and the first three
modes, the acoustic modes, always drop to zero at the I' point,
which corresponds to the in-phase movement of all the atoms,
i.e. a translation of the crystal. Negative frequency modes show
that a displaced atom has a negative restoring force, i.e. that it
wants to go somewhere other than its original position, and the

material is not kinetically stable.
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Figure 7.1: The phonon disper-
sion and projected DoS of ZnO.
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Force Constants

In order to calculate the phononic transport properties, we start

with the crystal potential energy, ®, which can be expanded as:

O=9o

+Y 0 0o (1) ua(lk)

lk «

5 S S Bk, UK (hyus (1K)

Wkk' of
1
+ 5 SN O Tk, UK UK Yuo (L) us (VK Yun (1K)
WIkk'k" afy
+ ...,

(7.1)
where [ are the unit cells, k are the atoms, «, § etc. are the
modes, u are the displacements and &y, ®,, .5 and @,z are
the zeroth, first, second and third order force constants respec-

155

tively. Here we use the Phonopy code ', which uses the super-

cell approach, whereby atoms are displaced by 0.01 A to induce



a restoring force:

L
Dua ik’

which can be used to calculate the second-order force constants:

Fo(lk) = —

(7.2)

02 OF5(I'K)

= — : 7.3
Oug (1k)Oug(I'K") Oug (k) (7:3)
This enables us to calculate the dynamical matrix:
a D50k, U'K") -
Dip(q) =Y = 5 K)=r(0K)) (7.4)

o VTN

where r is the atomic position, m is the atomic weight and q
is the wavevector (in phonon calculations, g-points are used,
which are analogous to k-points, except q = 27k). When the
dynamical matrix acts on the polarisation vectors of the modes,

eq;, the phonon frequencies, w of those modes j can be obtained:

D(@)eq; = wljeq. (7.5)

which can be constructed into a phonon dispersion, and also
a phonon DoS. This same method can be applied, but with
three phonons afvy and a triple partial derivative, to obtain
the third-order force constants and upwards. This accounts for
some anharmonicity, which results in a complex shift to the
frequencies of Awg;+il'g;. The first term is a shift in the energy
of the modes, while I is the imaginary phonon self-energy, from
which the scattering lifetimes can be obtained. The factor of
2 in the definition varies by source,'®® but in Phono3py, the

third-order version of Phonopy,*®” the scattering lifetimes are:

1
= 7.6
T T (wa) (7.6)
We can then obtain the lattice thermal conductivity:
! D Cava® (7.7)
R = v~ aVa VaTa, .
TNV £

7.2. FORCE CONSTANTS
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where N is the number of unit cells of volume V', v is the group
velocity, the band gradient; and C' is the heat capacity, which is

a function of frequency:

hw, 2 ekBT
? T) o 5 (7.8)
) ()

Ca:k:3<
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8 INTRODUCTION

So far we have shown that thermoelectrics are complicated, re-
quiring the calculation of phononic and electronic transport as
integral parts of their assessment. This is reflected in the codes
needed to simulate them — on top of the DFT code (e.g. VASP),
there is one for electronic transport (e.g. AMSET), and nor-
mally two for the phononic transport, typically Phonopy and
a third order+ code, here Phono3py. Each code has its own
file format: in our case VASP uses a range of bespoke plain-
text files and xml and binary files, AMSET uses json and hdf
files, Phonopy uses yaml and plain text files and Phono3py uses
hdf5. While some formats such as yaml are human-readable,
others such as hdf5 are not, and either way they may be diffi-
cult to parse for some and tiresome for everyone. Each code has
its own naming formats, for example Phono3py uses “qpoint”
where AMSET uses “kpoints”; and data arrangement, e.g. AM-
SET supplies its data with the full 3 x 3 matrix where Phono3py

gives the reduced 6 x 1 form:

xTr Y TZ

xy yy yz| = |zx yy zz yz xz TY (8.1)

Tz Yz 2z

Each also has its own preferred units and normalisation customs,
and there may be variations between versions, e.g. some versions
of Phono3py normalise their contributions to lattice thermal
conductivity per mode per g-point, termed “mode_kappa”, by
the number of points in the g-point mesh (an artificial construct

used to make the calculation tractable, see Section 5.3), and
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some do not. Each of these intricacies compound the risk of
human error in the calculations.

ZT is a complex property made of electrical conductivity,
Seebeck coefficient, temperature and electronic and lattice con-
tributions to the thermal conductivity, and each of the electrical
transport properties can be broken down into influences such as
mobility and scattering rates, of which six different types are
used here. The lattice thermal conductivity is influenced by
factors such as group velocity, scattering rate and mode occu-
pation. Many of the quantities above have different values de-
pending on temperature and carrier concentration, and can be
broken down by band and g-point. The point is, there are many
different quantities that can be described in many different ways,
which interact, adding yet more ways to analyse them.

To help overcome these factors, we have written the code
ThermoParser, which helps in all stages of thermoelectric cal-
culations, from generating inputs to parsing data from multiple
inputs into a consistent format, and then retrieving, analysing
and visualising the data in both simple and complex ways. The
code is written in as a Python package to enable people to have
full control to creatively display their own data how they want,
but also allows all basic functions to be done via a command-
line interface (CLI), enabling quick and easy analysis of data
whilst maintaining a high degree of customisability. The code is
fully documented, which can be found at https://smtg-ucl.
github.io/ThermoParser/.


https://smtg-ucl.github.io/ThermoParser/
https://smtg-ucl.github.io/ThermoParser/

9 THERMOPARSER

Input Generation

The smallest, but perhaps most broadly useful function is the
ability to generate k-point files comprising of weighted and un-
weighted k-points. When calculating DoSs, which are used by
electronic structure codes such as BoltzTraP and AMSET, the
energies are required to be calculated both as accurately as pos-
sible, and as densely as possible with respect to the number
of k-points. Accurate calculations require calculating the elec-
tronic wavefunction on a relatively dense mesh, which weighted
on the weights of the k-points in the irreducible Brillouin zone
in the overall cell in k-space. This is expensive to calculate, and
requires a lower density of k-points than are useful for the DoS
calculation, so two meshes can be combined: a weighted mesh
to ensure accurate wavefunctions, and an unweighted mesh,
which is not used to calculate the wavefunctions, and so is much
cheaper to obtain a dense mesh of energy values. ThermoParser
can construct this file, and suggest parallelisation options to

further optimise the calculation.

Data Creation

Strictly speaking, the first major step facilitated by ThermoParser
is the generation of data via BoltzTraP, although this ability has
not been used in this thesis. BoltzTraP is a code which calcu-
lates electronic transport properties via the constant relaxation

time approximation, which in itself is an efficient code for run-
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ning a low level of theory very quickly. In its Python implemen-
tation, however, within a package called pymatgen, it is parsed
into dictionaries, where each data point is explicitly linked to the
condition it was simulated under, e.g. {’seebeck’: {’1000’: 100}},
signifying that the Seebeck at 1000 temperature is 100. This has
the advantage of being relatively clear as to which conditions the
simulation was run under, where the norm is to have indepen-
dent sets of data, where it is left to the reader to infer that
if there are ten temperatures and the second dimension of the
Seebeck coefficient is ten long, the second dimension is probably
temperature. On the other hand, this is relatively slow, compu-
tationally speaking, to write and read. This problem was foun-
dational to the current form of ThermoParser. ThermoParser
runs the efficient algorithms for extracting the Onsager coeffi-
cients from BoltzTraP, while detecting and handling some com-
mon bugs that vary by installation, and calculates the actual
transport properties itself, placing the data in non-nested dic-
tionaries, but providing the arrangement of the data along with
other metadata as detailed in the next section. It is then saved
as a hdfb file.

Data Consolidation

Once the data has been created by the various codes, in order
to be easily handled it is read by ThermoParser into a single
format. The chosen format is a single dictionary, where each
property has its own entry, and the order of the dimensions is
first categorical variables such as scattering mechanism, then
temperature, other condition variables such as carrier concen-
tration, intrinsic variable such as band and g-point and lastly
direction. This need not be remembered, as all the useful addi-
tional data is saved in the meta dictionary, an example of which

is given below:

datal‘meta’] =

{‘kappa_source’:

o6



‘phono3py’,
‘units’:
{‘mode_kappa’:
‘W m-1 K-1",
‘lattice_thermal_conductivity’:
‘W m-1 K-1",
‘temperature’:
K>
‘gpoint’:
3
‘dimensions’:
{‘mode_kappa’:
[‘temperature’, ‘gqpoint’, ‘band’, 3, 3],
‘lattice_thermal_conductivity’:
[‘temperature’, 3, 3],
‘temperature’:
[‘temperature’],
‘gpoint’:
[‘gpoint’, 3]}}

This gives the source of the data (Phono3py), as well as the units
and dimensions of each quantity (“3” refers to the direction, so
kappa is a 3 x 3 matrix whereas qpoint is a 3 X 1 matrix). The
units are made consistent between the codes by default, often
adhering to SI units or the convention of the field. Any depen-
dent variables are loaded in automatically, so all the data needed
to know what everything refers to is always present. There is
also a configuration file which allows alternative units and con-
versions to be specified, which are reflected in the metadata and

later in the axis labels.

Data Handling

In order to turn the raw data into useful data, several opera-
tions are often done, such as specifying conditions such as tem-

perature, and calculating further properties such as Z7T. As

9.4. DATA HANDLING
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well as being important for humans to understand the data, the
metadata is read by ThermoParser to facilitate some of these
processes, particularly for specifying conditions. An example of

this in action at the command line is the get function:

$ tp get amset bmfp/transport_47x39x49.json -q
power_factor -t 800 -n -2el9
The power factor in the avg direction at 800 K and

-2.154e+19 carriers cm™-3 is 0.0626 W m-1 K-2.

This obtains a specific piece of data, only from the file and with-
out interpolating (with the exception of ZT where it may be
necessary if the calculated conditions are different for the elec-
tronic and phononic transport properties). Here the requested
carrier concentration (-n -2e19) is not in the file and the direc-
tion has not been specified, but the actual conditions used have
been stated verbosely to ensure transparency, along with all the

units.

Data Visualisation

Finally there is the data visualisation, which is featured heavily
in the rest of this thesis. There are a range of basic plot-types
in common use, which are implemented at the command line,
or constructable with four lines of code and one import through

the Python package:

import tp

fig, ax, _ = tp.axes.large.one()

data = tp.data.load.phonopy_dispersion(‘band.yaml’)
tp.plot.phonons.add_dispersion(ax, data)
fig.savefig(‘band.pdf’)

These include phonon dispersions (Chapter 18) and ZT" heatmaps
(Sections 13.4 and 22.3 and chapter 23). An important modifi-
cation of the dispersion is the stacked dispersion (Section 13.3),
which can help with supercell convergence and is not trivial due

to the varying x-axis scales.
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There are also plot-types which are new to ThermoParser,
to the best of our knowledge. Third order phonon calculations
are extremely expensive, and one may not want to do them
if a material is unlikely to become a good thermoelectric, so
we developed the kappa-target plot shown in Figure 9.1, which
gives the maximum lattice thermal conductivity allowable if one
wants to reach a particular ZT'. In this case, a lattice thermal
conductivity of 1Wm ! K™! would be required to get a high
ZT at even high temperatures, so if the goal of the study is to
get a high moderate-temperature Z7', one might choose to move
to another material. Another example is the average-rates plot
(Sections 13.2 and 22.1), which shows the average of the charge
carrier scattering rates weighted by the derivative of the Fermi-
Dirac distribution at that carrier concentration and tempera-
ture, in the same way as is used to calculate the conductivity,
therefore giving a more representative picture of the effect of
the scattering rates than a raw plot of the rates.

The third application is using the Python interface to easily
compare disparate sets of data. For example, many properties
related to the lattice thermal conductivity, such as the group
velocities and scattering lifetimes, cover a large range of values
and so are best represented on a logarithmic scale. One might
want to compare these properties to the phonon DoS in order

to attribute characteristics to certain atoms, as we have done in

9.5. DATA VISUALISATION

Figure 9.1: Maximum lat-
tice thermal conductivity able to
achieve a ZT of two for BaSnOs.
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Section 22.2. ThermoParser makes plotting linear-scaled quan-
tities on a log scale or vice versa straightforward, so the user

only has to focus on what they want, and whether they should.
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10 CONCLUSION

We have designed and written a Python package, ThermoParser,
which assists with all stages of the thermoelectrics workflow,

from writing inputs to retrieving and plotting data. It is built on

a file system designed to be transparent and human-understandable,

while also being customisable and expandable. It has several op-
tions for making more efficient use of the users time, from DFT
calculation optimisation to goal analysis, and can quickly re-
trieve desired data. The largest section is dedicated to plotting
the data, which offers a range of commonplace and new plot-
types accessible easily from the command line for all, and it is
also highly customisable, allowing users with a little Python ex-
perience to create complex new plots quickly to suit their needs.

p7:83,158-160 and also by a few

It is widely used within the group,
people internationally, and we hope it will make thermoelectrics
analysis more approachable and accessible to all who are inter-

ested.
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11 INTRODUCTION

The work in this chapter was published in the paper following
paper, which is Ref. 158 and from which parts of this chapter
are adapted:

e K. B. Spooner, A. M. Ganose, W. W. W. Leung, J. Buck-
eridge, B. A. D. Williamson, R. G. Palgrave and D. O. Scan-
lon, BaBi;Og: A Promising n-Type Thermoelectric Ox-
ide with the PbSbyOg Crystal Structure, Chem. Mater.
2021, 33, 7441.

As previously discussed, conductive oxides make interest-
ing thermoelectric candidates due to their high n-type electrical
conductivities, high thermal stabilities, and are well understood
in general due to decades of research. That is, except for their
high lattice thermal conductivities characterised by extremely
long phonon mean free paths.?” Therefore, the first method we
will look at is simply finding a complex-structured oxide, in
the hope that it will retain the favourable properties of con-
ductive oxides, with a much reduced lattice thermal conductiv-
ity. PbShyO¢ was first discovered in the Cetine mine in Italy
in 1996, and so gave the former name of that mine, Rosia
mine, to the crystal structure — Rosiaite. (The crystal struc-
ture itself was discovered at least 55 years previously in a range

162) Tt is a layered structure con-

of antimonates and arsenates.
sisting of alternating layers of (1) edge-sharing SbOg octahedra,
occupying two-thirds of the octahedral sites, and (2) Pb cations
above the vacant octahedral sites. The SbyOg layers consist of

a metal-oxygen network with metals in the np® ns® electronic
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Figure 11.1: Crystal structure
of BaBiyO¢, through the layers
(top) and along the layers (bot-
tom). Ba, Bi, and O atoms are
denoted by green, grey, and red
spheres respectively. Drawn with
Vesta. 104
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structure, found in many traditional conductive oxides such as
ZmQO, which should be ideal for conducting charge carriers, while
being more complex than such materials and so hopefully ex-
hibiting stronger phononic scattering. Meanwhile, the Pb ions
present a favourable site for doping, which will minimise the
disruption to the conductive framework, and could possibly act

as rattlers.

Unfortunately, due to the toxic Pb this is not a suitable
material for a wide-scale thermoelectric, but in 2004 Mizoguchi
et al. %3 synthesised a range of stannates, antimonates and bis-
muthates, including several antimonates and bismuthates in the
rosiaite structure. Of those, CdSbyOg contains the toxic Cd, so
is unsuitable, and many others (and all those of other struc-
tures) were made of relatively light elements such as Mg, Ca
and first and second row transition metal elements. Heavy ele-
ments vibrate at relatively low frequencies, and also have a high
mass contrast with the O ions, preventing phonons from easily
transmitting down these channels, so we determined the most
promising candidate to be BaBiyOg (Figure 11.1).  While it
is true that Bi is not especially earth abundant, at 2.5 ppm in

165 it is still around 30 times more

the silicate earth by weight,
abundant than the Se in SnSe (0.075ppm), and does not have
the toxicity of Pb in PbTe. Also, around 36 % is made of the
highly abundant Ba (6,600 ppm) and O (around 500,000 ppm),
whereas the Te in BisTes is only about five times more abundant
than Bi (12ppm). Besides elemental abundance, the synthesis
method is also important to the sustainability of the material.

163 gynthesised orange crystals of BaBi,Og hy-

Mizoguchi et al.
drothermally from NaBiO3 and BaCls - 6 H,O at 410 K, and our
experimental collaborators successfully reduced that to 360 K

(90°C),'%® making this a very low-energy synthesis.

Mizoguchi et al. 63 then used diffuse reflectance spectra and
the Kubelka-Munk method %% to ascertain the bandgaps, which
was 2.6 eV for BaBiyOg, in agreement with its orange hue. This

is a reasonable value for a thermoelectric: several of the other



PbSbyOg structure had very large bandgaps of 4-5eV, which
makes it difficult to dope them sufficiently to achieve the re-
quired conductivity for thermoelectric performance. On the
other hand, small bandgaps make it too easy to excite charges,
resulting in ambipolar doping, which can approximately erase
the Seebeck effect. Another rosiaite structure, SrBi,Og, also
has a reasonable bandgap of 2.0 eV, but is less attractive due to
elemental scarcity of Sr (19.9ppm) compared to Ba; neverthe-
less it could make an informative comparative study at a later
date. (While CdSbyOg is reported to have a calculated bandgap
of 2.1eV, this uses the Perdew—Wang-86 (PW86) GGA func-

167

tional, ™" which is likely an underestimation; the experimental

bandgap is variously reported as 3.8 eV or 4.4eV.) Saiduzzaman

et al. 168

conducted a study on the photocatalytic properties of
BaBiyOg and other rosiaite-structured materials. They noted
that the strong hybridisation of the Bi 6s and the O 2p orbitals
caused a large conduction band dispersion, which reduced the
band gap below the large values seen in other rosiaite-structured
materials, contributing to its effective photodegradation of phe-
nol. The high dispersion will also make it n-type conductive if
dopable, which hopefully, owing to the not-too-big bandgap (in
this study measured to be 2.33eV), will be possible. The an-
timonates PbSb,Og and BaSb,Og had less disperse conduction
bands and wider bandgaps. Indeed, several other bismuth ox-
ides have been studied as thermoelectrics already. 169717t The
important distinction though is that the oxides with trivalent
Bi are in p-type materials where the bismuth oxide component

79,169,170 whereas in oxides with pentavalent Bi, the

171 (

is insulating,

Bi can also
72

bismuth oxide component is n-type conductive.
function as a trivalent anion in oxide thermoelectrics,'™ and
while the Bi contributes to the conductivity, in that case there
is a much lesser interaction with the O due to their shared an-
ionic character.) BaBiyOg has pentavalent Bi, and is therefore

hoped to be an effective thermoelectric.

INTRODUCTION
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12 METHODOLOGY

The energy cutoff and k-mesh density convergences, geometric
relaxation and electronic dispersion calculations were conducted
on the nine-atom primitive cell. The convergences, calcula-
tions for the second- and third-order force constants and density
functional perturbation theory (DFPT) calculations used the
PBEsol functional, '*° which is cheap and effective for calculating

1077109 and has been shown to be accurate

the structure of solids,
for lattice dynamics calculations.'! The geometry relaxation
and all optoelectronic calculations used the hybrid HSE06 func-
tional, % which calculates accurate electronic properties. 16131
The energy cutoff and k-mesh density were converged to within

10 meV atom ™!

, resulting in 400eV and 3 x 3 x 3 respectively,
although an energy cutoff of 520eV was used for the geomet-
ric relaxation to avoid Pulay stress.!®® These values were used
as minimum values for all subsequent calculations. The geom-
etry relaxation was done to within forces of 0.01eV A~ on the
atoms and within an electronic energy difference of 1 x 107 eV
for electronic calculations, and the corresponding values for the
phononic calculations are 1 x 107%eVA ™! and 1 x 10 8¢V as
these calculations are very sensitive. The second- and third-
order force constants were calculated in 4 x 4 x 4 (576 atom)
and 2 x 2 x 2 (72 atom) supercells repectively, the latter smaller
as it required 2216 calculations, and a larger supercell would
require more displacements in a much larger cell. The density
of states (DoS) used for the electronic transport calculations
used a 12 x 12 x 12 k-mesh, which was interpolated therein
to 91 x 91 x 75, while the DFPT and optics calculations used



METHODOLOGY

14 x 14 x 12 and 10 x 10 x 9 meshes respectively, which were
all converged to within 10 % for the outputs of each of those

calculations.
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Figure 13.2: High-symmetry k-
point path of the P31m space
group to which BaBi,Og belongs.
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13 RESULTS

Geometry

The results of our HSEO6 geometry relaxation is in good agree-

8 and

ment with the experimental results of our collaborators!®
of Mizoguchi et al.'® (Table 13.1). There is a slight reduction
in the ¢ parameter in PBEsol, which makes is closer to the ex-
perimental results of Saiduzzaman et al.,'%® although overall it
is probable HSEOQ6 is more accurate due to its greater agreement
with the majority of the experimental results in the ¢ direction

and all of them in the ab plane.

Electronic Properties

As hoped, the band structure and density of states (DoS, Figure
13.1) resemble other conductive oxides, with an O p state domi-
nated valence band maximum (VBM), and a metal (in this case
Bi) s state dominated conduction band minimum (CBM). The
CBM is highly disperse, indicating it should be conductive if
n-type doped, and to confirm this we calculated the charge car-
rier effective masses via the parabolic band fitting method (Ta-
ble 13.2), and found that the electrons were lightest within the
plane at 0.368 m,, but they were also light in the out-of-plane
direction, at 0.527 m,.

The MRTA results show that electronic scattering in BaBiyOg
varies in a complex way with carrier concentration and temper-
ature (Figure 13.3). At low carrier concentrations, the lack of

ionised impurities means that the ionised impurity (IMP) scat-



13.2. ELECTRONIC PROPERTIES

Table 13.1: The lattice parameters of BaBi,Og obtained by
our experimental collaborators!®® and our computational re-
sults, with percentage difference from our experimental results;
and the experiments of Mizoguchi et al.'% and Saiduzzaman
et al.'08 In all cases « = 8 = 90° and v = 120°, and experi-
ments were conducted at room temperature.

(A (%)) ‘ Experiment 1°® PBEsol HSEO06
a, b 5.576(4)  5.610 (10.61) 5.590 (+0.25)
¢ 5.789(7) 5.721 (-8.6)  5.806 (+0.29)
(A) | Mizoguchi et al.’®  Saiduzzaman et al. %
a, b 5.576(3) 5.575534(6)
¢ 5.785(7) 5.7381(1)
a) b) 6
— Ba(p) — Bi(s)
0®  — B | 4L i
— 0 — Bi(d)
£ 3T ]
E P obges =
& —
Hemps
L~
> -
i L |
~4 2 0 2 4 r A L M T K H A

Energy (eV)

Figure 13.1: (a) density of
states and (b) band structure of
BaBi»Og plotted with sumo.*!
In (b), the conduction band is
in orange and the valence band
in blue, with the valence band
maximum set to OeV. The k-
point path is using the Bradley—
Cracknell formalism,142 and the
paths are shown in Figure 13.2.
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Figure 13.3: The rates are aver-
aged over k-points and weighted
by the normalised energy deriva-
tive of the Fermi—Dirac distribu-
tion. IMP is ionised impurity
scattering (red), ADP is acoustic
deformation potential scattering
(green) and POP is polar optical
phonon scattering (blue), which
are summed to get total (pink).
The constant relaxation time ap-
proximation (CRTA) results are
also shown (orange).

Table 13.2: The effective masses
of the charge carriers in BaBi>Og
from HSE06, calculated by
parabolic band fitting in the
sumo package.*! The layers are
in the ab plane.

Direction m (m.)

e” a,b 0.368
e ¢ 0.527
h* a,b 1.351
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tering is low, but around 1 x 10 carrierscm 2 it becomes the
dominant scattering mechanism. A 2D version of this plot is
shown in Figure 13.5, which makes it clear that across carrier
concentrations, polar optical phonon (POP) scattering increases
with temperature at a higher rate than IMP scattering, which
is favourable for thermoelectrics as they commonly operate best
at high temperatures and carrier concentrations. It also reaches
the lowest values at around 1 x 10 carrierscm 3, the optimal
carrier concentration for many thermoelectrics. This is in stark
contrast to constant relaxation time (CRT) scattering, which
has a flat rate of 1 x 104s~ !, which is quantitatively only right
at temperatures below 480 K and carrier concentrations below
4 x 108 carriers cm 2, conditions where thermoelectrics are not

normally efficient. Qualitatively, it is never correct.

The consequences of these effects are shown in Figure 13.5.
The electrical conductivity and the electronic contribution to
the thermal conductivity are similar at low temperatures and
carrier concentrations between the two methods, but at high
carrier concentrations, as IMP scattering becomes large, CRT
scattering overestimates the conductivity, up to a factor of two
at 1 x 10%° carrierscm 3. At low carrier concentrations, POP is
dominant, which increases more rapidly with temperature than
IMP scattering. This also results in an overestimation in con-

ductivity of about a factor of two at low carrier concentrations



13.3. PHONONIC PROPERTIES
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and high temperatures. As the Seebeck coefficient does not
depend on scattering, and the electronic thermal conductivity
is normally low compared to the lattice thermal conductivity
at carrier concentrations commonly optimal to thermoelectrics,

this will lead directly to the overestimation of ZT.

Phononic Properties

The convergence of the phonon dispersion of BaBiyOg is shown
in Figure 13.6. The supercells in which there are an odd num-
ber of cells in the ab plain have imaginary modes, indicating
structural instability. This has consequences for the subsequent
calculations: we need to do our calculations on structurally sta-
ble materials, which leaves us with the 2 x 2 x 2, 4 x 4 x 3 and
4 x 4 x 4 supercells. Both the number of calculations and the
computational expense increase rapidly with supercell size, so
we have selected the 2 x 2 x 2 supercell for the third order calcu-

lations, which is not strongly converged, but is kinetically stable

Figure 13.4: Direction-averaged
(a) electrical conductivity, (b)
Seebeck coefficient and (c) elec-
tronic thermal conductivity of
BaBiyO¢ against temperature for
several carrier concentrations us-
ing the MRTA (solid lines) and
CRTA (dashed lines).

Mechanism
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s ADP —— CRT
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Figure 13.5: A 2D version of Fig-
ure 13.3. The darkness shows
the overall scattering rate, while
the colour indicates which is dom-
inant. The contour shows the
standard constant relaxation time
rate of 1 x 1014571,
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Figure 13.6: (a) Phonon dis-
persion of BaBiyOg as calcu-
lated within the harmonic ap-
proximation (PBEsol/DFT) at
the equilibrium (athermal) lattice
constants using Phonopy!®® and
plotted with ThermoPlotter. %8
The k-point path is using the
Bradley—Cracknell formalism, 142
and the paths are shown in Fig-
ure 13.2.

® BaBiyOq ® 7nO
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Figure 13.7:  Comparison of

the phonon group velocities of
BaBi»Op (green) with ZnO (red).
Colour intensity denotes data
density.
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and not excessively expensive. The 4 x 4 x 4 cell was used for
the relatively cheaper second order calculations, as two phonon

interactions have longer range than three phonon interactions.

In terms of actual material properties, the relatively flat
phonon modes of BaBiyOg (away from the I' point acoustic
modes) indicate low phonon group velocity. Looking at the
data from the third order force constant calculations (Figure
13.8), we can also see some more in-depth information about the
phononic transport properties. For example, in Figure 13.8(a),
we can see that the greatest contribution to the lattice thermal
conductivity is from low frequency modes. This can be tracked
back to the long phonon lifetimes or mean free paths in (c) or
(d) respectively. The other component is the group veloc-
ities (Figure 13.8(b)), and while they are not so pronouncedly
larger at low frequencies as the lifetimes or mean free paths,
they are lower than the experimental record-holding oxide ther-
moelectric ZnO, likely due to the heavier atoms (Figure 13.7).
Overall, this leads to a lattice thermal conductivity that is quite
low, as shown in Figure 13.9(a): less than 4Wm 'K above
300K in the in-plane direction and less than 2.5 Wm 'K ! in
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the out-of-plane direction. At the 600 K, this is 2.08 Wm 'K !
and 1.23Wm ' K ! respectively.

ZT

Bringing the electronic and phononic properties together, a ZT

of 0.18 is reached in the in-layer direction, or 0.19 in the out-of-

layer direction at 600 K, slightly below its melting temperature.
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Figure 13.8: (a) Lattice ther-
mal conductivity, (b) group ve-
locity, (c) phonon lifetimes and
(d) mean free paths of phonons
at each band and g-point against
frequency. Colour indicates band
index.

Figure 13.9: (a) Lattice ther-
mal conductivity and (b) ZT
of BaBiyOg against temperature
in the in-plane (ab) and out-
of-plane (c) directions. (b) is
for 6.3 x 1019 carrierscm™3, the
optimal carrier concentration at
600 K.
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Figure 13.10: ZT of single-
crystal BaBi;Og against temper-
ature and carrier concentration in
the (a) in-layer (ab) and (b) out-
of-layer (¢) directions. The dark-
est colours indicate the highest
ZT.

Figure 13.11: Effect of extrinsic
(a) Laga and (b) Fo doping in
BaBi206.
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The average ZT's between 300-600 K are 0.10 and 0.11 respec-
tively. This occurs at 6.3 x 10 carriers cm 3, which our defect
calculations show is achievable with 3 x 102 cm 2 of F or only
9 x 10" cm 2 of La. These numbers are higher than the num-
ber of carriers required as (particularly at higher dopant con-
centrations) neutral defects can be formed rather than charged
ones, leading to diminishing returns. This is shown in our SC-
Fermi!™ analysis (Figure 13.11), where we can see this is right
on the edge of what F can supply, indicating La to be a more

promising dopant.



14 DISCUSSION

Perhaps the most direct benchmark to compare BaBi;Og to is
SrTiOg3, as the highest-ZT earth-abundant oxide thermoelec-
tric in this temperature range. While the ZT of BaBiyOg is
14-18 % smaller than that of SrTiOz at 570K (0.22),'™ these
calculations are for perfect (infinite) crystals, while realistic de-
vices would have grain boundaries and other defects, besides the
ionised impurities accounted for here. Figure 14.1(a) shows the
cumulative lattice thermal conductivity against frequency. As
one might expect, the low frequency modes, up to 4 THz in this
case, are dominated by the heavier atoms, Ba and Bi. This is
also the region below which 80 % of in-plane, and 90 % of out-
of-plane lattice thermal conductivity arises. Ba in particular
forms a layer of its own in the out-of-plane direction, so could
be particularly potent in disrupting the phonon transport. This
makes La a particularly interesting dopant, as it is an effective
dopant, and can also possibly disrupt phonon transport through
the Ba site it favours so La could play double duty as an electron
enabler and a phonon finagler. Due to the small mass difference
between La and Ba though, perhaps other Ba site dopants could
be more effective at disrupting phonon transport, but maybe at

the cost of reduced effectiveness as an electron donor.

In Figure 14.1(b), we show the cumulative lattice thermal
conductivity against mean free path. In a famous case of nanos-
tructuring, the PbTe-derived AgPb;sShTey was nanostructured
to a grain size of 20 nm,*? enhancing its ZT from ~0.517 to 2.2.
Taking this to be a generally achievable level of nanostructur-

ing, although testing on this specific material would of course be
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Direction
Figure 14.1:  The direction- Xy z Ba Bi 0
averaged cum_u!ative lattice ther- £20F £20Fp)
mal conductivity at 600K of ¥ >
BaBiOg against (a) frequency, € 15l € 15l
with the phonon density of states % ’ \i/ '
overlaid and (b) mean free path, 0 ERR
. . 1.0- 1
with markers showing the lat- S S
tice thermal conductivity of the = £
phonons of mean free path less 2 0.5 205
than 20 nm. t ‘ t
300! 300 : :
0 4 8 12 16 ' 107° 1077
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necessary, we can see that around 20-25 % of the lattice thermal
conductivity comes from phonons with mean free paths longer
than 20 nm at 600 K. This results in a % reduction in lattice ther-
mal conductivity, from 1.8 Wm 1K™ to 1.2Wm 'K ! when
direction-averaged (Figure 14.2(d)).

Unfortunately, nanostructuring also disrupts the electronic
transport, but fortunately, since we are using the MRTA, we
can simulate this as well.  Figure 14.2(a—) show the effects
of nanostructuring to 20 nm on the electronic transport proper-
ties. Scattering has little effect on the Seebeck coefficient, but
reduces the electrical conductivity and power factor by 10-25 %),
with the lowest decreases in that range occurring at the high-
est temperatures due to the naturally higher scattering due to
thermal excitation in that range. Overall this leads to a slight
increase in ZT to 0.22 (Table 14.1, Figure 14.3), the same as
that of Sr'TiO3, however given this is a new material and has
not been subject to the level of study SrTiO3 has, we hope it
can exceed this value. The average ZT between 300-600 K is
0.12.

It may also find use beyond thermoelectrics, such as as an
electron transport layer (ETL). ETLs are an integral part of
electronic devices, needed to shuttle electrons between other
components, which require high n-type conductivity. BaBiyOg

fulfils this requirement, with electron mobilities of 30-40 cm? V-1s~!
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DISCUSSION

Figure 14.2: The (a) electri-
cal conductivity, (b) Seebeck co-
efficient, (c) power factor and
(d) lattice thermal conductivity
in each direction, directionally
averaged and nanostructured to
20 nm.

Figure 14.3: The ZT in each
direction, directionally averaged
and nanostructured to 20 nm.

Table 14.1: ZT from the CRTA
and MRTA in the in-layer (ab),
out-of-layer (¢) and average di-
rections, the latter additionally
with a boundary mean free path
of 20nm applied, along with
the carrier concentration (n) and
power factor (PF) at that point
at 600 K.
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30

at 300 K with 1 x 10%° carrierscm ™3, which we have shown is
achievable with La doping. While this is not best-in-class, it
compares favourably with other high-mobility ETLs such as
WO3, which has a mobility of around 10cm?V-!'s™! at simi-
lar temperatures.'"17" A good ETL must also have a compati-
ble physical structure with the components it contacts, and the
electronic structure must also be aligned appropriately. For ex-
ample, in a solar cell, once the photovoltaic material absorbs
a photon, the resultant excited electron must move into the
ETL, and to facilitate this the ETL’s conduction band must be
slightly lower in energy than the photovoltaic’s. For these rea-
sons a wide range of ETLs are desired, and BaBiyOg could be a
valuable addition to that library, although further study would
need to look into its band alignment to confirm if it would be

appropriate for any particular application.



15 CONCLUSION

We set out to analyse BaBiyOg for thermoelectric properties by
using hybrid DFT and state-of-the-art electronic calculations,
which fortuitously revealed a high n-type conductivity, which
means it could be suitable as an ETL. These calculations also
give a moderate Seebeck coefficient, and our phononic transport
calculations show a low lattice thermal conductivity. Our calcu-
lations show an easy-to-manufacture powder of BaBi;Og could
have a ZT of 0.18 at 600 K, competitive with the current leading
earth-abundant thermoelectric oxide SrTiO3 at a similar tem-
perature, which has been more intensely studied and optimised.
Meanwhile, due to its layered nature, lattice thermal conductiv-
ity is suppressed in the out-of-plane direction, leading to single-
crystal BaBisOg having a ZT of 0.19 in that direction. The
detailed data we are able to extract from Phono3py has shown
that the majority of the lattice thermal conductivity comes from
low frequency, Ba-dominated modes, which could be a target for
efforts to reduce this, such as with La doping. Through using
the MRTA, we were also able to give a more accurate estima-
tion of the conductivity, which is lower than the CRTA predicts,
and a more complete picture of the effectiveness of nanostruc-
turing leading to a ZT of 0.22 rather than 0.30. Overall, we
have shown BaBi;Og to be an effective earth-abundant oxide
thermoelectric and ETL, and offered ways in which it might be

improved further, beyond its current competitors.
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sections, but have retained the electronic and phononic band

structures as they are fundamental to later arguments.



Part VI

Structural Stability of ZnaNX
(X = ClI, Br, I)






16 INTRODUCTION

Our first method looked at finding a complex structured ma-
terial from some chemical principles, but our next one will try
and improve an existing one. As previously mentioned, ZnO
has the highest experimentally realised ZT for a transparent
conducting oxide (TCO). While the base material has an ex-
tremely high lattice thermal conductivity, nanostructuring has

4057 allowing it to combine favourable electrical

overcome this,
and thermal conductivity. Nevertheless, grain boundaries scat-
ter electrons as well as phonons, so it would be beneficial to find
other ways to reduce the lattice thermal conductivity, which
doesn’t necessarily reduce the electrical conductivity. Ion sub-
stitution is one way in which new materials can be found with
similar properties to existing one, by replacing an ion with a
charge-balanced combination of other ions. To use an exam-
ple from photovoltaics, CdTe is a photovoltaic which has been
studied since at least the 1950s,'!™ reaching efficiencies of
21.5 %, 89 but faces controversy around the toxic Cd and some-
what toxic Te.!8! By replacing the Te with S and/or Se and
substituting Cd to Cu, and In and Ga, one can obtain the non-
toxic Cu(In, Ga)(S, Se)a, termed CIGS or CIGSSe, '®2which has
reached efficiencies of 23.4 %.'®3 Due to the low abundances of
In and Ga, these can be substituted to Zn and Sn to make
CupZnSn(S, Se)y (CZTS or CZTSSe) 184185 to0 make a much more
abundant material, who’s efficiency has unfortunately stalled
at 11 %.186 Therefore, the method is no guarantee of success,
or certainly not for photovoltaics. Nevertheless, in 2013 Liu

et al.’® successfully synthesised the anion-substituted daugh-
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Figure 16.1: (a) The Pna2; (33)
structure reported experimentally
for Zn,NCl and  Zn,NBr,1#7
(b) The Pnma (62) structure
reported  experimentally  for
ZnyNI®" and (c) The P63mc
(186) structure of ZnO.
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(a) Pna2; (33) (b) Pnma (62) (c) P63mc (186)

ter elements of ZnO, ZnyNX (X = Cl, Br, I). As single crystals
they were colourless, indicating some similarity to the transpar-
ent ZnO, and this was backed up by a HSE06 band structure cal-
culation, giving a 3.7eV bandgap of ZnyNCI. This calculation
also showed a disperse conduction band, one of the beneficial
properties of ZnO for not only thermoelectrics, but as a TCO.
While these calculations were also done for the other materials,
the less accurate PBE and PBE+U were used, which yielded
much smaller bandgaps.

Experimentally using single-crystal XRD, they determined
the structure of ZnyNCl and Zn,NBr to be the Pna2; (33)
structure shown in Figure 16.1(a), which contains the hexago-
nal motif familiar from the ZnO P63mc (186) structure (Figure
16.1(c)), whereas ZnyNI forms the Pnma (62) structure (Figure
16.1(c)). Our calculations dispute this, so this chapter will be
on our analysis of the structure of these materials, as well as

7ZnO itself to validate our methods.



17 METHODOLOGY

The initial convergence and geometry calculations were done
on the 16-atom primitive cells, with energy cutoff and k-point
convergence to 5meV atom ! in PBEsol for all materials, with
results shown in Table 17.1. Geometry was relaxed until ionic
forces were less than 1 x 10 5e¢V A ! and electron energy was
converged to within 1 x 10 8eV with LDA, PBE and PBEsol
functionals. These relaxed geometries are where the total en-
ergy was calculated. Phonon calculations were conducted on
each structure and converged visually against supercell size, any
imaginary modes were mapped and the relaxations and phonon

calculations were repeated for the structures in the wells.

Material ‘ Phase ENCUT  k-mesh

Zu,NCl | Pna2, (33) 250 6x5x7
Zn,NC1 | Pe (7) 2550  6x5x7
ZnoNBr | Pna2; (33) 300 5x5x6
ZnoNI | Pnma (62) 300 5x6x4
Zn,NI | Pna2y (33) 300 5x5x6
ZnO | P6;me (186) 450  5x5x 3

Table 17.1: Plane-wave energy
cutoffs (ENCUTs) and k-point
grids used used for the primitive
cells of each material, converged

to 5meV atom™L.
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Figure 18.1: High-symmetry k-
point path of the space groups to
which ZnaNX belong.

Figure 18.2: The PBEsol phonon
dispersions of (a) ZnO in the
P6smc (186) structure (6 x 6 x 4
supercell) and (b) Zn,NBr in the
Pna2; (33) structure (3 x 3 x 4
supercell).

38

18 RESULTS

We first relaxed the structures of Liu et al.:'®” The Pna2; (33)
phase of ZnyNCl and ZnoNBr and the Pnma (62) phase of
ZnyNI, as well as the P6smc (186) phase of ZnO. ZnO and
ZnyNBr showed no imaginary modes with any of the function-
als (Figure 18.2), showing them to be stable. ZnyNCl was
found to be unstable with all three functionals, with PBE and
PBEsol giving visually similar results, distinct from those of
LDA (Figure 18.3). When when the imaginary mode at I" was
mapped, in PBE and PBEsol this resulted in a double well po-
tential (Figure 18.4(a)). The structures in the wells were in
the Pc (7) spacegroup, and had no imaginary modes (Figure
18.4(b)). The imaginary mode at I" with LDA did not produce
a double well, and we have not so far managed to find a way to
remove it. The phonon dispersions of Zn,;NI were highly kineti-
cally unstable with all three functionals, exemplified by PBEsol
in Figure 18.5(a). Mapping the largest imaginary mode at I’

resulted in a double well in all three cases, and the structure
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RESULTS

Figure 18.3: The unstable LDA

8 8 — and PBEsol phonon dispersions
- - of ZnaNCl in the Pna2; (33)
%127 %m structure in the 3 x 3 x 4 and
§ > __><: § > ><—" 2 x 2 x 3 supercells respectively.
6 6 —
ﬁ% >-<
= —
° - T
r 4 T Y S R U X r Y r V4 T Y S R U X r Y
Wavevector Wavevector
(a) LDA (b) PBEsol
or £ E—
— == Figure 18.4: (a) the energy wells
ol A A R around the imaginary phonon
a1l modes at the I'-point in the
E N % PBEsol phonon dispersion of
El 2ok . | ZnoNCl in the Pna2; (33) struc-
. ><__><\ ture, and (b) the phonon disper-
-5 s f—— sion after changing the structure
——— — to the Pc (7) structure in the left-
okt 7z N R i hand energy well and re-relaxing.
Q(amu? A) Wavevector

(a) PBEsol ZnyNCl Pna2;

(33) (b) Dispersion after I correction
modemap at I’

89



VI STRUCTURAL STABILITY OF ZN,NX (X = CL, BR, I

Figure 18.5: The phonon dis-
persion of ZnyNI (a) in the ex-
perimental Pnma (62) structure
using the PBEsol functional and
(b,c) in the Pna2; (33) structure
of the other nitrohalides using the
PBE and PBEsol functionals re-
spectively, showing convergence
against supercell size. (a) is rep-
resentative of all the Pnma (62)
dispersions.
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in the well was the same Pna2; (33) structure as ZnyNCl and
ZmoNBr were found to be in experimentally. The wells for LDA
and PBEsol were around 10-20 meV, on par with those of the
ZnyNCl wells, and resulted in kinetically stable structures (Fig-
ure 18.5(c)). PBE, however, had a very shallow double well of
only 0.1meV, and did not result in a stable structure (Figure
18.5(b)). The unstable mode at I' was mapped in the new struc-
ture, resulting in an unusual single well, with a plateaux where
the other well would normally be (Figure 18.6(a)). The struc-
ture in the well was also in the Pna2; (63) structure, this time
kinetically stable (Figure 18.6(b)).

As well as kinetic stability, we can also assess the thermody-
namic stability. As the structures all contain the same atoms,
this can be done by simply comparing the total energies in
VASP, which while not physically meaningful, are still mean-
ingful relative to other iso-atomic structures. Interestingly, all

structures, regardless of stability, have extremely similar ener-
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Material Space Group | a (A) b (A) ¢ (A) | E (eVatom?)
Pna2; (33) | 6.009 7.071 5.773 | -3.909
ZmNCL g, (7) 6.009 7.069 5.774 | -3.909
Zn;NBr  Pna2; (33) | 6.162 7.430 5.978 | -3.794
goon]  Pnma(62) | 6311 6.183 7.755 | -3.625
2 Pna2; (33) | 6.314 6.165 7.741 | -3.626
ZnO P6ymc (186) | 3.237 3.237 5.222 | -4.852

gies, within 1 meV atom ! relative to other iso-atomic structures
(Table 18.1). This could provide some justification for the Pnma
(62) structure found in experiment, as while not kinetically sta-
ble, it is very nearly thermodynamically stable, and external fac-
tors such as the environment of the reaction could have favoured
the Pnma (62) structure to the Pna2; (33) structure.

RESULTS

Figure 18.6: The energy well
around the imaginary phonon
mode at I' in the PBE phonon
dispersions of ZnyNI in the Pna2;
(33) structure, and the phonon
dispersion after changing the
structure to that in the energy
well and re-relaxing.

Table 18.1:
rameters,
stabilities.

PBEsol lattice pa-
energies and kinetic
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19 DISCUSSION

We have studied the structures of ZnyNX (X = Cl, Br, I) using
LDA, PBE and PBEsol functionals. First, we calculated the
phonon dispersion of ZnO in each functional, which confirmed
all three functionals correctly predict that the ZnO wurzite
structure is kinetically stable, adding credibility to the subse-
quent results. This also gives the opportunity to compare the
lattice parameters of a well established structure (Table 19.1) to
help assess the relative reliability of the functionals. Reeber '8
studied the lattice parameters of ZnO at a range of tempera-
tures down to 4.2K. This allows us to compare our athermal
calculated lattice parameters with experimental values with re-
duced thermal expansion compared to room temperature mea-
surements, and therefore more accurately compare the function-
als to experiment. We find PBEsol gives the closest values to
experiment of 3.237 A in the ab direction and 5.22 A in the ¢
direction, which differ from experiment by only —0.34 % in the
ab direction and 0.35% in the ¢ direction, while PBE had dif-
ferences of 1.2% in the ab direction and 1.9% in the ¢ direc-
tion; and LDA had differences of —1.6% in the ab direction
and —0.81% in the ¢ direction. It is also notable that even
at 296 K, approximately room temperature, PBE overestimates
the lattice parameters of ZnO, beyond any plausible claim of
thermal expansion. By another metric, the ¢ : a ratio, PBEsol
actually performs poorest. All three functionals overestimate
the ratio, but PBE and LDA only overestimate by 0.69 %, while
PBEsol overestimates by 0.84 %, however this difference is rela-

tively slight compared to the difference to experiment, so over-



all we will consider PBEsol to be the more accurate functional

here.

The main results presented here suggest the structures of
ZnyNX (X = Cl, Br, I) all share space groups closely related
to the Pna2; (33) one reported previously for the chloride and
bromide. '¥” The bromide results here are in strong agreement
with experiment, predicting the same Pna2; (33) structure to
be kinetically stable, with lattice parameters in good agreement
(Table 19.1), particularly considering the experimental temper-
ature of 293 K will likely lead to some lattice expansion in the
experimental structure — and again, since PBE already overes-
timates the a and c lattice parameters, it is possible this is not

the most appropriate functional.

The chloride, on the other hand, disagrees slightly with ex-
periment. In this case, all three functionals underestimate the
lattice parameters relative to the experiment, but more impor-
tantly they all also find the Pna2; (33) structure to be kinetically
unstable. Mapping their modes reveals in PBE and PBEsol, the
atoms rearrange slightly, particularly in the b direction, to get
two lower symmetry Pc (7) structures to 1 x 10~* A precision.
This new structure is not thermodynamically more stable than
the experimental one, so possibly the experiment did make the
Pna2; (33) structure, despite its kinetic instability. Another
possible explanation is that there is a mix of the two Pc (7)
structures in the experiment, which were averaged in the XRD
data, so they appear to be the Pna2; (33) structure. The fi-
nal functional, LDA has so far not yielded a kinetically stable

structure.

The iodide was the anomaly in the experiment, forming a
Pnma (62) phase. Here, however, that structure showed sig-
nificant kinetic instabilities, and we found it to be kinetically
stable in the same Pna2; (33) structure with LDA and PBEsol
as Zn,NBr. This has lead to some unexpected insights into the
system. Firstly, the phonon dispersion of ZnyNI in the Pna2;
(33) structure at first appears to be significantly different from

DISCUSSION

93



CL, BR, I)

VI STRUCTURAL STABILITY OF ZN,NX (X

Table 19.1: Lattice parameters from our calculations and previous experimental values, ¥718 to which the percentage difference
has been given (the ZnO differences are given to the first 4.2 K measurement, and the differing definitions of the long axis are taken
into account for ZnyNI). In all cases o = § = = 90° for ZnyNX, and ov = 8 = 90° and v = 120° for ZnO.

Material Source Space Group | a (A (%)) b (A (%)) ¢ (A (%))
LDA Pna2; (33) | 5.939 A 3.0) 6973 (-5.6)  5.703 (-3.9)
7Nl PBE Pe (7) 6.102 (-0.36) 7.219 (-2.9)  5.880 (-0.95)
PBEsol Pe (7) 6.009 (-1.9)  7.069 (-4.3)  5.774 (-2.7)
Experiment (100 K)'7  Pna2; (33) 6.1241(9) 7.3884(11) 5.9362(9)
LDA Pna2, (33) | 6.098 (-1.9)  7.314 (-44)  5.905 (-3.0)
ZmNpx  PBE Pna2, (33) | 6.249 (40. mg 7.627 (-0.34)  6.100 (+0.23)
PBEsol Pna2; (33) | 6.162 (-0.85) 7.430 (-2.9)  5.978 (-1.8)
Experiment (293K)'87  Pna2; (33) | 6.2149(9) 7.6529(11) 6.0859(8 v
LDA Pna2; (33) | 6.257 (-1.6)  7.620 (-4.2)  6.097 (-2.5)
N1 PBE Pna2, (33) | 6.403 (+0.69) 7.946 (-0.11)  6.278 (-+0.40)
PBEsol Pna2; (33) | 6.315 (-0.69) 7.738 (-2.7)  6.165 (-1.4)
Experiment (100 K)!¥7  Pnma (62) 6.3590(13) 6.2529(12) 7.9549(16)
LDA P6sme (186) | 3.195 (-1.63)  3.195 (-1.6)  5.162 (-0.78)
o PBE P6sme (186) | 3.286 (+1.16) 3.286 (+1.16) 5.301 (+1.9)
PBEsol P6yme (186) | 3.237 (0.34)  3.237 (-0.34)  5.222 (+0.37)
Experiment (4.2K)'™  P6smc (186) | 3.2482 3.2482 5.2028/ 5.2040
Experiment (296 K)!%  P6smc (186) | 3.2500 3.2500 5.2047
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those in ZnyNCl and ZnoNBr (Figure 19.1(a,b). On closer in-
spection, we realised that the b and ¢ axes were inverted in
ZnyNI compared to ZnyNCl and ZnoNBr, and that adjusting
the high-symmetry path accordingly fixed this. Therefore, one
must be careful when changing structures through ModeMap
to account for deviations from the labelling formalisms in the
new structure. We then tried this same trick on the original
Pnma (62) structure, and found that this made the phonon dis-
persion significantly similar to all the Pna2; dispersions (Fig-
ure 19.1(c,d)), showing to a large degree the phononic trans-
port in the two structures is similar. Following on from this,
the same transformation was performed on the unit cell of the
Pnma (62) structure of ZnyNI, resulting in view which looks
substantially similar to that of the Pna2; (33) structure shown
in Figure 16.1(a). Therefore, one must also be careful of how
labelling formalisms may affect perceived interpretations of the
data. The most significant difference between the two ZnyNI
structures (besides the imaginary modes) is that in the Pna2;
(33) structure, there is a gap in the upper set of optical modes
at around 18 THz which is not present in the Pnma (62) struc-
ture. Such gaps can cause a flattening of the bands, and hence
a reduction in group velocity and lattice thermal conductivity,
and the avoided crossings of the bands in particular (e.g. at
around 19.5 THz to the left of the R point) can be evidence of
scattering of phonons, such as by rattling atoms, but also of

symmetry disallowed transitions.

With respect to the thermodynamic stability of ZnsNI, the
Pna2; (33) structure is only 1 meV atom ! lower in energy than
the Pnma (62) structure. Another interesting thing to note
is the plateaux in the modemap shown previously in Figure
18.6(a). Normally, you either get a single well, which indicates
that the ‘imaginary’ mode is not real, and does not lead to
a more stable structure, or a double well, which indicates the
‘imaginary’ mode is real and leads to a more stable structure.

The lowest energy structure was a Pna2; (33) structure as men-

DISCUSSION
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Figure 19.1: Phonon dispersion of Zn2NI in (a, b) the Pnma
(62) structure and (c, d) the Pna2; (33) structure. The stan-
dard orientation for the Pnma (62) structure has ¢ as the long
axis, whereas in the Pna2; (32) structure, b is the long axis.
This means the phonon dispersion of the Pna2; (32) structure
(¢) produced by ModeMap has a different path to that obtained
from previous experiments, which followed the conventional ori-
entation for the Pna2; (32) structure, and instead shares more
with the Pnma (62) dispersion, imaginary modes excepted. In-
verting the b and c axis reveals both structures share very simi-
lar phonon dispersions to those of the other nitrohalides (b, d),
and this inverted path is what is shown in the other figures.



tioned, but the structure at the lowest point in the plateaux is
in the Pnma (62) space-group to low precision. This may indi-
cate that there is some kinetic stability to the Pnma (62) struc-
ture, and help explain why this was isolated experimentally. Li

189 studied high pressure phases of Zn,NI, and found that

et al.
while the Pnma (62) phase is found at 10 atm, at 100,000 atm the
Pna2; phase is formed. A complimentary experiment to theirs
and ours would be to measure the phase space with respect to
temperature of all three compounds. According to the experi-
ments of Liu et al.'®"  the higher symmetry Pnma (62) struc-
ture of the iodide is formed at 100 K, and here we report that
the lower symmetry Pc (7) structure of the chloride is formed
athermally. Therefore, we predict that the larger halide forces
a more symmetric structure to form to accommodate it, but
temperature effects can cause smaller halide materials to adopt

more symmetric structures, and that high pressures can cause

larger halide materials to adopt less symmetric structures.

DISCUSSION
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20 CONCLUSION

We have analysed the structures of ZnyNX (X = Cl, Br, I) us-
ing the Phonopy and Modemap codes. To verify our methods,
we first applied them to ZnO and found it to be stable with
LDA, PBE and PBEsol, with PBEsol providing the most sim-
ilar structure to near-athermal experiments. Our analysis of
Zny;NBr found that it was also stable in the experimental Pna2;
(33) structure with all three functionals, and that PBEsol was
again most accurate, followed closely by PBE. Our PBE and
PBEsol calculations in ZnyNCI, on the other hand, suggest there
might be some slight symmetry breaking disorder, resulting in
a Pc (7) structure, which may appear as a Pna2; (33) structure
in XRD experiments, or form naturally due to the negligible
difference in thermodynamic stability and temperature effects.
Likewise, ZnyNI was experimentally reported in a Pnma (63)
structure, but here was found in the same Pna2; (33) struc-
ture as ZnyNBr. Again, the DFT energy, which here works as
a proxy of thermodynamic stability, of the Pna2; (33) struc-
ture is only 1 meV atom ' more negative than the experimental
structure, so temperature effects could allow the more symmet-
ric structure to form. We have also shown that when symmetry
path formalisms are ignored, phonon transport in all these struc-
tures, stable or otherwise, are very similar, although higher sym-
metry structures tend to have flatter bands and more avoided
crossings than lower symmetry structures. As higher symme-
try structures are more likely to form at elevated temperatures,
and these features reduce the lattice thermal conductivity, this

could be a boon for their use as thermoelectrics, although the



calculations conducted here will be too simple to account for
such effects. This study lays the basis for further study into
ZnyNX, highlighting important structural questions and eluci-
dating the structures that can be more easily studied in future
computational work, for example on transparent conductors or

thermoelectrics.

CONCLUSION
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21 METHODOLOGY

The energy cutoff and and k-mesh values for the electronic cal-
culations in this part are shown in Table 21.1. All values were
converged to within 10 % of the final value of all the parameters
calculated from them. The data for AMSET refers to the inter-
polated k-mesh used, calculated on top of the DoS mesh listed
above it. The supercell sizes and g-meshes are shown in Table
21.2. As each Phono3py run took 27672 calculations, the super-
cell sizes are based on computational affordability and conver-
gence of the phonon dispersions, but the g-meshes are converged
to within 10 % of the lattice thermal conductivity.

During the calculation of the lattice thermal conductivity of
ZnyNBr; a large drift in the third-order force constants was en-
countered. Force constant drift is when the forces on the atoms
do not cancel out, resulting in a net force which would cause the
material to move or drift, a clearly unphysical behaviour. Small
values of less than 1eV A1 are normal as noise, but in this case
a drift of 5.59eV A1 was observed. This drift can have the ef-
fect of underestimating the lattice thermal conductivity, which
can be diagnosed by symmetrising the force constants, i.e. as-
serting zero drift, and recalculating the lattice thermal conduc-
tivity. In this case, the unsymmetrised lattice thermal conduc-
tivity was 0.251 Wm ' K1 at 300K, but the symmetrised one
was 2.32 times bigger at 0.586 Wm ' K~!. While this method
may be used to diagnose the problem, symmetrised force con-
stants cannot be assumed to be correct, either. In order to cor-
rect this, we repeated the force constant calculations, varying

the displacement size from the default of 0.03 A (for reference,
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VII THERMOELECTRIC EVALUATION OF ZN,NX (X = CL, BR, I)

Table 21.1: Plane-wave energy
cutoffs (ENCUTs) and k-point
grids used used for the primitive
cells of each material, converged
to within 10 % for the calculated
values for each calculation type.

Table 21.2: Supercell sizes used
for the second- and third-order
force constant calculations and g-
point meshes used to calculate
the phononic transport proper-
ties.

Table 21.3: Maximum drift in the
force constants of ZnoNBr.

104

Calculation ‘ Material ENCUT k-mesh
Zny;NBr 600 16 x 14 x 17
DFPT ZnyNI 800 14 x 12 x 15
Zn0O 700 10x 10 x 6
Zn,NBr 300 6 x5Hx7
Optics ZmyNI 300 6 x5HxT7
Zn0O 450 5x5x3
Zny;NBr 300 8 X 7x9
DoS Zn,NI 300 8 X 7x9
Zn0O 450 TXTx4
ZnyNBr — 47 x 39 x 49
AMSET ZnyNI — 47 x 39 x 49
Zn0O — 83 x 83 x 45
Material ‘ ZnyNBr ZnsNI Zm0O
Supercell — 2nd 2xX2x3 2x2x3 5xbx4
Supercell — 3rd 3x3 x4 3x3 x4 3 X3 x2

g-point mesh 25 x 21 x 25 25 x21 x26 40 x40 x 21

the default value for Phonopy is 0.01 A, and there have been
no problems with drift in the second-order force constants in
either Phonopy or Phono3py in our experience). Due to the
extreme number of calculations this entailed, we also tested the
effect of supercell size on the drift by doing the same calcula-
tion on the 1 x 1 x 2 supercell, which is far cheaper owing to the
smaller supercell size of 32 rather than 192 atoms and only re-
quiring 4,632 calculations per run. We measured two quantities,
the drift, and the unsymmetrised:symmetrised ratio, which are
We found that the

drift in the force constants in the smaller supercell was broadly

shown in Tables 21.3 and 21.4 respectively.

predictive of the magnitude of the drift in the larger supercell,

but the ratio of the lattice thermal conductivities converged to

Drift (eV A1)

Displacement (A) 1x1%x2 2%x2%3

0.01 10.9 -35.9
0.03 2.23 2.59
0.04 3.43 3.53
0.07 1.66 -0.333




: ki (Wm™ ' K™)
Displacement (A) I1x1x2 2x2x3

0.01 1.55 3.60

0.03 1.08 2.33

0.04 1.10 1.45

0.07 1.00 1.04

unity more quickly in the smaller supercell. From this we pro-
pose that calculating the drift in a smaller supercell may be
a computationally efficient means of roughly determining the
most accurate displacement size in a larger supercell, but it is
not a foolproof method. The unsymmetrised:symmetrised ratio,
while useful at diagnosing the problem in a large supercell, is
not predictive in a smaller supercell. For this work, we have
selected a displacement size of 0.07 A for Zn,NBr, and have left
Zn,NI and ZnO at 0.03 A, as they had no drift problems.

METHODOLOGY

Table 21.4: Direction-
ally averaged unsym-
metrised:symmetrised ratio

of the lattice thermal conductiv-
ity of ZnoNBr at 300 K.
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22 RESULTS

Electronic Transport

The electronic band structures and DoSs are shown in Figures
22.1 and 22.2. Like their parent ZnO, the CBMs of Zn,NX are
mostly comprised of Zn s states, followed by N (O in ZnO) s
states. Unlike ZnO, they have Zn d states and halide states
which also contribute a small amount to the CBM. This has no
immediately clear effect on the CBM itself, but other Zn states
do. ZnyNX (X = Cl, Br, I) have large, optically transparent
bandgaps of 3.29eV, 3.29eV and 3.11 eV respectively, slightly
lower than ZnQO’s 3.4eV, in agreement with the experiment of

1. 187 which isolated colourless crystals. In Zn,NX, how-

Liu et a
ever, as you go to heavier halides, high-energy Zn s and p states
lower in energy, which are located within 3.1eV of the CBM, in
contrast to ZnO (Table 22.1). This means when they are doped,
electrons at the CBM can absorb visible light to excite to the
next band, rendering Zn,NX coloured when doped enough to
be effective thermoelectrics (or for any other electrical applica-
tion). The wide gap between CBM and CBM+1 would likely
render ZnyNCI a reddish colour, depending on dopant concen-
tration, but down the halide group they would change colour as
the gap shortens. Even in the iodide, the gap remains much too
large for CBM+1 to have an effect on the electronic transport
properties. In the VBM, the X p states rise in energy down
the group, piling up at the VBM along the Z direction, causing
less dispersion, but at the same time the dispersion along the

Y direction increases. Should Zn,NX be p-type, this would be



22.1.

Table 22.1: Hybrid HSE indirect and direct bandgaps and effec-
tive masses of electrons at the CBM and holes at the VBM of
Zn0 (37.5 % HF exchange) and Zn,NX (X = Cl, Br, I, 25 % HF
exchange), given in eV. Effective masses are calculated using
parabolic band fitting in sumo. 4!

ELECTRONIC TRANSPORT

Material | ZnoNCl  ZnygNBr - ZnoNI (63)  Zn,NI (33)  ZnO
Ed (eV) 3.28 — 3.24 3.11 —

Edr (eV) 320 (I) 3.20 (I) 3.30 (I-X) 3.11(I)  3.43 ()
Elr om (V) | 2.14 1.74 0.692 1.03 4.86
my (me) 0.243 0.215 0.202 0.186 0.257
my . (m.) 0.738  1.15 1.14 1.00 —

My, (me) 0.738 0.666 — 0.303 2.36
my , (Me) 0.747 3.30 — 29.6 2.86

a boon to the thermoelectric properties, as the high density of
states would enhance the Seebeck coefficient while the disper-
sion along the Y direction would give a high electrical conduc-
tivity, but due to their similarity to ZnO, this seems unlikely.
Nevertheless, computing the band alignment of these materials

will be necessary to resolve this.

They also have highly disperse conduction bands around
the minima, much like ZnO. Using the parabolic band fit-
ting method in sumo, the effective masses of the electrons at
the conduction band minimum was calculated, and found to be
0.243m,, 0.215m, and 0.202 m, respectively. These are lighter
than even ZnO, an established conducting oxide, which has an
electron effective mass of 0.259 m,. This suggests that they may
be more conductive than ZnO, although this also depends on

the scattering rates.

The remaining properties were calculated only for Zn,NBr
and the Pna2; (33) form of ZnyNI (and ZnO). To complete
the picture of the electrical conductivity, we will first examine
the electronic scattering rates. These are shown in Figure 22.3.
Comparing Zn,NBr in (a) and ZnO in (c), the overall scatter-
ing rates of ZnO are 1.5-2 times higher than for Zn,NBr, and
7myNT’s is lower again. There are several important factors in

this. ZnO has a large piezoelectric coefficient in the z direction of
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2.07 Cm 2, however Zn,NX, with their more complex structure
and more covalent bonds owing to the halide’s lower electroneg-
ativity, have coefficients of —0.21 Cm 2 and —0.44 Cm 2. This
more or less eliminates one of the main scattering mechanisms
in ZnO. Under all but the highest carrier concentrations, polar-
optical phonon scattering is the dominant scattering mechanism
in all the compounds, which is approximated as being propor-
tional to the root of the dipole-weighted optical phonon fre-
quency at the I' point in AMSET. This factor is much lower
in the nitrohalides (6.54 THz and 5.63 THz) than in the oxide
(11.5 THz), owing to the heavier atoms reducing the frequency
of the phonons.® Finally, there is also the dielectric constant,
which is higher in ZnyNX (10-16¢y and 10-19¢g) than in ZnO
(8.0-8.9¢¢). This is due to the greater number of electrons in
the halides, especially in the iodide, which screen the ionised
impurity, polar-optical phonon and piezoelectric scattering, re-
ducing the scattering further. Together these factors and the
more disperse conduction band edges will make ZnsNX highly

conductive, increasingly so down the group.

The electronic transport properties are shown in Figure 22.4.
The high scattering in ZnO causes the CRTA to significantly
overestimate the conductivity, especially at high temperatures,
where there is particularly strong polar-optical phonon and piezo-
electric scattering; and a high carrier concentrations, where
there is particularly strong ionised impurity scattering. This
is not true for ZnyNBr, which the CRTA only normally over-
estimates the conductivity, especially at high carrier concentra-
tions due to high ionised impurity scattering. The trend con-
tinues in ZnyNI, where the CRTA is as likely to underestimate
the scattering as overestimate it, due to the factors listed pre-
viously. By considering both the CRTA and MRTA, we can as-
cribe differences in conductivity to the band structure and the
scattering. While the CRTA conductivity does increase in the
order ZnO < Zn,NBr < ZnyNI, the difference is slight, all within
about 30 % of each other. In contrast, the MRTA conductivity
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ZnO under optimal ZT condi-
tions.
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for ZnyNI is as much as three times higher than ZnO, show-
ing that while both factors work together, the scattering is far
more important. These trends are much the same for the elec-
tronic contribution to the thermal conductivity, thanks to the
Wiedemann—Franz law. The Seebeck coefficient is not especially
high for any of the materials, due to the disperse, single-banded
CBM, and is generally the same for both the CRTA and MRTA,
as it is not strongly affected by electron scattering. The excep-
tion is at high carrier concentrations in Zn,NI. In the CRTA,
the Seebeck coefficient seems to “avoid” 0Scm !, with the val-

ues for 1 x 10%2°—1 x 10?! carrierscm ™3

remaining very similar.
The MRTA, in contrast blows right past 0Scm ! and becomes
p-type. This peculiar behaviour is most likely and artefact of
the calculation and could not be reproduced in experiment, how-
ever it does have real precedent in these types of calculations. In
narrow-bandgap systems, high temperatures can excite charge
carriers across the band gap in both directions, and if there are
few charge carriers in the system (i.e the darker lines in these
graphs), these can be overwhelmed, leading to an ambipolar
doping regime. This causes an increase in conductivity as there
are many more charge carriers, but a massive reduction in See-
beck, as the electrons and holes diffuse in the same direction,
cancelling each other out. The overall Seebeck is then a function
of the number of holes and electrons and the relative Seebeck
coefficients of the CBM and VBM. In materials with a high See-
beck coefficient in the opposite band (i.e. the valence band for
an n-type material like those studied here), the overall Seebeck
coefficient can switch signs. While ZnyNI has a high density of
states at the valence band edge, giving a large p-type Seebeck
coefficient, this does not explain the cause of the behaviour, but
it does give some background as to why this artefact manifested

in this way.
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Figure 22.4: Electronic transport
properties for (a) ZnaNBr, (b)
ZnyNI and (c) ZnO under various
temperatures and carrier concen-
trations. The dashed lines show
the CRTA data, while the solid
lines show the MRTA data.
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Thermal Transport

Compared to ZnO, the phonon dispersions of ZnyNX are clearly
much flatter, indicating low group velocities, but they also share
several similarities. For example, low frequency Zn-dominated
modes are split from high-frequency N/O-dominated modes by
a bandgap (Figure 22.5). This breakdown differs once you con-
sider the halide, which is exclusively found in the low-frequency
modes in a relatively small frequency range. In ZnO a large
portion of the Zn character can be found in modes around
8 THz, but there is also a significant portion at lower frequen-
cies, whereas in Zn,NX the vast majority of the Zn character
is in the modes below 6 THz, in the same region as the halide.
The opposite it true of the N, which is almost exclusively found
above the bandgap, in contrast to the O in ZnO, which while
found predominantly above the band gap, has a clear contri-
bution to lower frequency modes. If you zoom in on the low
frequency modes, you can see a large number of avoided cross-
ings of the modes, some of which are highlighted in Figure 22.6.

Avoided crossings can be a sign of symmetry-forbidden transi-
tions between modes, but we think the high density of avoided
crossings specifically centred around the halide ion is evidence of
rattling of these atoms. Rattling is a process whereby normally
heavy atoms vibrate relatively independently of other atoms,

191 These re-

archetypally in cage structures such as clathrates.
sult in localised, flat bands, and typically produce avoided cross-
ings in the surrounding modes, and act as strong scattering cen-
tres. To corroborate this, we can use the data from Phono3py.
Figure 22.7 shows four things against frequency on the x-axis

on each set of axes:

e In pink there is a “waterfall plot” of mean free paths
against frequency, i.e. a plot of mean free path for each
band/g-point combination. The scale is shown on the left.

e Projected on the colour axis of the waterfall plot is the lat-

tice thermal conductivity of each band/g-point pair. The

45¢
T N
= S
>3.0 N
&) N
o =< N J
>S5 N\
g \ X
x= 157 A ~
0.0

T ZTYSRUXTY
Wavevector

Figure 22.6: A close up of the
phonon dispersion of ZnoNBr be-
low 5 THz, with a non-exhaustive
selection of avoided crossings
highlighted in green.
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scale is on the colourbar to the right.

e The black line is the cumulative lattice thermal conduc-
tivity. The scale is linear and in percent.

e The shaded regions are the atom-decomposed DoSs. The
scale is linear and in arbitrary units and the key is on the

right.

One of the key differences between the waterfalls of ZnO and
ZmyNX is the dip in mean free paths, and correspondingly the
lattice thermal conductivity, around 5 THz. The usual pattern
is that seen in ZnO, where there is a fairly continuous decrease,
which can be broken up with lower mean free path modes around
band gaps. This is caused by a fairly constant group velocity, v,
(except for at low frequency where it is higher), and a decreasing
lifetime, 7, as mean free path, A = v,7. This is clearly different
in ZnyNX, where the mean free paths bounce back, indicating an
unusual decrease. Besides the acoustic modes, which are always
very conductive due to their high group velocities and low fre-
quencies, which make finding energy-conserving scattering pro-
cesses difficult, there is an immediate levelling-off of the cumu-
lative lattice thermal conductivity until about 5 THz. Compar-
ing this to the DoSs, this is where the halide modes end en-
tirely, and the Zn-dominated modes begin. We think the corre-
lation of these factors is strong evidence of the halides playing
an important role in disrupting thermal transport, probably by
rattling. On the left of Figure 22.8, we show that the actual
lattice thermal conductivities of Zn,NX are below 2Wm ! K!
above 200 K, a dramatic decrease relative to ZnO, whose lattice
thermal conductivity does not drop below 10 Wm 'K~ even
at twice the decomposition temperatures of Zn,NX, a reduction
factor of 35-53 times over the stability region of ZnyNBr. This
will be a major boon to the ZT.
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Figure 22.8: Lattice thermal
conductivities on the left and
ZT's on the right split by direc-
tion against temperature of (a)
ZnyNBr, (b) ZnaNI and (c) ZnO.

118

v 201 Direction
IE X
g sl R
he} z
C
(@)
O
€107
a_)
=
=
E 05k . . . .
400 600 800 1000
Temperature (K)
(a) ZnaNBr
{\2.00
pY4 Direction
IE 1.75 X
2150 —
he) z
5 125
<
€1.00
(0]
=
" 075
5 . . :
400 600 800
Temperature (K)

(b) ZnaNI

50k Direction

X

N
(@]

N
o
T

—_
o
T

Lat. Therm. Cond. (W m~ K1)
w
S

——y

z

(c) ZnO

500 1000 1500
Temperature (K)

0.6

0.125
0.100
0.075

'_

N
0.050
0.025

0.000

400

600 800 1000
Temperature (K)

400 600 800
Temperature (K)

[ e

500 1000 1500
Temperature (K)



ZT

Combining the electronic and phononic transport properties, we
come to the ZT. The right of Figure 22.8 and Figure 22.9
show that greatly reduced lattice thermal conductivity has en-
hanced the ZT by around five times, despite the reduced See-
beck coefficient and thermal stability. Comparing them between
300-800 K, the range between room temperature and slightly
below the lowest decomposition temperature, the lattice ther-
mal conductivity of ZnsNX varies much more slowly with tem-
perature. This results in a correspondingly slower variation
in ZT, which varies by a factor of 10 for Zn,NX but a fac-
tor of 20 for ZnO, leading to higher average ZT's over that
temperature range for Zn,NBr and ZnoNI of 0.19 and 0.29,
which are 47 % of their maxima, compared to 0.0053 for ZnO,
which is 38 % of its maxima, making Zn,NX potentially even
more useful for real devices. In addition, the carrier concen-
tration required to maximise Z7T' is reduced by five times, from
1.59 x 10%° carrierscm 2 to around 3 x 10 carrierscm 3. This
will make it easier to dope ZnsNX to the carrier concentrations
required to achieve the maximum Z7T. It also has the effect
(although cause and effect are particularly intertwined here) of
making the Seebeck higher in ZnyNX higher under optimal-ZT
conditions, despite being lower when temperature and carrier
concentrations are the same. Zn,NBr has the highest Seebeck
coefficient of 188 pnVK !, 50 % more than ZnO, but less than
half the electrical conductivity, which balances out to give a sim-
ilar power factor of 0.0524 Wm K2 (recall that PF = o?c).
Combined with a much reduced thermal conductivity results in
a large increase in Z'T. ZnyNI, on the other hand, has a slightly
higher optimal carrier concentration and 10% lower Seebeck
than Zny,NBr, and an electrical conductivity even higher than
ZnQO. This combines to make a power factor almost twice that
of ZnO and Zn,NBr, at 0.112Wm ! K2, Although the ther-

mal conductivity of ZnyNX are very similar, the lower thermal

22.3. ZT
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Figure 22.9: Directionally aver-
aged ZTs against temperature
and carrier concentration of (a)
ZnoNBr, (b) ZnaoNl and (c) ZnO.
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Table 22.2: Directionally averaged transport properties of each
material under optimal-ZT conditions. Shown are the temper-
ature, carrier concentration, electrical conductivity, Seebeck co-
efficient, power factor, electronic and lattice contributions to the
thermal conductivity and their total and Z7T.

‘ ZnsNBr Zmn,NI Zn0O
T (K) 1000 800 1800
n (carrierscm ?) | 2.68 x 10 3.16 x 10'? 3.59 x 10%°
o (Sem™) 148 388 337
a (WVK ) 188 1169 128
PF (Wm 'K 2) | 0.0524 0.112 0.0552
ke (Wm TK 1) | 0.277 0.709 1.04
e (Wm LK) | 0.597 0.739 7.64
k (Wm K1) | 0.874 1.448 8.68
ZT 0.599 0.612 0.120

stability of Zn,NI means that the lattice thermal conductivity
is slightly higher, at 0.739Wm 'K ! compared to Zn,NBr’s
0.597Wm 'K !, and the higher carrier concentration causes
a higher electronic component of the thermal conductivity, at
0.709 Wm 'K ! rather than 0.277 Wm 'K !. This results in
a 66 % higher total thermal conductivity, but the maximum di-
rectionally averaged ZT is nevertheless slightly greater, at 0.612
as opposed to 0.599 in Zn,NBr. Once you consider directional-
ity, ZnyNI has easily the highest ZT of 0.672 in the z direction.
Comparing all three materials isothermally at 800 K also shows
ZmnyNI to be the superior thermoelectric, as the reduced values
ZnyNBr and ZnO are 0.376 and 0.014 respectively, although this
does bring the optimal doping carrier concentration for ZnO to

the same range as for ZnyNX, as shown in Table 22.3.

22.3. ZT
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Table 22.3: Directionally averaged transport properties of each
material under optimal-ZT carrier concentrations at 800 K.
Shown are the temperature, carrier concentration, electrical con-
ductivity, Seebeck coefficient, power factor, electronic and lat-
tice contributions to the thermal conductivity and their total
and ZT.

‘ Zn,NBr 7ZnyNI Zn0O
T (K) 800 800 800
n (carrlers em?) | 3.73 x 10 3.16 x 10" 1.58 x 10"
7 (Sem ) 270 388 58.4
a (pVK™) -143 -169 -226
PF (Wm 'K?) | 0.0552 0.112 0.0299
ke (Wm 1K 1) | 0429 0.709 0.0901
o (Wm K1) | 0.742 0.739 17.4
k(Wm 'K | 1171 1.448 17.5
T 0.376 0.612 0.014

Table 22.4: ZT of each material in each direction and averaged
over direction.

ZT (n (ecm™®)) | ZnyNBr ZnyNI ZnO

X 0.589 (2.68 x 10") 0.528 (1.78 x 10') 0.122 (1.59 x 10%°)
y 0.605 (2.68 x 10") 0.644 (3.16 x 10") 0.125 (1.59 x 10%°)
7 0.603 (2.68 x 10*) 0.672 (3.16 x 10*) 0.113 (1.59 x 10%°)
Average 0.599 (2.68 x 10*) 0.612 (3.16 x 10*) 0.120 (1.59 x 10%°)




23 DISCUSSION

The experimental values of ZT for ZnO far exceed those calcu-
lated here, at up to 0.65.9% This is after years of experimenta-
tion, finding methods of enhancing the thermoelectric proper-
ties, which ZnsNX have not been subject to. ZnO is often stud-
ied as Al-doped ZnO (AZO),% but in the record-holding study,
it is dually doped with Ga and Al, which is complex and out of
the scope of this research. The Ga doping resulted in an impu-
rity phase forming, which would have caused phonon (and elec-
tron) scattering. Here, we have not attempted to replicate this,
but have instead simulated nanostructuring to 20nm in ZnO
to find out how anion substitution compares to nanostructuring
as a means to enhance the thermoelectric performance of ZnO.
In ZnO, the lattice thermal conductivity reduces by 42 % at
1,800K, from 7.64 Wm 'K 't04.41Wm 'K !, and the power
factor reduces from 0.0542 Wm ! K 2 t0 0.0501 Wm ! K 2 with
3, a reduction of 8%. This gives a nanos-

tructured Z7T of 0.182. This is far less than the Z7T's we have

seen from Zn,NX, suggesting this is indeed an effective alterna-

1 x 10% carriers cm

tive to nanostructuring. We can also simulate nanostructuring
in ZnyNX. In ZnyNBr, relatively low intrinsic scattering causes
a larger effect of mean free path scattering, resulting a 19 % re-
duction in conductivity from 148 Sem ! to 120Scm ! leading
to a similar reduction in power factor from 0.0524 Wm ' K2
to 0.0434 Wm 'K~ 2. The relatively high phonon scattering on
the other hand causes the opposite effect, with a 15 % reduction
from 0.597 Wm ' K~ ! to 0.507 Wm ' K~!. Overall, this results
in a very slight reduction in Z7T from 0.599 to 0.595. In Zn,NI,
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Figure 23.1: Comparison of sin-
gle crystal (solid lines) and nanos-
tructured (dashed lines) electri-
cal conductivity, Seebeck coef-
ficient, power factor and lat-
tice thermal conductivity against
temperature at optimal carrier
concentration of ZnaNBr (five-
pointed shapes), ZnoNI (eight-
pointed shapes) and ZnO (three-
pointed shapes).
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the effect is greater, with a reduction of conductivity of 50 %
from 388 Scm ! to 193 S cem !, in large part due to the reduction
in optimal carrier concentration from 3.16 x 10! carriers cm ™3
to 2.15 carriers cm 2 which is not seen in the bromide. This car-
rier concentration reduction also causes the Seebeck coefficient
to increase from 1691V K ! to 1801V K, which overall leads
to a power factor reduction of 44 % from 0.112Wm K2 to
0.626 Wm 'K 2.
ity was also 15%, from 0.739Wm 'K ! to 0.626 Wm 'K !
owing to the lower temperature of 800 K rather than 1,000 K.

This leads to a 14 % reduction in ZT from 0.615 to 0.526.

The reduction in lattice thermal conductiv-

We have seen that the mixed anion nature with the heavy,
electron-rich halide ions cause the favourable electrical and ther-
mal conductivities of ZnyNX, primarily through reduced elec-
tronic scattering and increased phononic scattering when com-
pared to ZnO. The electron-rich I also accounts for the increased
dielectric constant and therefore reduced electronic scattering of

ZmyNI compared to Zn,NBr as discussed in the previous chapter.
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Figure 23.2:  Nanostructured
ZT's against temperature and
carrier concentration of (a)
ZnyNBr, (b) ZnaNI and (c) ZnO.
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Table 23.1: Bond lengths
in ZnaNX. The correspond-
ing bonds are shown in Fig-

ure 23.3(b). The direction refers
to the directions the bonds point
in, roughly in order of which
is the predominant direction.
A single letter does not imply
the bond points directly in that
direction.

s—> =

(b) Bonds

Figure 23.3: The structure of
ZnaNX (a) shown previously for
reference and (b) rotated 50°
right about the b axis, with la-
bels corresponding the bond or-
der in Table 23.1. Zn—Br bonds
are shown in orange and Zn—N
bonds are blue. Drawn predomi-
nantly with Vesta. 104
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Bond length (A) ‘ ZnyNBr  Zny,NI - Difference  Direction
1.906 1.918 0.012 ab
J0N 1.896 1.909 0.013 a
1.877 1.887 0.010 cb
1.880 1.890 0.010 cb
2.833 3.108 0.275 be
70X 2.775 2.993 0.218 ac
2.652 2.872  0.220 ba
2.751 2982 0.231 c

Another factor in the difference between ZnsNX is the crystal
structure. The most obvious distinction is the size of the halide
ion, who’s radius in crystals is around 182 pm for Br and 206 pm
for 1,192 a difference of 24 pm. The bond lengths of of most of
the Zn—X bonds increase by 22-23pm (Table 23.1), in good
agreement with this value, but the first bond (c.f. Figure 23.3)
increases by 27.5pm, or almost 15 % larger than the difference
in ionic radii.  Previously, we observed a lowering of the en-
ergy of the predominantly Zn s-state CBM+-1, and raising of the
halide p-states in the valence band, for which we have two pos-
sible explanations. One is that the halide p-states rise in energy
down the group, however, if these are lower than the Zn s-states
they will create a greater energy overlap and cause the orbitals
to separate more in energy, and if they were higher than the Zn
s-states the conduction band would have more halide character
and the valence band more Zn character. We therefore suggest
that the lengthening of the Zn—X bond reduces the spacial over-
lap of the orbitals, which is particularly strong due to the short-
range character of the Zn s-orbitals, causing the narrowing of
the separation between these orbitals. This also helps to explain

the lower decomposition temperature of the iodide.

Zny;NX have high n-type electrical conductivity and low lat-
tice thermal conductivity, so the limiting factor (besides the low
decomposition temperature) is the low Seebeck coefficient. As
previously mentioned, a high Seebeck coefficient requires high

charge carrier effective mass and low carrier concentrations, so



is often difficult to optimise alongside the electrical conductiv-
ity, which requires the opposite, but there are ways around this.
Multiple bands at the band edge can enable both quantities to
be optimised.®® If the band edge has a degeneracy of two, this
doubles the carrier concentration without affecting the conduc-
tivity, and if there is a combination of a flat and disperse band,
this gives a combination of high and low effective mass charge
carriers to give a high Seebeck coefficient and electrical conduc-
tivity. The degeneracy does not have to be at the same k-point,
and off-I" edges have added degeneracy depending on the sym-
metry of the structure and k-point, where off-high-symmetry
point band edges provide the greatest benefit, exemplified by
MgyPn3.% The valence band of Zn,NX demonstrates several of
these characteristics nicely, with band degeneracy in the VBM
at the I' point in ZnyNBr and a flat VBM stretching most the
way from I' to Z in ZnyNI, whilst still having disperse bands
in the y direction, as demonstrated by the effective masses (Ta-
ble 22.1). Unfortunately these are likely to be n-type materi-
als, although we do not yet have the data to be sure about that,
but it could be possible to induce these effects in the conduction
band. The marked reduction in the energy of the CBM+1 down
the group offers the prospect that this could indeed be possible.
The most obvious method would be to make Zn,NAt. This could
close the gap completely, and also depends on what structure it
takes — the gap in the Pnma (63) structure in ZnyNI is 0.41eV
smaller than in the Pna2; structure. If it doesn’t, doping with
the iodide could potentially tune the gap. Unfortunately, At is
synthetic and radioactive with a half-life of 5.41-8.1 hours, !*3 so
would make a poor choice in the real world, so another option
might be to substitute the N for a heavier pnictogen. This might
lower the CBM+1 in the same way as the heavier halides have,
and with two groups of elements adjust, could enable precise
engineering of the band structure. On the other hand, heavier
halides have reduced the stability of Zn,NX, and this may too

happen with heavier pnictogens. This may be an intrinsic flaw

DISCUSSION
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in the mixed anion premise, with more complex structures hav-
ing better thermoelectric properties at the cost of a smaller tem-
perature range. Nevertheless, with decomposition temperatures
of 750 °C and 600 °C, 87 there is plenty of room to decrease into,
and plenty of devices and processes operating at lower temper-
atures which could have their waste heat recycled, and earth
abundant materials are prime candidates for such widespread

applications.



24 (CONCLUSION

We have studied the effectiveness of anion substitution as a
means of enhancing the thermoelectric properties of ZnO, by
transforming it into ZnyNX (X = Cl, Br, I). This resulted in
a reduction of the lattice thermal conductivity of 35-53 times
when X = Br or I, which we have attributed to the heavy halide
atoms slowing down the phonons and acting as rattlers to effec-
tively scatter the low-frequency phonons. The electrical conduc-
tivity is also enhanced, due in small part to a decreased electron
effective mass, but predominantly due to the reduced scattering.
Partly this is due to the effective removal of the piezoelectric
scattering, and partly due to the enhanced screening of the po-
lar optical phonon and ionised impurity scattering by the large,
electron-rich halide ions, particularly the iodide. While the re-
moval of the piezoelectric scattering is particular to piezoelectric
materials, the enhanced screening should apply to any instance
of anion substitution into relatively heavy ions, showing the ef-
fectiveness of this method beyond the initial intention of reduc-
ing the lattice thermal conductivity. The electrical conductiv-
ity dependence is still less predictable than the lattice thermal
conductivity due to the more complex processes governing it,
but this will help, at least. An added benefit in this instance
is that the optimal carrier concentration has decreased, making
doping it to this level more tractable, but there is also the dis-
advantage of the lower thermal stability blocking off the highest
ZT's. The overall effect is that compared to ZnO’s optimal ZT" of
0.125 with 1.59 x 10?° carriers cm 2 at 1,800 K in the y direction,
Zn,NBr’s is 0.605 with 2.68 x 10 carriersecm 3 at 1,000 K in
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the y direction and ZnyNI's is 0.672 with 3.16 x 10 carriers cm 3
at 800 K in the z direction. This enhancement of more than five
times is much greater than nanostructuring ZnO to 20 nm, which
enhances the ZT by 1.5 times, due to the greater lattice ther-
mal conductivity reduction and synergistic increase of electri-
cal conductivity. Furthermore, the low electronic scattering and
high phononic scattering of Zny,NX render nanostructuring them
counterproductive. This makes anion substitution, at least for
ZnO but likely for other materials too, an effective alternative to
nanostructuring, which reduces lattice thermal conductivity but

also enhances rather than reduces the electrical conductivity.

Still, more work needs to be done before these materials can
be used in real life. In order to reach the high carrier con-
centrations required, Zn,NX needs to be heavily doped. While
it needs fewer dopants than than ZnO, the increased number
of constituents places it in a more complex phase-space, which
may reduce the stability window in which it can be doped. A
preliminary step may be to calculate the band alignment rela-
tive to the vacuum energy level and ZnO in order to to calculate
the electron affinity and ionisation potential, to confirm that it
is likely to be n-type. If it is still viable, and the structural ques-
tions from the last part have been settled, research will still need
to be done into the device architecture, including the material

for the p-type leg, as well as contact materials.

In an unexpected twist, as the anion increases in size from
Cl to I, there is a large decrease in the CBM+1 energy around
the I point. While this renders ZnysNX coloured when doped, it
raises the tantalising possibility of band engineering an increased
Seebeck coefficient if several bands can be made to coincide at
the CBM, potentially reducing one of the main disadvantages
of these materials. We propose that changing the pnictogen
may be a good place to start. Overall, anion substitution is an
effective method of enhancing the thermoelectric properties of
known materials, showing a five times enhancement from ZnO

to ZnyNX, a class of materials that while promising in itself



CONCLUSION

also opens up an array of potentially even better alternatives

for future research.
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Part VIII

Conclusions






We have studied methods to find new earth-abundant ther-
moelectric materials. We first designed and wrote a Python
package to make the analysis of thermoelectrics more efficient
and less intimidating, and used it to assist in looking at two
methods to find new thermoelectric materials. The first was
straightforwardly looking at the literature for materials with
promising characteristics, such as a complex crystal structure
and traits conducive to high electrical conductivity. We found
we were able to isolate the traits we expected in BaBiyOg, but
they did not reach optimal levels below the decomposition tem-
perature. Then, we examined anion substitution as a means to
enhance the ZT of ZnO as ZnyNX (X = Cl, Br, I). This was
surprisingly effective, as it not only reduced the lattice thermal
conductivity, but enhanced the electrical conductivity, a syn-
ergy we now expect to be plausible in a wide range of materi-
als where a small anion is replaced by at least one larger one.
Unfortunately, this anion substitution also resulted in a reduc-
tion of the decomposition temperature, limiting Z7' gains. It
is probable this is a common limitation to using complex struc-
tured materials, anion substituted or otherwise, due to a more
complex phase space and structure. Nevertheless, the decompo-
sition temperatures of 600-1,000 K are still high, and many ap-
plications fall below them. In these cases, the sources are not as
spacially concentrated, and are more likely to be placed closer to
more living things, making the use of earth-abundant, non-toxic
materials especially important. The diversity of options in anion
substituted materials in particular, with two groups of anions to
adjust, offers the option of fine-tuning materials, e.g. for band-
engineering a high Seebeck coefficient, an option which looks
promising in ZnyNX and materials derived thereof, even if this
means lowering the thermal stability further. Overall, we have
studied two methods which have successfully found low thermal
conductivity, high electrical thermal conductivity (i.e. phonon-
glass electron-crystal) materials using relatively earth abundant

materials. While these methods won’t necessarily find the next
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ultra-high temperature thermoelectric, they show great promise
for finding lower temperature thermoelectrics, for which earth-
abundant materials are ideally suited, and anion substitution in
particular has the potential to find the holy trifecta of high See-
beck, high electrical conductivity and low lattice thermal con-

ductivity in one material.
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Figure A.1: Convergence of the energy of BaBiyOg against
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imum values used in all subsequent calculations.
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values used in all subsequent calculations.
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