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Abstract—Constructive interference (CI)-based symbol-level
precoding (SLP) is an emerging downlink transmission tech-
nique for multi-antenna communications systems, and its low-
complexity implementations are of practical importance. In this
paper, we propose an interpretable model-driven deep learning
framework to accelerate the processing of SLP. Specifically, the
network topology is carefully designed by unrolling a paral-
lelizable algorithm based on the proximal Jacobian alternating
direction method of multipliers (PJ-ADMM), attaining parallel
and distributed architecture. Moreover, the parameters of the
iterative PJ-ADMM algorithm are untied to parameterize the
network. By incorporating the problem-domain knowledge into
the loss function, an unsupervised learning strategy is further
proposed to discriminatively train the learnable parameters using
unlabeled training data. Simulation results demonstrate signif-
icant efficiency improvement of the proposed ADMM-SLPNet
over benchmark schemes.

Index Terms—Deep learning, deep unfolding, algorithm un-
rolling, model-driven, symbol-level precoding, ADMM.

I. INTRODUCTION

IN a multi-user multi-antenna wireless communications
system with accessible channel state information (CSI), the

noiseless received signal in each symbol slot at the receiver
can be exactly designed prior to transmission. Such processing
precodes the data symbols onto transmit antennas once per
symbol slot, known as symbol-level precoding (SLP) [1]–
[3]. The most prominent feature provided by SLP has been
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recognized as its ability in interference management, where all
interference is meant to be exploited rather than suppressed to
make it constructive to the desired signal and thus beneficial
to correct detection [1]. To this end, constructive interference
(CI)-based SLP is also referred to as interference exploitation
precoding. Compared to the currently popular interference
mitigation precoding [4], namely the conventional block-level
precoding (BLP) that utilizes CSI only to design a linear
precoder, whose precoding matrix is hence updated every
channel coherence interval, SLP that operates on a symbol
level has been shown to exhibit enhanced performance un-
der a variety of design criteria [1], for example, the power
minimization (PM) SLP subject to instantaneous signal-to-
interference-plus-noise ratio (SINR) constraints and the max-
min SINR balancing (SB) SLP with power budget. This is
because the nonlinear precoder provides more flexible and
accurate manipulations in signal processing than the linear
ones. Nevertheless, it seems that the state-of-the-art SLP is
not in full compliance with the philosophy of pragmatism in
realistic systems owing to the high complexity of solving the
corresponding constrained nonlinear optimization problem on
a symbol-by-symbol basis.

To address the computational issue of SLP, there have
been numerous studies, e.g., the efficient gradient projection
algorithm (EGPA) [1], the closed-form suboptimal solution
[5], the iterative closed-form algorithm [6], [7] for SB-SLP,
and the CI-BLP [8]. Recently, the separability of the PM-SLP
problem has been revealed in [9], which has also developed
several parallel methods to speed up the SLP process. As a step
further, [10] has proven an explicit duality between the PM-
SLP and SB-SLP problems, which enables solving the SB-
SLP problem leveraging the parallel methods proposed in [9]
based on the proximal Jacobian alternating direction method
of multipliers (PJ-ADMM). The efficiency of the PJ-ADMM-
based SLP is fundamentally affected by the parameters therein,
while determining the parameters for fast convergence is a
challenging and time-consuming task.

In this paper, our goal is to accelerate the processing
of the PJ-ADMM-based SLP using the model-driven deep
learning methodology. The idea of unfolding a model-based
iterative algorithm into a deep network has been proposed in
sparse coding [11]. This ideal and the discriminative parameter
learning approach have been named deep unfolding in [12]
and applied to Markov random fields. In [13], the ADMM
algorithm for compressed sensing has been mapped to a
deep architecture dubbed ADMM-Net via deep unfolding. The
same technique has been used to unfold a proximal interior-
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point method (IPM) for image restoration in [14], which has
been further employed in PM-SLP to attain an unsupervised
deep neural network [15]. Instead of unfolding an existing
optimization algorithm, [16] uses customized loss function
and lambda layers with expert knowledge to tackle the SB-
SLP problem. Motivated by these works, we propose an
unsupervised model-driven deep learning framework for SLP
named ADMM-SLPNet. Specifically, we map the PJ-ADMM
algorithm to a data flow graph and design the topology of the
proposed ADMM-SLPNet by unrolling the PJ-ADMM-based
SLP, retaining the interpretable feature of the model-based
algorithm rather than treating the network as an end-to-end
black box. We then untie the parameters of PJ-ADMM across
iterations to parameterize each layer of the ADMM-SLPNet.
To discriminatively train the untied learnable parameters, we
propose an unsupervised learning strategy by incorporating the
problem-domain knowledge into the loss function. In addition,
the parallel and distributed feature of the PJ-ADMM is inher-
ited by the proposed network. Simulation results demonstrate
the superiority of the ADMM-SLPNet in terms of processing
speed over the original PJ-ADMM SLP algorithm and other
benchmark schemes.

The remainder of this paper is organized as follows. Section
II introduces the system model and the concept of CI, then
formulates the PM-SLP problem. Section III briefly reviews
the iterative PJ-ADMM algorithm, followed by the detailed
design of the proposed ADMM-SLPNet, which includes the
network topology based on deep unfolding, the proposed
unsupervised training strategy, and the computational cost
analysis. Section IV provides the simulation results. Section
V concludes the paper.

Notations: (·)T and (·)−1 denote the transpose and inverse
operators, respectively. |·| represents the absolute value of
a real-valued scalar or the modulus of a complex-valued
scalar. ∥·∥ denotes the Euclidean norm of a vector or the
spectral norm of a matrix. ℜ{·} and ℑ{·} respectively denote
the real/imaginary parts of a complex-valued input. 1 and
I represents the all-ones vector and the identity matrix of
appropriate dimensions, respectively.

II. PRELIMINARIES

A. System Model

Consider the downlink transmission of a multi-user
multiple-input single-output (MU-MISO) system, where the
base station (BS) equipped with Nt antennas serves K single-
antenna users in the same time-frequency resource block. In
each symbol slot, the relationship between the transmit signal
x̃ and the received signal of the k-th user ỹk can be expressed
as

ỹk = h̃T
k x̃+ z̃k, (1)

where h̃k ∈ CNt denotes the quasi-static Rayleigh flat-fading
channel vector between the BS and the k-th user, and z̃k ∼
CN (0, σ2

k) is the complex-valued additive white Gaussian
noise at the k-th user. At the BS side, SLP is employed to
map the data symbol vector s̃ ≜ [s̃1, · · · , s̃K ]T ∈ CK to the
transmit signal x̃.
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Fig. 1. The first quadrant of the QPSK constellation.

B. Constructive Interference

When CI is attained via SLP, there is no interference de-
structive to the desired signal. Therefore the quality of service
metric is shifted from received average SINR to instantaneous
SINR, which can be written as

SINRk ≜

∣∣∣h̃T
k x̃
∣∣∣
2

σ2
k

. (2)

To illustrate the concept of CI, without loss of generality,
we take the first quadrant of the quadrature phase-shift-keying
(QPSK) constellation, whose modulation order is M = 4, as
an example and depict the geometric interpretation of CI in
Fig. 1.

−→
OS = s̃k,

−→
OA =

√
γkσks̃k,

−−→
OB = h̃T

k x̃ respectively
denote the symbol of interest, the nominal constellation point,
the noiseless received signal of the k-th user, where γk
is a prescribed SINR threshold. One important observation
is that when

−−→
OB lies in the green-shaded CI region, the

instantaneous SINR is guaranteed to be no less than γk |s̃k|2.
On the contrary, if the noiseless received signal falls out
of the CI region, see

−−→
OB′ =

−→
OA +

−−→
AB′ in Fig. 1, the

nominal constellation point
−→
OA is imposed with a destructive

signal
−−→
AB′. The instantaneous SINR is accordingly less than

γk |s̃k|2. Therefore the design criteria of SLP ought to specify
the location of

−−→
OB in the CI region. For a clear illustration,

we orthogonally decompose
−−→
OB along

−→
OA, which results

in that
−−→
OB =

−−→
OC +

−−→
CB. Furthermore, if

−−→
OB locates in

the CI region, we have
∣∣∣−−→CD

∣∣∣ ≥
∣∣∣−−→CB

∣∣∣, where D denotes

the intersection of
−−→
CB and its nearest CI region boundary.

From the geometric relationships illustrated in Fig. 1, the CI
constraints that guarantee the noiseless received signal located
in the CI region can be expressed as

ℜ
{
ĥT
k x̃
}
−

∣∣∣ℑ
{
ĥT
k x̃
}∣∣∣

tan π
M

≥ √γkσk, ∀k, (3)

where ĥT
k ≜ h̃T

k

s̃k
.
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C. Problem Formulation

With the CSI and information on data symbols, SLP ded-
icated to design the transmit signal under certain criteria.
The PM-SLP problem on x̃ that minimizes the total transmit
power subject to CI constraints has the following mathematical
description [1]:

min
x̃

∥x̃∥2

s.t.ℜ
{
ĥT
k x̃
}
−

∣∣∣ℑ
{
ĥT
k x̃
}∣∣∣

tan π
M

≥ √γkσk, ∀k.
(4)

The above quadratic programming problem is convex and
can be solved via off-the-shelf solvers. But most standard
solvers, e.g., SeDuMi and SDPT3, are based on the high-
complexity IPM. To alleviate the computational burden, a
number of algorithms were proposed, e.g., the EGPA [1] and
the suboptimal closed-form solution [5].

Based on the separability of the PM-SLP problem shown in
[9], the PM-SLP problem (4) can be equivalently transformed
to the following separable real-valued problem [9]:

min
{xi}

N∑

i=1

∥xi∥2

s.t.

N∑

i=1

Aixi ⪰ b,

(5)

where

x ≜

[
ℜ{x̃}
ℑ {x̃}

]
∈ R2Nt , (6a)

A ≜
[
ĀT

1 , · · · , ĀT
K

]T ∈ R2K×2Nt , (6b)

Āk ≜ TSkHk, (6c)

T ≜

[
1 − 1

tan π
M

1 1
tan π

M

]
∈ R2×2, (6d)

Sk ≜

[
ℜ
{
s̃−1
k

}
−ℑ

{
s̃−1
k

}

ℑ
{
s̃−1
k

}
ℜ
{
s̃−1
k

}
]
∈ R2×2, (6e)

Hk ≜


ℜ
{
h̃T
k

}
−ℑ

{
h̃T
k

}

ℑ
{
h̃T
k

}
ℜ
{
h̃T
k

}

 ∈ R2×2Nt , (6f)

b ≜
[
bT
1 , · · · ,bT

K

]T ∈ R2K , (6g)

bk ≜
√
γkσk1 ∈ R2. (6h)

xi ∈ Rni and Ai ∈ R2K×ni respectively denote the i-th
blocks of x and A, where

∑N
i=1 ni = 2Nt, and N denotes

the number of blocks. Equivalently, we have xi = ET
i x and

Ai = AEi, where Ei ∈ R2Nt×ni , and each column of {Ei}
is uniquely picked from the columns of the 2Nt×2Nt identity
matrix. The next section will briefly review the PJ-ADMM-
based SLP that can solve the above separable problem in
parallel, followed by the proposition of the ADMM-SLPNet.

III. ADMM-SLPNET

A. Algorithm Review and Motivation for ADMM-SLPNet

After rearranging the original PM-SLP problem into the sum
of multiple blocks, all blocks of the transmit signal can be

updated in a parallel manner by leveraging PJ-ADMM, which
is outlined in Algorithm 1 [9]. The detailed derivations of
the iterative PJ-ADMM algorithm are omitted due to space
limitations. In the iterative algorithm design, the penalty term
is used to regularize the objective function, such that the
CI constraints are penalized into the augmented Lagrangian
function. The rationale behind this is that a CI-constrained
SLP optimization problem can be rewritten as an easy-to-
handle penalized problem that is less constrained or entirely
unconstrained by incorporating the CI constraints into the ob-
jective function. The penalty parameter determines the severity
of the penalty for the CI constraint violations. It also serves
as a step size in the update of the Lagrangian multiplier.
If the penalty parameter is sufficiently large, the constrained
PM-SLP problem is well-approximated by the augmented La-
grangian function, therefore we can obtain the optimal solution
to the original PM-SLP problem. The proximal terms are
adopted to reduce the effect of instability of the transmit signal
by limiting the distance between two consecutive iterations,
where the proximal parameters determine the size of the
proximity. The damping parameter is added to smooth the
update of the Lagrangian multiplier.

It can be inferred from the above that a larger value of the
penalty parameter and the damping parameter, or a smaller
value of the proximal parameters, can enlarge the step size
in each iteration. The convergence rate is therefore funda-
mentally affected by the aforementioned parameters. Although
we have an intuition on the mechanism of the interaction
between the parameters and convergence performance, there is
unfortunately no general rule working on the adjustment of the
parameters in ADMM for convergence acceleration. The com-
monly used experiential strategy in practice is monotonously
increasing or decreasing the parameters from one iteration to
the next. Despite its incremental performance improvement
over constant parameters, this strategy is limited by the tied
parameters and is lack of concrete theoretical foundations.

Unlike the model-driven method that develops the iterative
algorithm to solve the well-modelled problem, the data-driven
deep learning method treats the task as an end-to-end black
box and trains the black box using a huge volume of labelled
data. The network architecture and hyper-parameter design,
as well as the labelled data acquisition, are however the
bottlenecks of the data-driven method due to unexplainabiltity.
The dilemma between model-driven and data-driven methods
has not been resolved until the emergence of the model-
driven deep learning method [11]–[13]. In the following, we
will present such a framework for PM-SLP, i.e., the ADMM-
SLPNet.1

B. Network Topology

The iterative PJ-ADMM algorithm tackles the PM-SLP
problem by recursively updating the transmit signal. This
procedure can be unrolled to a hierarchical machine via

1The proposed framework can also be used to solve the SB-SLP problem
through the duality between the PM-SLP problem considered in this paper
and the SB-SLP problem [10].
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Fig. 2. The data flow graph of the iterative PJ-ADMM algorithm for PM-SLP.

Algorithm 1 Iterative PJ-ADMM Algorithm for the PM-SLP
Problem (5) [9]

Input: A, b, ρ, τi, β
Output: x

1: Initialize x0
i (i = 1, · · · , N), and λ0;

2: Set t← 0;
3: repeat
4: Update ct+1 by

ct+1 = max

{
N∑

i=1

Aix
t
i − b− λt

ρ
,0

}
; (7)

5: Update xt+1
i for i = 1, · · · , N in parallel by:

6: for i = 1, · · · , N do
7: Update xt+1

i by

xt+1
i =

(
2I+ ρAT

i Ai + τiI
)−1

[
τix

t
i+

ρAT
i


−

N∑

j ̸=i

Ajx
t
j + b+ ct+1 +

λt

ρ



]
,∀i;

(8)

8: end for
9: Update λt+1 by

λt+1 = λt + ρβ

(
−

N∑

i=1

Aix
t+1
i + b+ ct+1

)
; (9)

10: Set t← t+ 1;
11: until Convergence.

deep unfolding. To begin with, we unfold the operations in
Algorithm 1 as a data flow graph using the concept of the
directed acyclic graph. Each PJ-ADMM iteration is mapped
to one stage in the data flow graph as shown in Fig. 2,
where each stage comprises of three layers, i.e., the slack
variable update layer, the primal variable update layer, and
the dual variable update layer. Each layer consists of one
node and directed edges that interconnect nodes, where the
former corresponds to one operation in PJ-ADMM iteration,
and the latter corresponds to data flows. Once the CSI and

data symbols enter the data flow graph and flow over the
layers, it will eventually output the desired transmit signal.
The proposed ADMM-SLPNet can be obtained by treating
the data flow graph as a learnable network. In order to
train the network, we introduce trainable parameters to the
unfolded network, which include the penalty parameter ρ in
the slack variable update layer, the proximal parameters {τi}
and penalty parameter ρ in the primal variable update layer,
the damping parameter β and the penalty parameter ρ in the
dual variable update layer. In such a way, the parameters in the
iterative PJ-ADMM algorithm are untied to parameterize the
unfolded network, which means that the value of the same
learnable parameter can vary in different layers/stages. As
opposed to the iterative algorithm, in which the parameters
are either constant or monotonously changing, the unfolded
network is more flexible thus powerful.

1) Slack Variable Update Layer: This layer updates the
non-negative slack variable following the element-wise maxi-
mizing operation in (7). The output of this layer is given by

St+1
ρ : ct+1 = max

{
N∑

i=1

Aix
t
i − b− λt

ρ
,0

}
. (10)

2) Primal Variable Update Layer: This layer generates
all N blocks of the transmit signal in parallel following the
operation in (8). Given the slack variable and dual variable,
this layer outputs the transmit signal by

P t+1
ρ,τi : xt+1

i =
(
2I+ ρAT

i Ai + τiI
)−1

[
τix

t
i+

ρAT
i


−

N∑

j ̸=i

Ajx
t
j + b+ ct+1 +

λt

ρ



]
,∀i.

(11)

3) Dual Variable Update Layer: This layer updates the
Lagrangian multiplier by the gradient update procedure in (9).
The updated dual variable can be expressed as

Dt+1
ρ,β : λt+1 = λt + ρβ

(
−

N∑

i=1

Aix
t+1
i + b+ ct+1

)
. (12)

In the forward pass, CSI and data symbols flow over the
network one after another stage and generate the transmit
signal at the last stage. In the backward pass, the gradient
of the loss function with respect to the variables and pa-
rameters in each stage can be computed inversely from the
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last stage to the first one using the chain rule. Consequently,
the parameters can be trained based on the obtained gradient
information. After designing the ADMM-SLPNet architecture
and introducing learnable parameters, we will discriminatively
train the network in the next subsection.

C. Unsupervised Training

The learnable parameters of the ADMM-SLPNet are typi-
cally trained by minimizing the loss function using the error
back-propagation method, through which the value of the
parameters in different layers can be discriminatively learned
from the training dataset. Instead of choosing the supervised
learning strategy in a wide range of existing deep unfolding
methods to minimize the distance between the network output
and the ground-truth solution, we propose an unsupervised
learning approach for ADMM-SLPNet. The rational behind
this is that the unsupervised learning not only discards data
labelling but also has better generalization performance than
supervised learning.

The loss function for the unsupervised learning is closely
related to the objective function of the PM-SLP problem. It is
observed that the updated primal variable in (8) may fall out of
the feasible region defined by the CI constraints, which means
that the feasibility of the transmit signal is not guaranteed.
Furthermore, if we choose the objective function in (5) as the
loss function of the network, then the transmit signal will go
to zero, which leads to an infeasible solution that minimizes
the loss function but badly violates the CI constraints. To
circumvent this problem, we propose to project the network
output in (8) onto its feasible region, i.e., the CI regions. The
projected signal can be written as

xp (Θ) ≜ x (Θ) +A−1 max

{
b−

N∑

i=1

Aixi (Θ) ,0

}
, (13)

where x (Θ) is the network output based on the parameter
set Θ ≜ {ρ, τi, β}. Then we choose the symbol-level transmit
power of the projected signal as the loss function, which is
given by

LΘ ≜ ∥xp (Θ)∥2 . (14)

When the training data flow over the ADMM-SLPNet, there
will be a transmit signal generated by the network. In the
training phase, the gradient of the loss function with respect to
the learnable parameters in each layer will be back-propagated
along the network to train the parameters without the ground-
truth transmit signal. It is worth noting that we compute and
propagate the subgradient for the slack variable update layer
containing element-wise maximizing operation.

So far, we have designed the ADMM-SLPNet by unrolling
the iterative PJ-ADMM algorithm and training the network
parameters by the proposed unsupervised training strategy.
Along these lines, the unfolded network is trained by mini-
mizing the loss function with respect to the parameters. The
parameters are untied across layers, thus attaining a more
powerful architecture. The next subsection will provide a brief
analysis of the computational cost associated with the network.

D. Computational Cost

We evaluate the computational cost of the ADMM-SLPNet
based on the number of real-valued multiplications. To reduce
computational overhead, we pre-compute and store

{
AT

i Ai

}

for reusing in each iteration. Within one iteration, {Aixi}
and λ

ρ are also only computed once and stored. The compu-
tational complexity of the proposed ADMM-SLPNet includes
two parts: the stage-independent part for

{
AT

i Ai

}
, and the

stage-dependent part, where the second part needs to be
counted once per stage. The first part requires 8K2Nt/N real-
valued multiplications for each block. For the second part,
the computation of {Aixi} requires 4KNt/N real-valued
multiplications per block. Besides, (10), (11), and (12) require
2K, 2Nt/N + 8N3

t /N
3 + 2Nt/N + 2K + 4KNt/N , and

2K + 1 real-valued multiplications for each block per stage,
respectively. The total computational cost is approximately
8K2Nt/N + T (8N3

t /N
3 + 8KNt/N + 4Nt/N + 6K + 1)

real-valued multiplications for each block, where T denotes
the number of stages.

IV. NUMERICAL RESULTS

We consider a single-cell downlink MU-MISO system
employing QPSK signaling, where the channel vector h̃k is
assumed time varying as independent and identical distributed
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(i.i.d.) CN (0,1). All K users have the same instantaneous
SINR threshold and identical unit noise variance, i.e., γk = γ,
σk = 1. Each transmission frame is assumed to composed
of Ns = 20 symbol slots, within which the channel is static.
The ADMM-SLPNet is trained using Adam optimizer with
a dataset composed of 5000 random training samples, where
Nt = 12, K = 12. The number of training epochs, batch
size, and learning rate are set to 1000, 1, and 0.1, respec-
tively. The benchmark schemes include the ZF precoding,
the conventional interference mitigation PM-BLP [17], the
IPM for PM-SLP implemented by CVX [18], the EGPA for
PM-SLP [1], and the iterative PJ-ADMM algorithm for PM-
SLP in Algorithm 1 [9]. We partition the original problem
into N = 3 subproblems. The parameters for the iterative
PJ-ADMM algorithm are carefully chosen from a lot of
candidates, i.e., ρ = 0.4, β = 1, and τi = 0.8ρ∥Ai∥2. The
results in this section are averaged over Nc = 100 random
channel realizations, i.e., 2000 symbol slots.

Fig. 3 demonstrates the convergence behavior of the pro-
posed ADMM-SLPNet, where the average transmit power
of the considered schemes is depicted as a function of the
number of iterations/stages. It can be seen that the ADMM-
SLPNet and PJ-ADMM require respectively T = 12 stages
and T = 30 iterations to approximate the optimal average
transmit power obtained by IPM. The model-driven deep
learning framework shows significant convergence superiority
over the corresponding iterative algorithm.

Fig. 4 provides comparisons of the average transmit power
at various SINR thresholds. The number of stages for the
ADMM-SLPNet is T = 12, and the number of iterations for
the PJ-ADMM is T = 30, as obtained in Fig. 3. We can
observe that the ADMM-SLPNet enables attaining the SLP
gain at all SINR thresholds with fewer iterations/stages than
the PJ-ADMM. The results in Fig. 4 validate the effectiveness
of the proposed model-driven deep learning framework as well
as the unsupervised learning approach for SLP.

Fig. 5 presents the average execution time per frame of
the considered schemes in Fig. 4. The execution time for the
ADMM-SLPNet and PJ-ADMM is averaged over N = 3. It is
shown that the ADMM-SLPNet has the lowest execution time
over the 4 compared SLP schemes. The average execution time
of the ADMM-SLPNet with T = 12 stages is approximately
0.05%, 2.13%, 42.90%, and 4.89% of those of the IPM, EGPA,
PJ-ADMM with T = 30, and BLP, respectively.

V. CONCLUSION

This paper developed the ADMM-SLPNet, a model-driven
deep learning framework defined over the iterative PJ-ADMM
SLP algorithm. Leveraging the deep unfolding to unroll the
PJ-ADMM framework, we incorporated the problem-domain
knowledge into the network topology and the loss function,
thereby attaining interpretability for the ADMM-SLPNet. Be-
sides, the domain knowledge-aided loss function is irrelevant
to the optimal solutions to the training dataset, i.e., the data
label. Moreover, the network was trained using an unsu-
pervised learning approach with the proposed loss function,
which eliminates the need for data labeling. Numerical results

demonstrated the superiority of the proposed model-driven
deep learning framework to achieve a better performance faster
over the iterative algorithm.
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