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A B S T R A C T 

We measure the tidal alignment of the major axes of luminous red galaxies (LRGs) from the Legacy Imaging Survey and 

use it to infer the artificial redshift-space distortion signature that will arise from an orientation-dependent, surface-brightness 
selection in the Dark Energy Spectroscopic Instrument (DESI) surv e y. Using photometric redshifts to downweight the shape–
density correlations due to weak lensing, we measure the intrinsic tidal alignment of LRGs. Separately, we estimate the net 
polarization of LRG orientations from DESI’s fibre-magnitude target selection to be of order 10 

−2 along the line of sight. Using 

these measurements and a linear tidal model, we forecast a 0.5 per cent fractional decrease on the quadrupole of the two-point 
correlation function for projected separations of 40–80 h 

−1 Mpc. We also use a halo catalogue from the A BACUSSUMMIT 

cosmological simulation suite to reproduce this false quadrupole. 

Key words: methods: data analysis – dark energy – large-scale structure of Universe – cosmology: observations. 
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 I N T RO D U C T I O N  

edshift-space distortions (RSDs) are an effect often used for 
easuring the growth of large-scale structure. On the scale of galaxy 

lusters, peculiar velocities of galaxies ‘smear’ structure along the 
ine of sight (LOS) in redshift space (Jackson 1972 ). On larger scales,
aterial falling into o v erdense re gions creates a ‘squashing’ effect

long the LOS (Kaiser 1987 ). The difference in clustering along 
 ersus transv erse to the LOS can be described by the quadrupole of
he correlation function, ξ 2 . This needs to be corrected for to map
alaxies in real space, and on large scales is a measurement of the
rowth rate of structure and can be used to test gravity. 
To fully utilize RSD measurements in large spectroscopic galaxy 

urv e ys, one of their important biases must be understood: intrinsic
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alaxy alignment (IA). The primary axis of galaxies can be intrinsi-
ally aligned with each other (II correlation) and with the underlying
ensity or tidal field (GI correlation). When a galaxy surv e y has an
rientation-dependent selection bias and galaxy orientations are also 
orrelated with the tidal field, ξ 2 is directly affected. 

Hirata ( 2009 ) used linear models of tidal alignment and
rientation-dependent selections to predict that GI correlations could 
ffect RSD measurements by as much as 10 per cent. This effect is
ighly surv e y-dependent due to its strong dependence on surv e y
election and the differences in tidal alignments between galaxy 
amples. Martens et al. ( 2018 ) and Obuljen, Perci v al & Dalal
 2020 ) have measured an anisotropic galaxy assembly bias in the
aryon Oscillation Spectroscopic Surv e y (BOSS). Since the velocity 
ispersion of elliptical galaxies is non-isotropic and may correlate 
ith axis orientation and tidal environment, this effect could be 
 manifestation of the effect described by Hirata ( 2009 ). On the
ther hand, Singh, Yu & Seljak ( 2021 ) followed a similar method to
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Figure 1. A cartoon demonstrating how an aperture-based selection can combine with tidal alignment to affect measurements of the underlying density. 
Elliptical galaxies will have the maximum concentration of light on the sky when their primary axis is pointed at the observer. In this case, more of the light 
falls within an aperture and it is more likely to be included in DESI’s fibre magnitude selection. The cartoon on the right shows galaxies with maximum tidal 
alignment lying along density filaments which are parallel to the LOS. These filaments are represented with a blue gradient. Galaxies in filaments tend to be 
oriented in the direction of the filament, and ones between tend to point towards the higher density regions. In this case, DESI is more likely to select galaxies 
in denser regions, resulting in an amplification of this density mode. The opposite effect happens for filaments which are perpendicular to the LOS (not shown 
here, see fig. 1 of Martens et al. 2018 ). Since DESI is more likely to select galaxies in filaments which lie along the LOS, and less likely to select ones in 
perpendicular filaments, an anisotropic clustering arises and biases the RSD signal. 
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artens et al. ( 2018 ) and found the Fundamental Plane of BOSS
alaxies to be dominated by systematics and poorly correlated
ith IA, resulting in a null detection of the RSD IA bias for
OSS. 
As a Stage IV surv e y, it is necessary to not only detect, but quantify

hese biases for the Dark Energy Spectroscopic Instrument (DESI).
ESI is in the midst of a 5-yr surv e y, measuring spectra of o v er 40
illion galaxies within 16 000 deg 2 of the sky (DESI Collaboration

016 ; Abareshi et al. 2022 ). 
Successful inference of a galaxy’s spectroscopic redshift depends

n target surface brightness. This is especially true for a large
urv e y like DESI, which prioritizes surv e y speed at the cost of
igher signal-to-noise ratio. To impose this explicitly, DESI adopts a
urface brightness-dependent cut: limiting the magnitude within an
perture instead of the objects’ total magnitude. While this mitigates
ystematic errors related to surface brightness, it creates a bias in
he 3D orientation of galaxies. Galaxies with a pole-on orientation
ave a higher surface brightness and are more likely to be selected.
ince galaxies with tidal alignments tend to point towards regions of
igher density, this can also mean preferentially selecting galaxies
hich lie in filaments along the LOS. This results in an enhancement
f clustering in the radial direction and suppression in the transverse
irection, mimicking RSD. The key piece of modelling this effect is
elating the polarizability of the surface brightness selection to the
hape of galaxies viewed from ‘the side’, i.e. transverse to the LOS.
his depends on the details of the light profiles and triaxial shapes
f the galaxies (Fig. 1 ). 
About 20 per cent of DESI’s targets are luminous red galaxies

LRGs), which fall in the redshift range 0.4–1.0 (Zhou et al. 2021 ).
hese high-mass, relati vely inacti ve galaxies exhibit large tidal
lignments (Hirata et al. 2007 ) and are more affected by an aperture-
ased selection because they have larger angular sizes than emission
ine galaxies (ELGs). Therefore, we chose to focus our investigation
n LRGs as the DESI sample most likely to be substantially biased by
hese alignments, although our methods would also work for ELGs. 

The two effects that combine to create this bias, GI alignment
nd selection-induced polarization, can both be estimated and used
NRAS 522, 117–129 (2023) 
o calibrate the quadrupole ξ 2 . Here, we measure the shape-density
orrelation of LRGs as projected on the plane of the sky using shapes
rom the DESI Le gac y Imaging Surv e y (De y et al. 2019 ). We isolate
he signal of intrinsic positions from weak lensing via photometric
edshifts, model DESI’s orientation-dependent selection function,
nd put our detection in context of ξ 2 via a linear tidal model. As an
dditional test, we use the A BACUSSUMMIT cosmological simulations
o reproduce an aperture-based selection and measure the effect
n ξ 2 . 

 DESI  C ATA L O G U E S  

.1 Imaging 

ur measurements of GI alignment were made with LRGs from
he Le gac y Imaging Surv e y, DR9 (De y et al. 2019 ). This is the
atalog DESI uses to select its targets, and contains imaging in three
ands ( g , r , and z ) and projected shapes for sources in 14 000 deg 2 

f the extragalactic sky. It also includes photometry from the Wide-
eld Infrared Surv e y Explorer, which contains r and W 1 fluxes that
re corrected for Milky Way extinction. The LRG target selection
ncludes a cut based on the expected flux which falls within a DESI
bre. The z-band magnitude within a 1.5 arcsec diameter aperture

s limited to z fibre < 21.61 in the Northern Galactic Cap and z fibre 

 21.60 in the Southern Galactic Cap. For more information on the
hotometric selection of DESI’s LRG sample, see Zhou et al. ( 2023 ).
The source of each target (after deconvolving with a point spread

unction, PSF) is modelled as several light profiles at the pixel
evel using TRACTOR (Lang, Hogg & Mykytyn 2016 ). Based on
he fits’ χ2 values, we used shape parameters from the best fit
ut of these models: exponential disc, de Vaucouleurs, and Sersic.
his is different from DESI’s default selection, which includes PSF
nd round-exponential fits, and a marginalized χ2 criteria to a v oid
 v erfitting bright targets as round exponentials. These models were
 v oided for our measurements, as circles have no distinguishable
rientation. 
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Figure 2. How angles are defined in our alignment metric. For a given pair of 
galaxies, ε′ 

1 is maximum when the axis of B is parallel to the separation vector 
between it and A (most aligned), and minimum when it is perpendicular 
(anti-aligned). ε′ 

1 also scales with axial ratio; it approaches 0 as the shape 
of B becomes more circular. This is measured as a function of transverse 
separation, R . 
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Figure 3. Visualization of the matrix used for weighting pairs of galaxies in 
the alignment signal based on their colour difference. This weighting scheme 
was created using a subsample of DESI galaxies with measured redshifts and 
fa v ours pairs which are more likely to be physically associated with each 
other. 
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1 Code available here: github.com/cmlamman/ellipse alignment 
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Quality cuts were applied to target declinations δ > −30 ◦ and 
alactic latitudes b > 20 ◦. r − W 1 colour correlates well with
edshift, so we used this colour for the pair selection and weighting
cheme detailed in Section 3.2 . To conform with these weights, 
olour outliers were remo v ed by requiring 1 < r − W 1 < 4.5. Our
nal sample contained 17.5 million LRGs. 

.2 Spectroscopy 

e calibrate our photometric redshifts using a large sample of 
pectroscopic redshifts from the DESI Surv e y Validation (SV) 
bservations. SV is designed to represent the full surv e y and is
sed to assess DESI’s target selection. We use DESI’s internal SV 

atalogue, Fuji, which comprises of quality observations taken from 

020 December 14 through 2021 June 10. From this we selected 
33 924 LRGs with colours 0.6 < r − z and 1.5 < r − W 1 < 4.5,
nd redshifts 0.001 < z < 1.4. 

 INTRIN SIC  A L I G N M E N T  S I G NA L  

.1 Alignment formalism 

he projected alignment of galaxies on the sky is quantified with 
 relative complex ellipticity (Fig. 2 ). This measures the degree to
hich a galaxy is aligned with, and stretched along, a separation 
ector between it and another galaxy. Measuring this as a function 
f the separation vector’s magnitude, R , for many galaxy pairs is a
ay to quantify the alignment of LRGs to the underlying tidal field. 
Here, 2D galaxy shapes are modelled as ellipses with a complex 

llipticity 

= 

a − b 

a + b 
exp 2 iφ, (1) 

here a and b are the primary and secondary axis of the 2D ellipse,
nd φ is the orientation angle of the primary axis, measured East
f North. We define the ellipticity of a galaxy B relative to another
alaxy A using the difference between B ’s orientation angle, φB , and
ts position angle relative to A , θBA , also measured East of North. 

′ 
BA = φB − θBA . (2) 

his gives us a relative ellipticity, for which we measure the real
omponent: 

′ 
BA = 

a B − b B 

a B + b B 
exp 2 iθ ′ 

BA (3) 

′ 
1 = Re ( ε′ ) = | ε′ | cos 2 θ ′ . (4) 
his measurement is av eraged o v er man y pairs of galaxies as a
unction of their angular separations on the sky to obtain E( R), the
D shape–density correlation. 

.2 Colour weighting 

s our signal is a function of transverse separation, the main source
f its dilution is from pairs of galaxies with large separations along
he LOS. At the time of this paper, we do not have spectra for all
f the imaged galaxies and so use colour as a redshift proxy. To
ive pairs which are more likely to be physically associated a higher
eight in the alignment signal, we created a weighting scheme based
ff of their r − W 1 colours. 
This scheme gives higher weights to galaxies which are more likely 

o have small separations along the LOS. For a pair of galaxies with
wo colours, we used existing redshifts to estimate the likelihood that
hey were separated by less than 10 Mpc. Using the redshifts DESI
as measured so far, described in Section 2.2 , we separated galaxies
nto 20 bins of r − W 1 colour. For every combination of the average
olours in each bin, we estimated the fraction of galaxies which
re radially separated by less than 10 Mpc, based on their redshift
ifference and assuming the Hubble flow. The resulting lookup 
atrix was then used as a weight when averaging the alignment

ignal from individual pairs (Fig. 3 ). 

.3 Intrinsic alignment measurement 

he catalogue was divided into 10 groups based on declination 
nd then each of those into 10 groups based on right ascension,
esulting in 100 sk y re gions with an equal number of galaxies in each,
.8 million. We measured the projected alignment of neighbouring 
alaxies relative to each galaxy in each region. This was averaged
 v er 20 bins of transverse, angular separation R , resulting in 100
eterminations of the IA signal. The average and standard error 
f these 100 measurements at each separation is our projected IA
easurement, E( R). 1 

Our final determination of E( R) for DESI LRGs is displayed in
ig. 4 . This signal broadly agrees with our measurement of projected
MNRAS 522, 117–129 (2023) 
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M

Figure 4. Our final measurement of the projected shape–density correlation 
of DESI LRGs (red), which includes weighting based on the colour difference 
in galaxy pairs. This is compared to the same measurement made with Abacus 
haloes (dark blue). The light blue line shows the alignment of Abacus haloes 
once the distribution of their projected shapes was adjusted to match the 
LRGs, but does not include galaxy–halo misalignments. 

Figure 5. The reduced covariance matrix of E between bins of transverse 
separation for our IA measurement; the identity matrix has been subtracted 
from this plot. This demonstrates that the measurements of E in each bin of 
transverse separation are statistically independent of each other. 
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A in the Abacus Mock from Section 4 , which did not include any
isalignments from the original halo orientations. The similarity

etween the alignment in LRGs and raw halo shapes is likely a
oincidence due to two opposing effects: halo orientations are more
ligned with the underlying density, which increases E , but are
ounder than LRGs, which dilutes E . The LRG measurements of
 in each angular bin are statistically independent of each other, as
emonstrated by the covariance of our final E( R) signal between the
0 bins of transverse separation (Fig. 5 ). This indicates that there are
o systematic errors in our shape measurements which are correlated
ith the underlying matter distribution. 

.4 Weak lensing 

esides intrinsic alignments, the main effect impacting the alignment
ignal is gravitational weak lensing. If the shape of a neighbour
alaxy is measured relative to a foreground central galaxy, the
NRAS 522, 117–129 (2023) 
eighbour’s light can be gravitationally distorted by the central before
eaching us. 

Since we only measure the shape of one galaxy in each pair,
eak lensing is only present when the measured galaxy is behind the

entral one. Therefore, a simple way to isolate the weak lensing and
A signals is to set restrictions on the radial separations of pairs. Using
 − W 1 colour again as a distance proxy, we measured the alignment
or sets of pairs with various colour restrictions (Fig. 6 ). The signal
rom only measuring the shapes of galaxies relative to their closest
olour neighbours is comparable to our measurement using colour
eighting. The signal from only measuring galaxy shapes relative

o background galaxies is consistent with 0 abo v e separations of a
ew Mpc, and the signal from measuring galaxy shapes relative to
oreground galaxies is, as expected, opposite in sign to the intrinsic
ignal. 

To check whether the lensing signal is consistent with expecta-
ions, we consider the following approximate model. The net effect
f weak lensing acts in opposition to the IA signal, as it creates a
angential shear on the sky: 

t = 


̄ ( < r p ) − 
( r p ) 


 crit 
, (5) 

where 
̄ ( < r p ) is the average surface o v erdensity with some trans-
erse distance r p . Assuming a power-law model for the correlation
unction ξ gg = ( r 0 / r ) 2 , the surface o v erdensity at projected separation
 p is given as 

( r p ) = π
ρ0 

β

r 2 0 

r p 
. (6) 

nd the average overdensity within r p is 

¯
 ( < r p ) = π

ρ0 

β

r 2 0 

r p 
. (7) 

he deri v ations of these expressions for projected o v erdensity can
e found in Appendix B1 . 
 crit is the critical mean density, abo v e
hich the light of a source is split into multiple images. 

 crit = 

c 2 D S 

4 πGD L D LS 

. (8) 

Here, r 0 = 7.78 Mpc/ h is the 3D correlation length for DESI
lustering (Kitanidis et al. 2020 ), β = 2.15 is the clustering bias for
ESI LRGs (Zhou et al. 2021 ), and ρ0 = 2.68 × 10 −30 g cm 

−3 is
he critical matter density of the Universe from Planck 2018 (Planck
ollaboration VI 2020 ). D S , D L , and D L S are the distances to the

ource, distance to the lens, and distance between them, respectively.
To connect this to our alignment formalism described in Sec-

ion 3.1 , the tangential shear is defined as 

t = 

a − b 

a + b 
e 2 iφ, (9) 

here φ is the azimuthal angle of the source galaxy’s primary axis
ith respect to the lens. This results in the relation 

1̄ 
′ = 

γ̄t 

−2 
. (10) 

We then estimated the amplitude of this signal in our sample. To
btain D S / D L D LS , we used photometric redshifts for every pair of
alaxies, and average the result. We used a simple, linear fit of our
ESI spectroscopic sample to estimate these redshifts: 

 = 0 . 25( r - W 1 colour ) − 0 . 02 . (11) 

The resulting lensing estimation is shown in Fig. 6 . It agrees well
ith the IA measurement made when limiting to pairs we expect

art/stad950_f4.eps
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Figure 6. The shape–density correlation of DESI LRGs, resulting from measuring the shape of one ‘neighbour’ galaxy relative to the separation vector between 
it and another. The top abscissa displays the comoving distance corresponding to the transverse separation that was measured. No colour weights were used for 
these measurements. Instead, measurements were made using different colour-based restrictions for each pair of galaxies in order to explore the effects of weak 
lensing on the IA signal. The dark red line is the resulting signal when only measuring galaxy pairs which have a very similar r − W 1 colour, to approximate 
physical proximity. The orange and yellow lines are both measurements made on pairs of galaxies which have a large difference in r − W 1 colour, to emulate 
pairs which have no physical association. For the measurement shown in orange, we used pairs in which the neighbour galaxy was more blue than the other. 
Therefore, we only measured the shape of galaxies relative to ones behind it, so their shapes were broadly unaffected by weak lensing. The converse was applied 
for the signal shown in yellow; here, we only measured the shape of a galaxy if it was much redder than its counterpart. This means that the measured shape 
correlation is dominated by weak lensing. 
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re only affected by lensing, though it is a simple estimate that did
ot go into our final results. The final IA signal is likely still diluted
y weak lensing. Ho we ver, we did not de velop a more sophisticated
djustment for lensing, as DESI’s first year of spectra will allow us
o sufficiently isolate physically associated pairs. 

 IA  WITH  A BAC U S  M O C K  C ATA L O G U E  

o contextualize the measured IA signal, we built a mock catalogue 
rom the A BACUS S UMMIT C OMPA SO halo catalogue (Hadzhiyska
t al. 2021 ). A BACUS S UMMIT is a suite of large, high-accuracy, high-
esolution cosmological simulations made with the A BACUS N -body 
ode (Maksimova et al. 2021 ). We used haloes from a box with
omoving 2000 h −1 Mpc sides, simulated at z = 0.725. 

We mapped the haloes’ comoving positions to redshift and sky 
oordinates by placing an observer 1700 h −1 Mpc away from the 
entre of the box along the x -axis. To have an ev en sk y distribution
nd consistent redshift range across the sky, we set boundaries of
12 ◦ in right ascension and declination, with a redshift range of

.51 < z < 0.97. 
We then selected the largest haloes to match both the LRG

ensity of our DESI sample within this redshift range, 7.3 × 10 −4 
 h −1 Mpc) −3 , and the redshift distribution from DESI spectra. Our
nal mock catalogue contains 766 341 haloes. 
To imitate the DESI Le gac y Imaging Surv e y colours, we used a

atalogue of DESI LRG spectroscopic redshifts. They were sorted 
y redshift and each assigned an inde x. F or each halo, we identified
he LRG with the closest redshift percentile. We then smoothed 
ur selection by sampling a neighbouring LRG from a Gaussian 
f indices centred at the index of closest redshift and with a width
f 300. After taking the r − W 1 colour from the LRG with the
esulting index, we again smoothed by sampling a Gaussian centred 
t that colour, with a width of σ = 0.03. These smoothing parameters
ufficiently reproduced the observed data spread, and variations of 
hem do not significantly affect the measured alignment signal. 

The A BACUS 3D halo shapes are modelled as triaxial ellipsoids. A
ommon method for finding the projected axial ratios of ellipsoids 
an be found in Binney ( 1985 ). For measuring the alignment of
alaxy shapes, we additionally need the orientation angle of the 
rojected shape. Therefore, we adapted the method derived in 
endzwill & Stauffer ( 1981 ) to project triaxial ellipsoids on to

he celestial sphere. Our process for obtaining the axial ratio and
rientation of an ellipsoid projected along an arbitrary viewing angle 
an be found in Appendix A . 
MNRAS 522, 117–129 (2023) 
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Figure 7. L ( R ), the ef fecti ve radial distance that is av eraged o v er when 
measuring E( R). This was estimated using equation ( 15 ) and a radial bin 
depth B d of 60 Mpc. 
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Haloes are rounder than LRGs, so we mapped the axial ratios of
he projected haloes to the LRG axial ratio distribution. We adjust
ach axis ratio, b / a = d , with the empirical function: 

 

′ = 1 + 1 . 1( d − 1) − 2 . 035( d − 1) 2 + 1 . 76( d − 1) 3 . (12) 

his function correctly reproduces the number of observed axial
atios which fall in 100 bins between 0 and 1. We made no
djustments for the orientations of haloes. 

Using the same colour-weighting scheme as described in Section 3 ,
e measure the projected shape–density correlation of our resulting
ock catalogue. The result can be seen in Fig. 4 . The higher

mplitude is likely due to the simulation not including the effects of
eak lensing and the higher degree of alignment in haloes compared

o galaxies. Tenneti et al. ( 2014 ) estimate large, central galaxies at
ESI redshifts to be misaligned with their host halo by an average of

round 10–20 ◦. Assuming random misalignment, this propagates
o a E signal that is 75–94 per cent of the same signal without

isalignments. 

 M O D E L L I N G  A L I G N M E N T –ξ 2 

O R R E L AT I O N  

.1 Linear tidal model 

e adopt a linear tidal model to connect IA and DESI’s shape
election bias with the quadrupole of the correlation function, ξ 2 .
his approximation assumes that the projected shapes of galaxies
re linearly related to the projected density distribution and holds
or LRGs abo v e projected separations of 10 h −1 Mpc (Catelan &
orciani 2001 ; Hirata & Seljak 2004 ; Singh, Mandelbaum & More
015 ; Troxel & Ishak 2015 ). 
We define ∇ 

2 φ = ρ, where ρ is the fractional o v er density. The tidal
ensor is then the traceless combination T ij = ∂ i ∂ j φ − (1 / 3) δK 

ij ∇ 

2 φ,
here δK is the Kronecker delta. 
We model the mean 3D ellipticity of a triaxial galaxy as τT ij , where

he axis lengths behave as I + τT . For this deri v ation, we assume that
D projections of such galaxies behave as the 2D projection of these
engths. The mean eccentricity tensor must also be traceless, so for
 projection with α, β = { x , y } , the projected ellipticity is given as
αβ = τ ( T αβ + T zz /2), where we used T xx + T yy = −T zz . 

Using F ourier-space conv entions, the tidal tensor model T ij can be
xpressed as 

 ij ( � r ) = 

( 

∂ i ∂ j −
δK 

ij 

3 
∇ 

2 

) ∫ 
d 3 k 

(2 π ) 3 
˜ φ( � k )e i � k ·� r 

= 

∫ 
d 3 k 

(2 π ) 3 

( 

k i k j − δK 

ij k 
2 / 3 

k 2 

) 

˜ ρ( � k )e i � k ·� r . (13) 

.2 Shape–density correlation 

o connect a bias in ellipticity and a projected shape–density
orrelation with a ξ 2 signature, we first consider how galaxy ellipticty
orrelates with surface density. We begin with an expression for the
rojected fractional o v erdensity for a surv e y of functional depth L
nd uniform mean density ρ: 

 

(
� R 

)
= 

1 

L 

∫ 
dz ρ

(
� R , z 

)
, (14) 

here ˆ z is along the LOS and � R is projected separation, as used in
ection 3 . L is a measure of how far along the LOS we average when
easuring εLRG . As our surv e y is not homogeneous, we generalize L
NRAS 522, 117–129 (2023) 
o an expression of N ( z). Using the weights we give each galaxy pair
, we sum o v er all combinations of colour bins B 1, B 2, and galaxy

airs j , k . This is averaged per-bin and multiplied by the depth of that
in B d . To account for clustering, we also much include the projected
orrelation function, w p , as part of the bin depth. 2 

 = ( B d + w p ) 

 B1 
 B2 
 i 
 j w( i, j ) 


 B1 
 i 
 i w( i, j ) 
. (15) 

We chose a B d of 60 Mpc, which is large enough to include
nough pairs without averaging too far along the LOS where our
olour weighting does not apply. This was calculated for each of the
ransverse R bins used when measuring E( R), resulting in a function
 ( R ) (Fig. 7 ). 
The projected ellipticity is ˆ R αεαβ

ˆ R β . For the average, we can
ust consider the ˆ R = ˆ x direction. The shape–density correlation
rojected on to the plane of the sky is then given as 

( R) = 〈 εxx 
( R ̂  x ) 〉 = −2 τ

L 

〈
( T yy − T zz ) 

∫ 
dz ρ( R ̂  x , z) 

〉
. (16) 

s our model of T is linear in the density field, it is straightforward
o compute this expectation value (Appendix B2 ), yielding 

( R ) = 

τ

2 L 

R 

d 

dR 

[
1 

R 

�( R ) 

]
, (17) 

here we introduce 

( R) = 

∫ 
K dK 

2 π

P ( K) 

K 

J 1 ( KR) , (18) 

here K is 2D Fourier space, P is the power spectrum, and J 1 is the
rst Bessel function. 
τ can be inferred from our measurement of the shape–density

orrelation, 〈 εxx 
( R ̂  x ) 〉 , showing that the LOS shape and ξ 2 are
orrelated. We estimate τ as 

obs = 

2 L ( R ) E( R ) 

R 

d 
dR 

[
1 
R 
� 

] , (19) 

ith our IA measurement, E , and av erage o v er angular scales R .
riting this explicitly, if we measure E( R) from R 0 to R 1 , 

= 

1 

R 1 − R 0 

∫ R 1 

R 0 

τobs dR. (20) 
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his is our estimate of how the 3D ellipticity of galaxy shapes scales
ith the tidal field; it is directly proportional to the predicted ξGI 

ignal. 

.3 Shape–ξ 2 correlation 

ext, we turn to the correlation of shapes with the LOS ξ 2 . To
btain the relation between 3D shapes and the LOS, we consider 
hapes viewed from a direction transverse to the LOS, i.e. an axis
erpendicular to the projection axis abo v e. 
We define ξ 2 as ξ ( r , μ) = 

∑ 

� ξ� ( r ) L � ( μ), with μ the cosine of
he angle to the LOS. Therefore, the quadrupole signature ξ 2 is the 
orrelation between the density at a point, here taken to be the origin,
nd the quadrupole-weighted density in spherical shells, Q ( r ). This
s given as 

 ( r) = 5 
∫ 

d 2 ˆ r 

4 π
ρ( � r ) L 2 ( μ) , (21) 

here 
∫ 

d 2 ˆ r indicates the 2D integral over the unit vector ˆ r . 
To express the transversely viewed shape, we take the average 

f εxz and εyz , each after the correction to a traceless quantity. 
or the x –z projection, we have εαβ = τ ( T αβ + T yy /2), where the
ele v ant quantity is εzz . Averaging with the y –z projection, we have
 transverse averaged eccentricity 

zz = τ

(
T zz + 

T xx + T yy 

4 

)
= 

3 

4 
τT zz . (22) 

onsidering projections along ˆ x ± ˆ y also yield T zz /2 as the only m =
 support. 
The details of computing and simplifying <εzz Q ( r ) > can be found

n Appendix B3 , which result in 

〈 εzz Q ( r) 〉 = − τ

2 

∫ 
q 2 dq 

2 π2 
P ( q ) j 2 ( q r) . (23) 

his expression is averaged over radial bins of the correlation 
unction, resulting in averages of j 2 ( qr ). 

.4 Effect on anisotropic clustering ξ 2 

e expect the mean shape to be elongated along the LOS due to
ESI’s target selection, i.e. a non-zero mean εzz (Section 6 ). We call

his LOS polarization εLRG . 
Assuming εzz and the quadrupole signature Q are Gaussian 

istributed, correlated, random variables, a non-zero <εzz > will 
esult in a non-zero mean Q ( r ) as 

〈 Q 〉 = 〈 εzz 〉 〈 εzz Q 〉 〈
ε2 
zz 

〉 , (24) 

here the expectation values come from summing o v er each galaxy.
rom our tidal model, 

〈
ε2 
zz 

〉 = 

(
3 

4 
τ

)2 〈
T 2 zz 

〉
(25) 

= 

τ 2 

20 

∫ 
q 2 dq 

2 π2 
P ( q) . (26) 

his integral is the variance in the density field σ 2 , hence 
〈
ε2 
zz 

〉 =
2 σ 2 / 20. We measured this as the variance in the shape parameter
1 of all galaxies in the imaging surv e y. 

Combining the abo v e results, we obtain an expression for the
uadrupole signature arising from GI alignment and a shape- 
ependent selection bias: 

GI = 〈 Q ( r) 〉 = εLRG 
τ

2 
〈
ε2 
zz 

〉 ∫ 
q 2 dq 

2 π2 
P ( q ) j 2 ( q r) . (27) 

 summary of the variables we measured for this estimate are listed
n Table 1 . ξGI depends linearly upon these values: 

GI ∝ εLRG 
τ〈
ε2 
zz 

〉 ∝ εLRG 
L E 〈
ε2 
zz 

〉 . (28) 

 M O D E L L I N G  DESI’S  SELECTI ON  EFFECTS  

n Section 3 , we measured how the shapes of galaxies projected
n to the sky are aligned with the density field. To infer how this
ffects RSD measurements, we need to estimate the extent of DESI’s
rientation-dependent selection bias. Since pole-on galaxies have a 
igher surface brightness and are more likely to pass selection, we
xpect a net orientation of galaxies along the LOS, or polarization
LRG . This is defined as the ellipticity (equation 4 ) relative to the
OS. 
We estimate this by using a parent catalogue of LRGs which is

imilar to the sample described in Section 2.1 , except without the
bre magnitude cut. We assign each parent LRG a 3D galaxy light
rofile, then simulate images of each profile from all viewing angles,
ithout any extinction from internal dust. The polarization is the 

verage ε1, LOS of all 3D profiles which pass selection. 

.1 Parent sample 

e estimate polarization using a subsection of DESI LRGs in an area
f the sky with the best-resolved shapes, with right ascension and
eclination limits of 0 h 0 m 0 s <α < 0 h 40 m 0 s and 0 ◦ < δ < 5 ◦. This
s in the South Galactic Cap (SGC) and part of the Le gac y Imaging
urv e y’s DES re gion. This parent sample of 41 120 objects has the
ame criteria as DESI’s final target selection, except without the fibre
 -magnitude cut of z ′ fibre < 21 . 61 for the SGC. The fibre magnitude
omes from the light within a 1.5 arcsec aperture after convolving
he shape model with a standardized PSF. This somewhat isolates the
bre magnitude from seeing variations, so we can safely use shapes
rom an area with the best seeing without impacting the distribution
f underlying shapes. As in Section 2 , we also use shape parameters
rom the best-fitting, non-circular, model. 

0.95 per cent of this sample have the same fibre z-magnitude as
otal z-magnitude. This indicates that these objects are either stars 
r unresolved galaxies. We ignored these objects for our analysis, 
ut a more thorough simulation would involve simulating galaxies 
hrough the TRACTOR pipeline, as is done with the Obiwan project
Kong et al. 2020 ). 

.2 Light profiles 

ur light profile for each galaxy begin as a realization of 100 000
oints. This representation allows us to rapidly apply the triaxial axis
engths, rotations, and projections, as well as to apply a 2D Gaussian
SF and the eventual fibre aperture cut. 
The points for a given galaxy are distributed in 3D based on its

est-fitting shape model from the parent catalogue. DESI’s TRACTOR 

ipeline represents projected galaxy shapes as a mixture of Gaussians 
Hogg & Lang 2013 ). To de-project these into 3D profiles, we take
dvantage of the fact that a 3D Gaussian projects to a 2D Gaussian.
herefore, the 2D Gaussian mixture fits allow us to immediately 
MNRAS 522, 117–129 (2023) 
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Table 1. A summary of the variables used in estimating the quadrupole signature arising from intrinsic alignment, and their 
measured values in DESI’s LRGs sample. 

Variable Description Measured value 

R Projected separation on plane of the sky –
E( R) Intrinsic alignment, i.e. mean ellipticity of one galaxy relative to the projected 

separation to another 
Fig. 4 

L ( R ) Depth of measurement along LOS when measuring E( R) Fig. 7 
εLRG Polarization of LRG shapes along the LOS ( + ̂ z ), equi v alent to 〈 ε zz 〉 7.6 ± 0.1 × 10 −3 

〈 ε2 
zz 〉 Averaged ellipticity relative to the LOS, measured as variance in the real part of ε 1 0.031 

τ How 3D ellipticity scales with the tidal tensor, galaxy axis lengths behave as I + τ T ij −0.131 
ξGI ( r) Quadrupole signature arising from intrinsic (GI) alignment Fig. 11 

Figure 8. A comparison of the axial ratios of LRGs in our parent sample 
and the projected axial ratios from a distribution of triaxial shapes. These are 
the triaxial shapes used in our polarization estimate. The spike at b / a = 1 in 
the parent sample is artificial, likely due to poor shape fitting. 
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onstruct a 3D model. This was done for all parent LRGs with a best-
tting profile of de Vaucouleurs, exponential, and round-exponential
RGs. Relati vely fe w LRGs were fit best with a Sersic profile.
hese tend to be bright enough that they are not near the aperture
agnitude cut and therefore less affected by this biased selection;

or simplicity we modelled these with a Hernquist profile (Hernquist
990 ). 

.3 Polarization estimate 

or each object in the parent sample, we assign a triaxial shape based
n its projected shape. These were randomly drawn from the expected
istribution of triaxial shapes for bright ( r -band absolute magnitudes
 −19), medium (2 < r -band radius < 7 h −1 kpc) ellipticals in

maging from the Sloan Digital Sky Survey (Padilla & Strauss 2008 ).
1 120 3D shapes were projected along a random viewing angle and
anked by the axial ratio of the resulting ellipse. The LRG parent
ample was also sorted by axial ratio, and matched with the triaxial
hape corresponding to the projected shape of the same rank. 

To test these triaxial shapes, we viewed them each from a different
ngle and compared the projected axial ratios to our parent sample
Fig. 8 ). These distributions are not identical; note the artificial spike
n the parent sample at b / a = 1 which is likely from poor shape
tting. Differences in the distributions could also be due to shape-
ependent fitting biases in TRACTOR , or imperfect distributions from
adilla & Strauss ( 2008 ), including shape evolution from z = 0 or

nternal obscuration. 
The point positions from Section 6.2 were scaled by the assigned

hree axis lengths for each galaxy. They were then rotated to 100
NRAS 522, 117–129 (2023) 
andom orientations and projected along one axis. The resulting
images’ were scaled using the ratio of the observed half-light
adius and the average half-light radius of all model orientations.

e next need to emulate an observation in 1 arcsec seeing. Instead
f convolving with a Gaussian, we took the quicker approach of
dding pre-computed, 2D deflections to the projected points. The
bre magnitude was estimated by from the fraction of points which
ell within an 1.5 arcsec diameter aperture, and the observed total
agnitude of the LRG. The light profiles used did not perfectly

eplicate the observed z fibre values, so we added a calibration factor
o the N -body fibre magnitude for each of the four light profiles to
atch the true z fibre median. Objects with a fibre magnitude less than

1.61 passed selection. 
For each simulated image which passed selection, we measured

he corresponding 3D profile’s complex ellipticity relative to the
OS. This is the same convention as equation ( 4 ), except shapes
re projected in the transverse direction. The average of these
s our polarization εLRG . 54.2 per cent of our simulated galaxy
mages passed the fibre magnitude cut, similar to the actual value of
2.9 per cent. The polarization for these galaxies is 0.0087 ± 0.0002.
y determining the selection of a set of orientations for each galaxy

hape, we can also estimate which galaxies in the original sample
ay have an orientation-dependent selection (Fig. 9 ). To see what

olarization DESI can expect in its targets, we have plotted the
verage polarization in bins of z mag and r − W 1 colour (Fig. 10 a). 

We also find that the redder LRGs may be more affected
y orientation. This translates to a correlation between redshift
nd polarization, which could affect studies of structure evolution
Fig. 10 b). 

 ESTIMAT E  O F  FA LSE  RSD  S I G NAT U R E  ξGI IN
ESI  

t this point, we have measured all the necessary components to
stimate the ξ 2 signature arising from IA and DESI’s selection bias.
 summary of the variables used in this estimate are listed in Table 1 .
εLRG , the polarization of galaxy shapes along the LOS, is measured

n Section 6 . 〈 ε2 
zz 〉 is the variance of the real part of the complex

llipticities which describe the shapes of DESI’s LRGs and is
.031. We used the power spectrum, P ( k ), from A BACUS S UMMIT

Maksimova et al. 2021 ). 
τ is a function of ef fecti ve depth L , or how far along the LOS we

verage when measuring εLRG . This was estimated using the colour
eighting scheme from Section 3.2 , has a value around L = 620 h −1 

pc, and can be seen in Fig. 7 . τ also depends on the projected shape–
ensity correlation of LRGs E( r) which we measured in Section 3 .
v eraging o v er the bins of projected separation, we estimate τ obs =
0.131. 
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Figure 9. Results from our N -body reproduction of DESI’s target selection. There are two main flux cuts on the LRGs: a sliding r − W 1 versus W 1 cut which 
dominates at bluer colours, and the z fibre cut which dominates at redder colours. The full parent sample is shown on the left and a closer look near the fibre 
magnitude cut on the right. Each galaxy was assigned a triaxial shape, which was rotated to 100 random orientations. Its polarization is the average ellipticity 
relative to the light of sight of the objects which passed an aperture-magnitude cut. For target selection, we find that the orientations of shapes matters only for 
objects very close to the fibre magnitude cut, and is more likely to matter for more elliptical galaxies. 

Figure 10. Properties of selected targets from our simulated images. a: the z mag and colour taken from a parent sample of LRGs. Each square is coloured by 
the average polarization in that bin. We attribute the drop in polarization near the highest z mag to a selection effect: in order for these targets to pass selection 
they must have a fibre magnitude very close to their total magnitude, resulting in more compact shapes and a dampened polarization. b: the polarization of 
selected targets binned by colour. We expect this trend, since fainter galaxies tend to fall closer to the fibre-magnitude cut (Fig. 9 ). A higher polarization for 
redder colours could lead to an increased ξ2 bias at higher redshifts and mimic structure growth. 
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Using equations ( 27 ) and ( 19 ) to bring everything together, we
etermine r 2 ξGI to be 0.41( h −1 Mpc) 2 around 10–80 h −1 Mpc. The
ull separation dependence is shown in Fig. 11 . SDSS-III measures 
 

2 ξ 2 at these scales to be near 75 ( h −1 Mpc) 2 (Anderson et al. 2014 ).
his puts our estimate of the fractional error on ξ 2 around 0.5 per cent
t 40–80 h −1 Mpc. 
h

 ξGI ESTIMATE  IN  A BAC U S  

o demonstrate that an aperture selection produces a ξ 2 signature 
nd test our linear tidal model connecting the GI and RSD signals,
e next model the problem using A BACUS S UMMIT simulations. 
As in Section 4 , we started with a 2000 h −1 Mpc box of large

aloes and mapped their positions to redshift, right ascention, 
MNRAS 522, 117–129 (2023) 
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Figure 11. Estimated impact on DESI’s measurement of the RSD 

quadrupole. This about corresponds to a 0.5 per cent error for separations 
around 40–80 h −1 Mpc based on SDSS-III BOSS measurements (Anderson 
et al. 2014 ). The precision of our estimate is shown in the shaded region as 
the standard error. 
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Figure 12. ξ2 measurements of A BACUS haloes catalogues with and without 
an aperture-based selection. The top two lines include RSDs. The aperture- 
based selection creates an artificial, non-zero RSD signature, which acts in 
opposition to ξ2 on large scales. 

Figure 13. The artificial RSD signature induced by an aperture-based 
selection. Here, we compare the prediction made with our linear tidal model 
to the measured difference in ξ2 between a halo catalogue with and without 
the aperture selection. This is the difference between the measurements of ξ r 

in Fig. 12 without RSD. 
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nd declination. Sky cuts were applied to ensure a uniform sky
istribution at each redshift. 3D Sersic profiles of 100 000 points
ere generated for each halo, as in Sections 6.2 and 6.3 , except
sing the halo’s original triaxial shape. The half-light radius used for
ach halo was drawn from a distribution matching the physical radii
f the DESI LRG parent sample and scaled using the average half-
ight radii of the point profile projected to 10 random orientations. We
ounted the number of points which fell within a 1.5 arcsec aperture
nd measured the shape of each halo projected both on the sky and
elative to the LOS. 

To see how an aperture selection impacts the ξ 2 measurement, we
reated two samples: one without any selection, and one only with
aloes containing more than than 48 000 points within the aperture,
hich corresponds to 50 per cent of the haloes. We measured ξ 2 ( r )

or both sets in real space space and in redshift space, using the halo’s
riginal velocities. 
ξ 2 ( r ) was determined using the Landy–Szalay estimator (Landy &

zalay 1993 ) and av eraged o v er 10 sets of randoms, generated with
andom right ascension and declinations for each redshift. This entire
rocess was done for five A BACUS S UMMIT simulation boxes, and
heir average ξ 2 ( r ) and standard error is shown in Fig. 12 . 

As in Section 7 , we used our linear tidal model to predict the ξ 2 bias
aused by the aperture selection for this halo catalogue. We measured
he projected intrinsic alignment of the halo catalogue in radial bins
hich resulted in an average survey depth, L , of around 580 h −1 

pc between 0.1–0.5 deg. The polarization due to aperture cut was
LRG = 7 . 6 ± 0 . 1 × 10 −3 . The resulting prediction is compared to
he model in Fig. 13 . 

We expect the bulk of the disagreement between these two
imple models to be due to the linear approximation, which does
ot hold at lower separations, and simplifications in the demon-
tration mock. The largest simplification here is that every galaxy
s modelled with a Hernquist light profile. Any profiles which
re denser than reality will underestimate the polarization due to
perture selection. Ho we ver, the A BACUS approximation is com-
arable to the prediction from the linear model and serves as a
dequate demonstration of how a false ξ 2 signature can arise for
ESI. 
NRAS 522, 117–129 (2023) 
 C O N C L U S I O N  

he objective of this study is to determine the approximate impact on
ESI’s RSD measurements due to an orientation bias in LRGs. We
ave demonstrated that the effect is significant for DESI and estimate
 0.5 per cent fractional decrease of ξ 2 for separations of 40–80 h −1 

pc. DESI forecasts a total f σ 8 around 0.4–0.7 per cent (with ELG
nd LRGs combined), so it is important to mitigate this effect. 

To reduce the effects of intrinsic alignment for DESI, simple yet
evere choices involve only measuring ξ 2 in galaxy subsamples,
erhaps cut by total magnitude or colour. More practically, our
stimate could be used for calibration. 

As the DESI surv e y progresses and the precision in ξ 2 increases,
here are several opportunities to improve our bias estimate. Our
stimate is directly proportional to the measured polarization εLRG 

nd IA signal w x , both of which include systematic uncertainties. The
ain systematic uncertainty in our polarization estimate arises from

he choice of the triaxial shape distribution. We expect the majority
f our galaxies to be prolate (Padilla & Strauss 2008 ), which are
ore affected by selection bias than oblate and result in a higher
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olarization. We match the expected distribution of projected shapes 
n a region of the sky with the best shape fits, but 5.6 per cent of
alaxies in this subsample are fit as circles, creating an artificial 
pike at b / a = 1 (Fig. 8 ). A better estimate could be made with more
ccurate shapes, ie from the Dark Energy Surv e y (Gatti et al. 2021 ),
r reproducing Padilla & Strauss ( 2008 ) with DESI’s LRGs. 
Although partially mitigated by colour weighting, the IA signal in 

his work is reduced by weak lensing and diluted by the inclusion
f pairs which have large radial separations. We also expect a 5–10
er cent uncertainly in our forecast due to the difficulty in accurately
stimating L with photometric distances. This will be drastically 
mpro v ed with DESI’s first year of data, which contains 2.5 million
uality LRG spectra. The LOS distance we average over due to 
ncertainty in radial distances, L = 865 h −1 Mpc, will decrease by a
actor of at least 20 with redshifts. Advancing our ability to measure
A for only pairs of galaxies which are physically associated will be
he strongest impro v ement to the false ξ 2 estimate. 
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M

A IPSOIDS  

T s of projected triaxial ellipsoids for our mock catalogues. We adapted the 
m  on to the celestial sphere. 

e then define the diagonal matrix � such that � ij = δij λ
−2 
j , where δ is a 

K and organize them as rows of a matrix S , so that S ij is the j th component 
o  here denoted as component 1, on to the ˆ y − ˆ z plane. 

m (A1) 

w  then compute vectors � u and � v with elements u j = ˆ y · ( � m × � s j ) and 
v

u (A2) 

v (A3) 

W = � v T � � v . 
ured in the + ̂  y direction from ˆ z is 

(A4) 

A n as 

(A5) 

(A6) 

T envectors using the object’s right ascension and declination, so that ˆ x lay 
a le measured East of North for each halo. A function that performs these 
o t. 

A

B

H e o v er density (equations 6 and 7 ) used in the lensing estimation. r 0 = 

7 is et al. 2020 ), β = 2.15 is the clustering bias for DESI LRGs (Zhou et al. 
2  the Universe from Planck 2018 (Planck Collaboration VI 2020 ). We start 
w ion r p : 


 (B1) 

w rrelation function, we assume a power-law model ξ gg = ( r 0 / r ) 2 where 
ξ ressed as 

w (B2) 

T


 (B3) 

W  overdensity within r p : 


 (B4) 

B

S

E
 ( R, 0 ,z) 

〈 

˜ ρ∗( � q ) ̃  ρ( � k ) 
〉 

(B5) 

(B6) 
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PPENDIX  A :  PROJECTION  O F  T R I A X I A L  ELL

his section details how we obtained the axial ratios and orientation
ethod derived in Gendzwill & Stauffer ( 1981 ) to project ellipsoids
We denote the three ellipsoidal axis lengths as λj , j = 1, 2, 3. W

ronecker delta. We normalize the corresponding axis directions � s j 
f the i th vector. We are projecting along the ˆ x unit vector direction,
We define the column vector � m as 

�  = 

(
ˆ x T S 

T �S ̂  x 
)−1 

ˆ x T S 

T �S , 

here the pre-factor adopts the normalization that � m · ˆ x = 1. We
 j = ˆ z · ( � m × � s j ), written alternatively as 

 j = m 1 S j3 − m 3 S j1 

 j = m 1 S j2 − m 2 S j1 . 

e use these to compute the scalars A = � u 

T � � u , B = � u 

T � � v , and C 

The orientation angle of the projected ellipse’s primary axis, meas

tan 2 θ = 

−2 B 

A − C 

. 

nd the minor and major axis lengths of the ellipse, b and a are give

1 
a 2 

= 

A + C 
2 + 

A −C 
2 cos 2 θ

1 
b 2 

= A + C − 1 
a 2 

. 

o project the shapes on the sky, we rotated the original ellipsoid eig
long the LOS. This results in the axis lengths and orientation ang
perations is available here: github.com/cmlamman/ellipse alignmen

PPENDIX  B:  E X PA N D E D  D E R I VAT I O N S  

1 Weak lensing estimate 

ere are the details of how we obtained the expressions of surfac
.78 Mpc/ h is the 3D correlation length for DESI clustering (Kitanid
021 ), and ρ0 = 2.68 × 10 −30 g cm 

−3 is the critical matter density of
ith an expression for the surface overdensity at a projected separat

( r p ) = 

∫ +∞ 

−∞ 

ρ0 ξgm 

dz, 

here we assume the density follows 〈 ρm ( r ) 〉 = ρ0 ξ gm . For the co
gm 

= 

1 
β
ξgg . Therefore, the projected correlation function can be exp

 p ( r p ) = 

∫ 
ξgg dz = 

∫ +∞ 

−∞ 

r 2 0 

r 2 p + z 2 
dz = π

r 2 0 

r p 
. 

he surface o v erdensity becomes 

( r p ) = 

ρ0 

β
w p ( r p ) = π

ρ0 

β

r 2 0 

r p 
. 

e integrate this over r ′ p to get an expression for the average surface

¯
 ( < r p ) = 

1 

πr p 

∫ r 2 p 

0 

( r ′ p )2 πr ′ p dr ′ p = 2 π

ρ0 

β

r 2 0 

r p 
. 

2 Shape–density correlation 

tarting from equation ( 16 ), we can continue the computation as 

( R) = 

τ

2 L 

∫ 
d z 

∫ 
d 3 q 

(2 π ) 3 

[ 

q 2 y − q 2 x 

q 2 

] 

e −i � q ·� x ∣∣
� x = 0 

∫ 
d 3 k 

(2 π ) 3 
e i 

� k ·� r 
∣∣∣
� r =

= 

τ

2 L 

∫ 
d z 

∫ 
d 3 k 

(2 π ) 3 
[
k 2 y − k 2 x 

]
k −2 P ( k) e i � k ·� r 

∣∣∣
� r = ( R, 0 ,z) 

. 
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denote the space of ( k x , k y ) as � K , and similarly � R as ( x , y ). So we have 

E (B7) 

T

� (B8) 

w

E (B9) 

�

� (B10) 

w ve ∂ 2 f / ∂ x 2 = ∂ 2 f / ∂ R 

2 and ∂ 2 f / ∂ y 2 = (1 /R) ∂ f / ∂ R. So we have 

E (B11) 

w

� (B12) 

u

B

H

q (B13) 

f

(B14) 

F nics and spherical Bessel functions: 

e (B15) 

 ̃  ρ( � k ) 
〉 

(B16) 

C ave yields 

 � ( qr) Y 

∗
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Next, the integral over z creates 
∫ 

dz exp ( ik z z) = (2 π ) δD ( k z ). We 

( R) = 

τ

2 L 

∫ 
d 2 K 

(2 π ) 2 
(
K 

2 
y − K 

2 
x 

)
K 

−2 P ( K) e iK x R . 

o simplify this, we introduce 

 ( � R ) = 

∫ 
d 2 K 

(2 π ) 2 
P ( K) 

K 

2 
e i 

� K · � R , 

hich in turn implies 

( R) = 

τ

2 L 

(
∂ 2 y − ∂ 2 x 

)
� ( � R ) 

∣∣∣ � R = R ̂ x 
. 

 ( � R ) is isotropic, and can be simplified to a Hankel transform 

 ( R) = 

∫ 
K dK 

2 π

P ( K) 

K 

2 
J 0 ( KR) 

ith J 0 being the Bessel function. For a general function f ( R ), we ha

( R ) = 

τ

2 L 

(
1 

R 

∂ R − ∂ 2 R 

)
� ( R ) = 

τ

2 L 

R 

d 

dR 

[
1 

R 

�( R ) 

]

here we introduce 

( R) = −d� 

dR 

= 

∫ 
K dK 

2 π

P ( K) 

K 

J 1 ( KR) , 

sing dJ 0 ( x )/ dx = J 1 ( x ). 

3 Shape–ξ 2 correlation 

ere, we present the deri v ation of equation ( 23 ). 
Using L 2 ( μ) = (3/2) μ2 − − − (1/2), 

 

2 
z −

q 2 

3 
= q 2 

(
μ2 

q −
1 

3 

)
= 

2 q 2 

3 
L 2 ( μq ) 

or a 3D vector � q , and L � = 

√ 

4 π/ (2 � + 1) Y � 0 . We note that 

3 

4 
T zz = 

1 

2 

∫ 
d 3 k 

(2 π ) 3 
L 2 ( μk ) ̃  ρ( � k ) e i � k ·� r . 

inally, we have the expansion of a plane wave into spherical harmo

 

i � q ·� r = 4 π
∑ 

�m 

i � j � ( qr) Y 

∗
�m 

( ̂  q ) Y �m 

( ̂ r ) . 

We then compute < εzz Q ( r ) > as 

〈 εzz Q ( r) 〉 = 5 τ
∫ 

d 3 q 

(2 π ) 3 
1 

2 
L 2 ( ̂  q ) 

∫ 
d 2 ˆ r 

4 π
L 2 ( ̂ r ) 

∫ 
d 3 k 

(2 π ) 3 
e i � q ·� r 

〈 

˜ ρ∗( � q )

onverting to power, doing the � k integral, and expanding the plane w

〈 εzz Q ( r) 〉 = 

5 τ

2 

∫ 
q 2 dq 

2 π2 
P ( q) 

∫ 
d 2 ˆ q 

4 π
L 2 ( ̂  q ) 

∫ 
d 2 ˆ r 

4 π
L 2 ( ̂ r )4 π

∑ 

�m 

i � j

e then can do the two angular integrals, yielding the simpler form:

〈 εzz Q ( r) 〉 = − τ

2 

∫ 
q 2 dq 

2 π2 
P ( q ) j 2 ( q r) . 
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