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Abstract
This paper examines the effects of quantitative easing (QE) announcements by 
emerging market central banks in Europe during the COVID-19 pandemic, particu-
larly on exchange rates with a higher frequency setting. Two different methodologies 
are used for analysing the policy announcement effects. The first methodology is the 
event study method that measures the sample exchange rates’ mean and cumulative 
mean abnormal return around the time of event. The second one is the time series 
approach that measures asymmetric behaviour of the exchange rate volatility to mon-
etary policy shocks by employing exponential GARCH model. The results show that 
the foreign exchange markets respond to QE announcements in all selected coun-
tries. The response of exchange rates varies across countries and event windows. QE 
announcements cause appreciation of domestic currency in Hungary and Poland, 
and depreciation in Turkey. Additionally, the QE announcements increase exchange 
rate volatility in Hungary and Poland while they reduce volatility in Turkey. The 
asymmetric behaviour of domestic currencies prevails in all selected countries, but 
this asymmetry is sensitive to the exchange rate and the length of the window.
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1  Introduction

The policy response by central banks (CBs) to the economic and financial fallout 
of the recent pandemic is multifaceted. According to the IMF (2020), 90% of CBs 
used conventional methods such as cutting policy rates to mitigate the sudden and 
unprecedented shock to economic activity. Central banks also employed unconven-
tional methods to manage stability in the financial markets. Amongst these meth-
ods, quantitative easing (QE) was the most frequently used one as it aimed to pro-
vide liquidity to stressed financial markets and influence interest rates other than the 
usual short-term official rates. The QE implementations became significant espe-
cially after the 2007–2009 global crisis. The zero lower bound on nominal interest 
rate in most developed countries reduced the effectiveness of conventional methods, 
which later led CBs to prefer QE instead to maintain stability in the financial mar-
kets and to promote growth. Subsequently, this resulted in the massive expansion of 
CBs’ balance sheets across many developed countries with observable impact on 
financial markets and more complicated effects on growth and inflation rates (Joyce 
et al. 2012).

The COVID-19 pandemic forced many CBs in emerging economies to intervene 
to facilitate the smooth functioning of the financial markets and to stimulate the 
economy. For the first time on a broad basis, at least 18 of these emerging markets’ 
CBs adopted unconventional policies using large scale asset purchase programs1 
(IMF 2020). Most of these programmes focused on local currency sovereign bond 
purchases in secondary markets. The use of QE as an instrument during the pan-
demic in emerging markets was different than the purpose set by CBs in advanced 
economies (Arslan et al. 2020). In advanced economies, CBs were designed to pro-
vide credit support for firms, keep bond markets functional, and support monetary 
accommodation as policy rates had reached their effective lower bound. Emerging 
economies did not explicitly seek to provide monetary stimulus or credit support, 
but rather addressed market dislocations arising from investor risk aversion. The QE 
policies in emerging market economies (EMEs) primarily aimed to (1) compensate 
for the bond sell-off by foreign investors and provide liquidity to the financial sec-
tor; (2) prevent surges in local benchmark bond yields; and (3) communicate that 
CB were ready to purchase their respective sovereign’s assets and temporarily ease 
government financing pressure without causing any anticipation of a large fiscal 
expansion that would undermine investor confidence (Arslan et  al. 2020; Hartley 
and Rebucci 2020; IMF 2020). As almost all programmes took the form of out-
right purchases of bonds financed with reserves, and they were not sterilised. Due 
to its income risk and change in expectations during the period of uncertainty, for-
eign exchange rate was one of the most prominent effects of QE. Volatility of the 
exchange rate, in this respect, was important for the functioning of the monetary 
policy transition mechanism. It had an imperative role in securing investor confi-
dence and maintaining stability in the financial markets.

1  Large scale asset purchases and quantitative easing will be used interchangeably.
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The aim of this paper is to study the impact of policy interventions on exchange 
rate returns during the COVID-19 pandemic, and to measure the volatility of the 
exchange rates across emerging economies in Europe. Since QE is a new instrument 
for emerging markets, it provides important information about how the unconven-
tional monetary policies shape expectations in these countries’ financial markets. 
The analysis is straightforward when assessing the effects of asset purchases pro-
gramme on the financial markets, particularly around the time of announcements (Di 
Casola and Stockhammar 2021). Fama et al. (1969) argue that the efficient market 
is the one that adjusts rapidly to new information. They also argue that asset prices 
should react immediately to large scale asset purchases (LSAP) news, not just to 
expected transactions. The important part of the analysis is to observe whether there 
is an unusual behaviour in the exchange rate after the CB’s announcement for pur-
chasing long term assets in emerging European economies (EEE).

One of the drawbacks of studying the impact of policy implications is that 
unprecedented times might be complex and, thus, difficult to detect. Along with 
demand and supply shocks, there could be many other factors simultaneously affect-
ing the asset markets. The advantages of event studies are that they are useful in 
avoiding other factors affecting the asset markets. Higher frequencies of the event 
studies with short horizon around an event make the analysis quite reliable (Kothari 
and Warner 2006). The impact of QE may occur via signalling channel so that the 
strongest reaction of financial markets is expected to occur upon announcement of 
the stock purchases, while the execution of the programme is minor in comparison 
(Urbschat and Watzka 2020). The analysis uses event studies around the time of CB 
asset purchase announcements, such that the investors price exchange rates mainly 
based on the information these programmes provide to markets about the expected 
future path of short-term interest rates. The CB press releases are used for detecting 
the impact of policy announcements on the domestic currency against euro and the 
US dollar at a daily frequency for various event windows. The size used to measure 
the reaction of exchange rates is crucially important as when it is too short, the full 
market reaction will be missed, and when it is too long, there will be a risk of other 
factors driving the observed response (Joyce et al. 2012). Thus, different event win-
dows are used in this study to overcome such constraints. Since efficient markets 
react to news regarding future asset values, not to expected transactions, the focus of 
this paper is to measure the impact of policy announcement on exchange rate move-
ments and their volatility. The analysis also covers the impact of QE announcements 
on the 10-year government bond yields for the robustness of the results.

The impact of QE on domestic and foreign asset markets has been analysed exten-
sively. However, now that QE is a new instrument for CBs in emerging markets, the 
impact of QE on the financial markets is unknown or very limited. This paper aims 
to fill this gap by analysing the impact of emerging economies’ QE programmes on 
exchange rates and volatility. Since the purpose of the QE programmes is differ-
ent in emerging economies than it is in advanced economies, it is important to ana-
lyse how CBs use instruments to maintain stability in the financial markets during 
a catastrophe. Furthermore, the impact on exchange rates can be useful in analys-
ing the effectiveness of the CB policies through signalling channel. Exchange rates 
fluctuates larger in emerging economies, and CBs use foreign reserves to manage 
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these fluctuations. Therefore, the response of exchange rates to QE is, a valuable 
source of information that allows CBs to observe the transmission mechanism and 
CB communication more deeply. It will be useful to see whether any further action 
is required by the CBs to even out the unintended consequences of such policies on 
exchange rates. It also provides information regarding the efficiency of the foreign 
exchange markets to assess how CBs react to a new information in EEE.

The rest of the paper is organised as follows: Sect. 2 provides literature review; 
Sect. 3 explains the relationship between the asset purchases and the exchange rates, 
Sect.  4 presents event study methodology and estimation results, and Sect.  5 pre-
sents the exponential GARCH model for measuring event-induced volatility. Finally, 
Sect. 6 will present the conclusion.

2 � Literature review

Since the start of the first QE programme in 2001 by the Bank of Japan, there had 
been growing interest in literature to study the effects of QE programmes in asset 
markets. However, after the financial crisis of 2008–2009, the Fed, the BoE, the 
Bank of Japan, and the ECB all started various asset purchasing programmes as 
an example of unconventional monetary policy instrument. The studies in general 
examined the impact of QE on bond yields and exchange rates. The QE programmes 
were expected to reduce bond yields and stimulate growth. There were studies such 
as Neely (2011) and Gagnon et al. (2011) explaining the effects of Fed’s large-scale 
asset purchases (LSAP) on asset prices in the US. Gagnon et al. (2011) argued that 
the Fed’s QE programs during the post crisis period led to economically meaning-
ful and long-lasting reductions in longer-term interest rates on a varying range of 
securities. Neely (2011) showed that the Fed’s first program of large-scale asset pur-
chases reduced bond yields not only in the US but also in other countries. Urbschat 
and Watzka (2020) examined the short-term reaction for the post 2014 period of 
financial markets after the Asset Purchase Programme of ECB.

The impact of QE programmes on bond yields or prices are straightforward, how-
ever, the impact on exchange rates is more complicated. Kenourgios et  al. (2015) 
examined the effects of QE announcement of the ECB, the Bank of Japan, and the 
Bank of England on exchange rate dynamics by using intraday frequency. They con-
cluded that volatility of the euro increased around the QE announcements of the 
ECB. On the other hand, the BOE’s and the BoJ’s QE announcements caused appre-
ciation of domestic currencies without increasing volatility. Dedola et  al. (2018) 
studied the impact of QE on the US dollar per Euro exchange rate and their findings 
suggested that QE measures had large and persistent effects on the exchange rate. 
Neely (2011) examined the effect of the Fed’s large scale asset purchases (LSAP) 
on international long term bond yields and exchange rates, and he studied whether 
the observed behaviour was consistent with a simple portfolio balance model and 
standard exchange rate parity conditions. Fratzscher et  al. (2013) argued that the 
first LSAP led to fund inflows in US and thus appreciation of the USD, while the 
second LSAP caused the opposite results. They also suggested that there were 
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global spillover effects and externalities from the US monetary policy decisions in 
advanced and emerging economies.

The number of studies regarding the impact of QE in emerging economies is lim-
ited. These empirical studies generally examine the impact of the developed econo-
mies’ QE programs on emerging markets. For example, Kawai (2015) examined the 
impact of unconventional US and Japanese monetary policies on emerging econo-
mies. He argued that after the QE programs in the US and Japan, the tendency of 
large currency depreciations occurred in emerging economies with large current 
account deficits, public debt, and high inflation. Economies with sound macroeco-
nomic fundamentals were usually less affected. Fratzscher et al. (2013) found that 
the response of portfolio rebalancing in emerging markets might vary depending on 
the US QE policy, and countries failed to shield themselves from spillover effects. 
Chen et al. (2012) studied the international spillover impact of QE. They found that 
the impact of the US QE on emerging economies was generally stronger than that of 
the advanced economies. Gagnon et al. (2017) argued that increases in the US bond 
yields were associated with increases in foreign bond yields and in stock prices, as 
well as with depreciations of foreign currencies. They further argued that all the 
effects were smaller on the day of the US unconventional monetary policy announce-
ments. Tran and Pham (2020) examined the spillover effects of the US unconven-
tional monetary policy on Asian emerging markets. They found that unconventional 
monetary policy shocks from the US were associated with a surge in equity prices, a 
decline in long term interest rates, and an appreciation of currencies in Asian devel-
oping markets. Hartley and Rebucci (2020) studied the impact of QE on long-term 
government bond yields in advanced and emerging markets. Their finding was that 
the average impact of emerging market QE announcements was significantly larger 
than that in advanced economies. Arslan et  al. (2020) argued that local currency 
bond yields fell significantly following QE programme announcements in emerging 
market economies, with little effect on exchange rates.

Event study is a popular method in measuring the announcement effects due to 
its precision in identifying the reaction of asset following each event. Kočenda and 
Moravcová (2018) analysed how the emerging European forex markets reacted to 
foreign macroeconomic news and the monetary policy settings of the major CBs. 
They concluded that QE announcements affected the value of the new EU mem-
bers’ exchange rates. Fratzscher (2008) studied whether communication and actual 
interventions in foreign exchange markets were successful in moving exchange rate 
in the short and long-run. He suggested that exchange rate communication, and to 
some extent actual intervention, might be an effective policy instrument that had a 
permanent effect on exchange rates. There was also another event study for measur-
ing the announcement of foreign exchange interventions in transition economies and 
in Turkey (Ègert 2006).

The next group of studies will focus on the impact of the pandemic on various 
asset markets. Pandey and Kumari (2021) studied the impacts of the 2019-nCoV 
outbreak on the global stock markets by using an event study method. They con-
cluded that the outbreak significantly impacted the global stock markets with the 
Asian stock markets being hit the hardest. Akhtaruzzaman et al. (2021) argued that 
during the outbreak China and Japan appeared to be net transmitters of volatility 
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spill overs, suggesting that financial contagion followed a similar pattern to that of 
the virus contagion. Heyden and Heyden (2021) showed how the US and European 
stock market reacted negatively to the announcement of the first death in a given 
country, and how monetary policy measures had the potential to calm markets. 
Finally, Pandey and Kumar (2022) examined the impact of Covid-19 outbreak on 
the Indian tourism sector by using event studies, and Mishra (2020) analysed the 
disaster risk management in India during the pandemic.

3 � The asset purchases and the exchange rates

CB asset purchase programmes are a non-traditional approach to boosting econo-
mies, mostly when conventional measures fail to provide stability. There is no easy 
answer to the question of how much and in what direction these purchases affect 
not only the bond market, but the foreign exchange markets too. CB asset purchase 
programmes are akin to any other conventional instrument, and they act as an expan-
sionary policy by raising equity prices and lowering government bond yields. They 
are also effective in changing the cross-border capital flows. By compressing the 
excess return on domestic bonds, they encourage investors to rebalance their portfo-
lios towards higher foreign yielding assets. QE is likely to depreciate the exchange 
rate as domestic wealth holders use liquid to buy foreign assets (Palley 2011). Thus, 
the asset purchases affect the exchange rate in broadly the same way as conven-
tional monetary policy—especially through expectations of interest rate differentials 
(Cœuré 2017).

The response of CBs to business cycle fluctuations can vary across different 
emerging economies. Table 1 shows the correlation between policy rates and the 
real GDP in five EEE for the last two decades. The negative correlation for the 
period between 2000–2019 shows that the CBs conduct procyclical monetary pol-
icies, i.e., having monetary expansion in good times and contraction in bad times. 
One important reason for this behaviour of CB is the fear of free falling (Calvo 
and Reinhart 2002). In most emerging markets, bad times coincide with heavy 
capital outflow and loss of policy credibility, which further triggers substantial 
currency depreciation. Table  1 also shows the correlation between policy rates 
and the real GDP during the 2007–2009 financial crisis, however, only Croatia 
and Romania conducted countercyclical policies to reverse the impact of crisis 

Table 1   Correlation between the 
policy rate and the GDP

*Data covers 2003–2019
Source National Central Banks for policy rates and Eurostat for the 
GDP

Croatia Hungary Poland Romania* Turkey

2000–2019  − 0.049  − 0.883  − 0.723  − 0.798  − 0.687
2007–2009 0.282  − 0.102  − 0.275 0.302  − 0.615
2010–2019  − 0.531  − 0.792  − 0.714  − 0.646 0.135
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and promote growth. However, during the post crisis period (2010–2019), Turkey 
is the only country that conducted countercyclical policies.

CBs in EME use various instruments to cope with economic and financial 
repercussions of the sudden shocks in the markets. These instruments include a 
cut in policy rate, intervention in foreign exchange markets, and providing extra 
liquidity in asset markets. Liquidity expansion can be conducted through extend-
ing existing facilities or setting up new ones, and/or through broadening eligi-
ble collateral for repo operations (Arslan et al. 2020). Many emerging countries 
launched local currency bond purchase programmes with the intention of cop-
ing with the difficulties associated with the COVID-19 pandemic. CBs conducted 
expansionary monetary policies to cope with uncertainty and to restore stabil-
ity. These policies included conventional instrument, such as policy rate changes 
and unconventional instrument such as LTAP and foreign exchange operations. 

Table 2   Policy announcements

Source National Central Banks

Country No. of events Date QE Policy rate cut Forex operations

Croatia 1 13.03.2020 Yes No Yes
Hungary 1 24.03.2020 Yes No No

2 28.04.2020 Yes No No
3 21.07.2020 Yes Yes No
4 27.04.2021 Yes No No

Poland 1 17.03.2020 Yes Yes No
2 08.04.2020 Yes Yes No
3 28.05.2020 Yes Yes No
4 16.06.2020 Yes No No
5 14.07.2020 Yes No No
6 15.09.2020 Yes No No
7 07.10.2020 Yes No No
8 06.11.2020 Yes No No
9 02.12.2020 Yes No No

10 13.01.2021 Yes No No
11 03.02.2021 Yes No Yes
12 03.03.2021 Yes No Yes
13 07.04.2021 Yes No Yes
14 05.05.2021 Yes No Yes

Romania 1 20.03.2020 Yes Yes No
2 29.05.2020 Yes Yes No
3 05.08.2020 Yes Yes No

Turkey 1 31.03.2020 Yes No Yes
2 17.04.2020 Yes No No
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Table 2 lists the policy announcement days and the instruments used by EEE dur-
ing the pandemic.2

CBs in EEE responded quickly to mitigate the shock of COVID-19 on financial 
markets. In particularly, Poland continuously made announcements that the QE pro-
gramme would remain to maintain stability in the financial markets. Tables 3 and 4 
respectively show the impact of the CB announcements on the US dollar exchange 
rate and euro exchange rate. The results are provided by using the standard ordinary 
least square (OLS) estimates that have time dummy variables for the announcement 
dates with 3-day, 7-day and 11-day event windows. The results provide mix evi-
dence of the impact made by these announcements on exchange rates. For example, 
the announcements caused depreciation of the domestic currency in Croatia. Yet, in 

Table 3   Cumulative percentage change in dollar exchange rate

*,**,***Denote statistically significance at 10%, 5% and 1%, respectively

Country Date 11-Day window 7-Day window 3-Day window

Impact SE Impact SE Impact SE

Croatia 1 13.03.2020 0.003*** 0.001 0.003** 0.001 0.004** 0.002
Hungary 1 24.03.2020 0.008*** 0.002 0.003 0.002  − 0.006* 0.004

2 28.04.2020 0.002 0.002 0.001 0.003 0.002 0.004
3 21.07.2020  − 0.003* 0.002  − 0.005** 0.002  − 0.005 0.004
4 27.04.2021  − 0.001 0.002  − 0.001 0.002  − 0.004 0.003

Poland 1 17.03.2020 0.011*** 0.002 0.017*** 0.002 0.019 0.004
2 08.04.2020 0.001 0.002  − 0.004 0.003  − 0.004 0.003
3 28.05.2020  − 0.005** 0.002  − 0.009*** 0.003  − 0.007** 0.003
4 16.06.2020  − 0.001 0.002 0.001 0.002 0.001 0.004
5 14.07.2020  − 0.001 0.002  − 0.002 0.002  − 0.006 0.004
6 15.09.2020 0.001 0.002  − 0.001 0.002 0.000 0.004
7 07.10.2020  − 0.003 0.002  − 0.003 0.003  − 0.001 0.003
8 06.11.2020  − 0.003 0.002  − 0.005** 0.002  − 0.011*** 0.004
9 02.12.2020  − 0.003 0.002  − 0.004 0.003  − 0.007** 0.003

10 13.01.2021 0.000 0.002 0.002 0.003 0.001 0.003
11 03.02.2021  − 0.001 0.002  − 0.003 0.002 0.002 0.003
12 03.03.2021 0.002 0.002 0.003 0.002 0.004 0.003
13 07.04.2021  − 0.003* 0.002  − 0.004* 0.002  − 0.006* 0.003
14 05.05.2021  − 0.001 0.002  − 0.001 0.002 0.002 0.003

Romania 1 20.03.2020 0.003** 0.001 0.002 0.002 0.003 0.003
2 29.05.2020  − 0.004*** 0.001  − 0.005*** 0.002  − 0.006** 0.002
3 05.08.2020  − 0.002* 0.001  − 0.002 0.002  − 0.003 0.003

Turkey 1 31.03.2020 0.004 0.004 0.002 0.005 0.009 0.007
2 17.04.2020 0.003 0.004 0.005 0.005 0.006 0.007

2  Serbia also conducted QE as policy instrument during the pandemic. Since the policy was not explic-
itly reported in the minutes of central bank meetings, Serbia is excluded from the analysis.
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Hungary it caused domestic appreciation for a 3-day window and domestic depre-
ciation for 11-day window. In Poland, the first announcement caused depreciation, 
but the following announcements caused appreciation.3 The simple OLS model was 
statistically significant only for euro within a 3-day window. Even though the results 
show varying degrees of impact on different exchange rates, standard time series 
techniques may not be well suited when dealing with the analysis of policy implica-
tions vis-à-vis the behaviour of exchange rates. Exchange rates are typically highly 
volatile on a day-to-day basis, and the intervention tends to come in sporadic clus-
ters. It may seem less surprising that the time series studies tend not to find strong 

3  “Appendix A.2” provides cumulative percentage change in 10-year government bond yields for these 
countries. The results are statistically significant, especially for shorter event windows, and the signs are 
consistent with the literature and the expectations.

Table 4   Cumulative percentage change in euro exchange rate

*,**,***Denote statistically significance at 10%, 5% and 1%, respectively

Country Date 11-Day window 7-Day window 3-Day window

Impact SE Impact SE Impact SE

Croatia 1 13.03.2020 0.001*** 0.000 0.001*** 0.000 0.001*** 0.000
Hungary 1 24.03.2020 0.005*** 0.001 0.002 0.002  − 0.005** 0.002

2 28.04.2020 0.000 0.001 0.000 0.002 0.001 0.002
3 21.07.2020  − 0.001 0.001  − 0.003* 0.002  − 0.002 0.002
4 27.04.2021 0.000 0.001  − 0.001 0.002  − 0.002 0.002

Poland 1 17.03.2020 0.006*** 0.001 0.007*** 0.001 0.010*** 0.002
2 08.04.2020 0.000 0.001  − 0.001 0.002  − 0.001 0.001
3 28.05.2020  − 0.002* 0.001  − 0.004*** 0.001  − 0.002 0.002
4 16.06.2020 0.001 0.001 0.001 0.001 0.001 0.002
5 14.07.2020 0.000 0.001 0.000 0.001 0.000 0.002
6 15.09.2020 0.001 0.001 0.000 0.001 0.000 0.002
7 07.10.2020  − 0.002** 0.001  − 0.002 0.001 0.000 0.002
8 06.11.2020  − 0.002 0.001  − 0.003** 0.001  − 0.003 0.002
9 02.12.2020  − 0.001 0.001 0.000 0.001  − 0.001 0.002

10 13.01.2021  − 0.001 0.001 0.000 0.001 0.001 0.002
11 03.02.2021 0.000 0.001  − 0.002* 0.001  − 0.001 0.002
12 03.03.2021 0.001 0.001 0.001 0.001 0.002 0.002
13 07.04.2021  − 0.002** 0.001  − 0.002* 0.001  − 0.003* 0.002
14 05.05.2021  − 0.001 0.001  − 0.001 0.001 0.002 0.002

Romania 1 20.03.2020 0.000 0.000 0.000 0.000 0.000 0.001
2 29.05.2020 0.000 0.000 0.000 0.000 0.000 0.001
3 05.08.2020 0.000 0.000 0.000 0.000 0.000 0.001

Turkey 1 31.03.2020 0.004 0.004 0.003 0.005 0.011* 0.007
2 17.04.2020 0.003 0.004 0.005 0.005 0.0047 0.0069
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evidence for a systematic link between exchange rate movements and monetary pol-
icy interventions (Fatum and Hutchison 2003).

The standard time-series techniques are insufficient when it comes to dealing 
with data on exchange rates and policy changes. The event study, on the other hand, 
is a useful methodology for measuring the reaction of the financial assets through 
observation of the abnormal returns (ARs) following a policy announcement. The 
crucial step in any event study is to choose “the right” events. It is common to look 
at official announcements and policy instruments made by the CB to identify these 
events (see Szczerbowicz 2015; Gagnon et al. 2011). CB announcements may con-
tain information regarding the conduct of QE together with other conventional and/
or unconventional monetary policy instruments. When the CB in Croatia had its first 
(and only) QE programme, it also intervened by selling foreign exchange on three 
occasions between March 9 and 13 to preserve the exchange rate stability. In another 
example, the CB in Poland reduced the policy rate during the first three QE pro-
grams and conducted foreign exchange operations during the last four QE programs. 
Thus, it is crucial that this study includes the policy announcements listed in Table 2 
when there is only QE in the announcement so that there will be no other policy 
affecting the behaviour of exchange rates. Consequently, Croatia and Romania are 
discarded from the analysis as CBs implemented other instruments simultaneously 
with QE. Since the focus is measuring the impact of QE announcement alone, then 
the analysis will only include events with QE as the sole policy instrument. This 
reduces the number of events to be included in the analysis, as a result Hungary has 
three events, Poland has seven events, and finally Turkey has only one event avail-
able to be used in the event study analysis.

4 � Event study: expected return model

An event study is used to analyse the announcement effects for a short horizon 
around the CB’s QE policy with its impact on foreign exchange markets. An event 
study approach was initially proposed by Fama et al. (1969), who made the follow-
ing critical three assumptions: (1) The event was unexpected, (2) There were no con-
founding actors impacting the asset prices being studied, and (3) The markets were 
efficient. In this respect, event studies served an important purpose in asset markets 
as a way of testing market efficiency. Systematically nonzero ARs that persist after 
a particular type of event were assumed to be inconsistent with market efficiency. 
Accordingly, event studies which focus on long horizons could provide key evidence 
on market efficiency (Brown and Warner 1985; Fama 1991).

Event studies with high frequency data try to precisely measure the rapid asset 
price changes usually seen after macro announcements (Neely 2011). Thus, the 
causality runs one way from the announcements to the asset returns. One advan-
tage of the event study approach is that it reduces the dimensionality of measur-
ing the effectiveness of events into a single dimension by distinguishing whether 
the impact is observed or not. This binominal setting helps to avoid the problem 
of “noise” affecting the precision of time-series, but also ignores the information 
about the magnitude of exchange rate movements (Fratzscher 2008). To overcome 
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this drawback, GARCH specification is applied to measure volatility in the second 
part of the analysis.

Neely (2011) argues that it is difficult to separately quantify the effect on expecta-
tions of each announcement because one cannot easily measure QE expectations. 
Some announcements such as the ones in Turkey may be considered sudden and 
unexpected, whereas in other countries such as Poland and Hungary, there can be a 
continuation of policy announcements in the consecutive meeting minutes. In such 
cases, the policy may be partially expected, and the surprise component may be 
small. Nevertheless, the Covid-19 outbreak has caused unprecedented disruptions 
to economies and posed unprecedented changes to policy implementations. QE is 
a completely new monetary policy instrument for these countries. The conduct of 
a new instrument during the pandemic when there is high volatility together with 
uncertainty prevailing over an unforeseen period can restore the surprise component 
for all recurring policy announcements.

The structure of the tests used for the event study is unique as it is tailored for the 
purpose of this analysis. The timing of the QE announcements and the number of 
events vary significantly across countries. Thus, each country is assessed separately 
to capture any country specific behaviour in the foreign exchange markets. Since 
some countries exercised the policy multiple times, the analysis aims to measure the 
overall impact of policy affecting the expectations of the currency traders during the 
pandemic. This helps to evaluate the performance of the CBs and it also provides 
useful information for measuring the efficiency of the foreign exchange rate markets 
during the pandemic.

The null hypothesis (H0) for the event study analysis is that the QE announce-
ments have no statistically significant impact on asset returns. In other words, H0 
states that the mean of the ARs within the event window is zero whereas the alterna-
tive hypothesis (H1) states the opposite. The estimation window starts from 1 Janu-
ary 2018 to 29 January 2020 with around 305 observations, which model parameters 
are obtained. Event window has around 260 observations starting from 30 January 
2020, the day WTO declared the COVID-19 Pandemic, to 31 May 2021.

All event studies start with determining the AR or excess returns. To do that, one 
first needs to define returns in the foreign exchange market as follows:

where Rh stands for the daily changes of returns in the foreign exchange market rep-
resented in a logarithmic form as ln(Ph/Ph–1), Kh is the expected or predicted returns 
that is calculated by the interest parity condition (IPC) that can be seen as the differ-
ence between foreign and domestic interest rates. Given this return decomposition, 
eh, is the difference between the observed return and the predicted return.

Let ARh represent the ARs of asset on day h. Under a null hypothesis of no abnor-
mal performance, the event date ARs will have an expected value of zero. To be able 
to test the null hypothesis, each AR is divided by its estimated standard deviation to 
yield a standardised AR. Thus, the standardised ARs will be calculated as follows:

(1)Rh = Kh − eh

(2)ARh = Rh−Kh−eh
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S(AR) is the standard deviation of AR from the estimation period and calculated 
as follows:

where s is the number of days between the announcement of the pandemic and the 
event day, m denotes the estimation window length that is the number of non-miss-
ing (i.e., matched) ARs in the estimation window and k is the number of param-
eters used in the estimation model. Estimation and event windows are represented as 
follows:

Alternatively, let the average AR ARn over an event period containing n returns 
and let PE(ARn) denote its prediction standard error (Corrado and Truong 2008).

Equation 5 shows that ARm is the average AR over the estimation period, ARn is 
the average AR over the event period, and ARh is the AR on day h. The number of 
event period returns are represented by n, and the number of returns over the estima-
tion period is represented as m. SEm denotes the standard error from the estimation 
period regression. The ratio of ARn over PE(ARn) represents a standardised excess 
return. The model has a null hypothesis of no abnormal performance, assuming that 
the returns are identical, independent, and normally distributed. The standardised 
excess return ARn∕PE(ARn) is distributed as Student-t with m-2 degrees of freedom 
(Corrado and Truong 2008, p. 500). The standard error for multiday event analysis, 
represented in Eq. 5, takes the following form for the standard error in a single day 
analysis.

The following sections will employ a set of parametric and non-parametric test 
statistics commonly used in short-term event studies. The reason for using differ-
ent tests is to eliminate a bias that might have occurred by relying on the outcome 

(3)SARh = ARh∕S(AR)

(4)(AR) =

√√√
√ 1

m − k

−m−(s−1)∑

h=−s

AR2

h

Estimation window is h = −s,…−m − (s − 1)

Event window is h = −5,… 0, 1,… 5

(5)PE
�
ARn

�
=

SEm
√
n

������
�1 +

n

m
+

n
�
ARn − ARm

�2

∑
h∈m

�
ARh − ARm

�2

(6)PE
�
AR0

�
= SEm

������
�1 +

1

m
+

�
AR0 − ARm

�2

∑
h∈m

�
ARh − ARm

�2
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of only one type of test. All these tests are implemented using spreadsheet soft-
ware, except the IPC regressions that are used to derive ARs.

a.	 Parametric T-Test

One of the widely used parametric test statistics is the classic parametric T-test 
proposed by Patell (1976) and Dodd and Warner (1983), which is commonly 
referred as the Patell T-test, Tp.

where N is the number of events in the sample for each country. For example, if a 
country has announced three QE programmes over the sample period, then N will 
be 3. ARnt is the average of the excess return over the event window, and it is calcu-
lated as follows:

where n denotes the number of observations in the event window and ARt,h is the 
average return on day h within the event window. The analysis also covers the 
impact of policy announcement on a single day on and around the announcement 
day. The day 0 test statistic is given by the following equation:

The t-test is used to reject null with a confidence level if the test statistic is 
greater than the critical value. The validity of the test depends critically on the 
assumption that returns are normally distributed (Corrado and Zivney 1992). This 
assumption is relaxed for the non-parametric tests. Non-parametric tests such as 
the rank and the sign tests perform better, and they are more powerful in multi-
day event windows (Campbell et al. 2010).

b.	 Rank Test

The advantage of the non-parametric tests over parametric t-tests is that they 
can identify small levels of ARs, and they require robustness against non-nor-
mally distributed data (Corrado 2011). In the first step, the Corrado’s (1989) rank 
transforms ARs into ranks, and this ranking is done for all ARs in both the event 
and the estimation period. Let K0 denote the rank of the event date standardised 
AR SAR0, within a sample of m + n, where m is the number of days in the esti-
mation period, and n is the number of days in the event window. The equation is 
represented as follows:

(7)TP =
1

√
N

N�

t=1

√
ntARnt

PE
�
ARnt

�

(8)ARnt =
1

nt

∑

h∈n

ARt,h

(9)TP,0 =
1

√
N

i=N�

i=1

ARi0

PE
�
AR0

�
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The ranks are later used to compute the Corrado–Zivney rank test statistic. When 
analysing a multi-day event period, Corrado and Truong (2008) defined the rank test 
considering the sum of the mean excess rank for the event window as follow:

where Ki,h is the rank in the event day across all events, n + m is the number of non-
missing variables in the estimation window and event window, and it is standard-
ised by its mean represented as n( n+m+1

2
) and variance as nm(n + m + 1)∕12 (Hett-

mansperger 1984; Corrado and Truong 2008). Alternatively, the rank test may take 
the following form for the cumulative abnormal returns (CARs);

where Ki,t is denotes the sum of standardized excess returns in the event window (by 
using Eq. 6). The letter n is the number of days in the event window starting from 
the fifth day before the event day and ending on the fifth day after the event day, a 
total of 11 days for the event window. Additionally, 7- and 3-day event windows are 
also employed in the analysis.

The day 0 test statistic is given by Corrado and Zivney (1992) as follows:

The difference between Eqs. 12 and 13 (as well as Eqs. 7, 9) is that Eq. 12 (Eq. 7) 
provides test statistics for CARs with different event windows, where Eq. 13 (Eq. 9) 
is used to calculate t-test for each individual day in the event window. This helps to 
identify ARs for exchange rates either daily or cumulatively over a multiday event 
window. CAR is useful in event studies when the event day is not exactly known, as 
returns are cumulated over an interval that encompasses the actual event (Kolari and 
Pynnonen 2011). The CB announcements for policy changes are based on the press 
releases. The information may be shared in the market prior to the official release, 
usually a few days before the official date, hence making cumulative analysis more 
important.

c.	 Sign Test

The sign test is commonly used to specify statistical significance independently 
of an assumption concerning the distribution of the excess return population from 
which data are collected (Corrado and Zivney 1992). The null hypothesis that the 

(10)K0 = rank
(
SAR0

)
,

(11)Tcz =
1

√
N

N�
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h∈n,i Ki,h − n

�
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2
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√
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1

√
N
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�
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2
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√
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1
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2
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√
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shift in the distribution of event date excess returns is zero. Corrado and Truong 
(2008) propose two generalisations of the sign test to allow for non-symmetric 
excess-return distributions as follows:

where G represents the sign of the AR. When AR > 0, meaning that actual rate is 
greater than the predicted return, resulting in a depreciation of the domestic cur-
rency. When AR has a negative sign, it means that the domestic currency has moved 
away from its fundamental value, resulting in an appreciation of the domestic 
currency. The empirical evidence provides mixed results about the impact of QE 
announcements on domestic exchange rate, and the results are highly dependent 
on the credibility and the effectiveness of the monetary policy strategy (Kenour-
gios et  al. 2015). This study will be using the sign test to determine whether QE 
announcements cause domestic appreciation. In this respect, G will take the value of 
1 if AR < 0, and 0 otherwise.4 Finally, the equation takes the following form for the 
day 0 test statistics:

Equation 14 tests cumulative ARs whereas Eq. 15 tests ARs for each day within 
the event window to keep the consistency with the previous tests. The estimation 
results of the parametric t-test, the rank test and the sign test are all explained in the 
following section.

d.	 Estimation Results

The next step is to assess the ability of the three test statistics to detect any abnor-
mal performances after announcements during the event window. Tables  5 and 6 
show the parametric and non-parametric test results to detect ARs for the US dol-
lar and euro as the foreign currency. The impact of the QE on asset markets var-
ies across emerging economies (Kočenda and Moravcová 2018; Pandey and Kumari 
2021). The results for the cumulative tests provide statistically significant results in 
all countries, which is consistent with the literature (see Boubaker et al. 2022; Pan-
dey and Kumar 2022; Pandey and Kumari 2021). In addition to this, the magni-
tude of the t-test results show that the impact is stronger for larger event windows 

(14)TS =
1
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4  The analysis also includes to test the impact of QE announcement for 10-year bond yields for robust-
ness and it is expected that the announcement will increase bond prices and reduce bond yields. Since 
the analysis includes bond yields, so negative values for AR is still considered as 1 and 0 otherwise.
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(Krishnamurthy and Vissing-Jorgensen 2011; Hayword 2018; Pandey and Kumari 
2021). The largest AR can be seen in Hungary for the USD for 11-day event win-
dow. In fact, larger magnitudes for ARs in Hungary are consistent with other empiri-
cal findings too. This study finds that after domestic QE Hungarian Forint provided 
larger AR than Polish Zloty. Similarly, Kočenda and Moravcová (2018) use the rank 
test to measure the impact of the US and the ECB QE on short term changes of 
exchange rates in Hungary and Poland. They also find that Hungarian Forint pro-
vided larger ARs than Polish Zloty around the announcement of QE by the ECB.

Furthermore, the ARs on a daily analysis provide statistically significant results 
during the pre-announcement period when it is compared to the post announce-
ment period. This is also consistent with other studies such as Fatum and Hutchison 
(2003) and Kočenda and Moravcová (2018), which argue that the markets react not 
only after the news release, but they react before as well. This can be explained by 
the fact that the analysis assumes the event day (t = 0) on the day of press. In most 
cases, the markets may have access to information a few days before it is officially 
published. In fact, the results show that the QE announcements do not provide ARs 
on the day of the announcement on many occasions.

The response of the exchange rate to the policy announcement is sensitive to the 
tests used to assess the average AR on an event period and accumulated AR around 
the event period (Kothari and Warner 2006). Hungary performs better in providing 
statistically significant ARs for both parametric and non-parametric t-tests for both 
currencies, while Poland has better test specification for both parametric and non-
parametric t-tests only for the USD. For euro, the non-parametric tests have better 
test specification. On the other hand, only the rank tests are meaningful for CAR 
analysis in Turkey, and the reaction is very similar for both currencies.

CARs perform better with respect to limiting Type II error (accepting a null 
hypothesis when it is false). The Patell t-test provide statistically significant ARs for 
the USD exchange rate in Hungary and Poland. Furthermore, AR for euro exchange 
rate is statistically significant only in Hungary. The ranks tests in all countries pro-
vide statistically significant ARs for euro exchange rate and for all estimation win-
dows in Poland and Turkey. It provided statistically significant ARs for all windows 
in Turkey and only for 7- and 11-day window in Hungary. The impact of the news 
is stronger for the US dollar in Hungary and for euro in Poland, which is consistent 
with the study of Kočenda and Moravcová (2018).

The sign of the ARs represented in the first column for each country in Tables 5 
and 6 are consistent with the results of the sign test, with the only exception being 
Turkey for the USD for a 3-day window. The sign test provides statistically signifi-
cant ARs only for the USD exchange rate in all countries, and ARs are mostly sta-
tistically significant in shorter event windows. In other words, QE announcements 
cause domestic appreciation against the USD. QE causes appreciation of the domes-
tic currency against the USD for a 3-day window in all countries. Sign tests are 
not statistically significant for euro in any of the three countries in any of the event 
windows.

Finally, for robustness the response of local-currency government bond yields 
to QE announcements are provided in “Appendix A.3”. The results show that 
announcements reduce the bond yields in all countries for all windows, which is 
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consistent with theory and empirical results (Palley 2011; Gagnon et  al. 2011; 
Krishnamurthy and Vissing-Jorgensen 2011; Hartley and Rebucci 2020). The test 
results are stronger in Hungary and Turkey for a 3-day window, and it is strongest in 
Poland for a 7-day window. Parametric tests perform better in short event windows 
and non-parametric tests perform better in longer event windows.

5 � Measuring event‑induced volatility: the exponential GARCH model

One of the major characteristics of the financial time series is that they have intervals 
of large volatility that makes the assumption of stable variance invalid. Engle (1982) 
introduced the Autoregressive Conditional Heteroscedasticity (ARCH) model for 
the financial time series that exhibit time varying conditional variance. The Gener-
alised Autoregressive Conditional Heteroskedastic (GARCH) model introduced by 
Bollerslev (1986) extended Engle’s original work of ARCH process to allow condi-
tional variance to be an ARMA process.

The general form of the GARCH (p,q) model is given as follows:

Equation 16 represents the mean equation, where er is the exchange rate, μ is the 
expected exchange rate, and ε is the error term. Equation 17 represents the volatility 
equation including the lagged terms of the squared error terms, ε2, and lagged con-
ditional variance, σ2. The model has the assumptions that parameters ω, αi, and βj 
are to be positive, and the parameter ω is expected to be small. Parameter αi is part 
of the ARCH component measuring the response of volatility on market variances, 
and parameter βj is part of the GARCH component showing the difference caused 
from outliers on conditional variance. Finally, the model expects the sum αi + βj, 
which shows the impact of the variables’ variance of the previous period regarding 
the current value of volatility, to be less than one. A value very close to one is a sign 
of increasing inactivity of shocks of the volatility of returns on the financial assets 
(Dritsaki 2017).

Exchange rates tend to react differently to policy changes either through conven-
tional policies such as interest rates (Salisu et al. 2021) or unconventional policies 
such as foreign exchange interventions (Lahura and Vega 2013). Thus, asymmetric 
behaviour of exchange rates, becomes important for the model that will be assessed 
in this study. One of the most popular asymmetric ARCH models is the Exponen-
tial GARCH (EGARCH) model proposed by Nelson (1991). The EGARCH model 
has two key advantages over GARCH model. Firstly, the model uses log returns, 
therefore, even if the parameters are negative the conditional variance will be posi-
tive. Secondly, the logarithmic expression of the conditional volatility will be used 
to capture the asymmetric effects (Pilbeam and Langeland 2015).

(16)ert = � + �t

(17)log�2

t
= � +

q∑

i=1

��2
t−i

+

p∑

j=1

�jlog�
2

t−j
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ω, αi, βj and γk are parameters that can be estimated using the maximum likelihood 
method. Parameter ω represents the long-term average value. Parameter αi measures 
the response of volatility on market variance and parameter βj measures the differ-
ence, which is caused from outliers on conditional variance (Dritsaki 2017). Addi-
tionally, the model assumes αi < 1 and βj < 1 as a requirement for achieving station-
arity on the variance. The EGARCH model uses the level of standardised value of 
�t−k , and parameter γk, which is also called the leverage effect, and it is mainly added 
to the equation to capture the asymmetric shocks. Nelson (1991) argues that this 
standardisation allows for a more natural interpretation of the size and persistence 
of shocks. It is considered that εt-k term is the one that establishes the asymmetry 
of EGARCH (p,q) when parameter γk ≠ 0. A general explanation is that past nega-
tive shocks have a deeper impact on current conditional volatility than past positive 
shocks (see Black 1976; Christie 1982). This also means that positive shocks cause 
short term volatility and instability in relation to negative shocks (Dritsaki 2017). 
Henceforth, we expect volatility to increase after a negative shock and decrease after 
a positive shock. Since volatility tends to rise in response to bad news and fall in 
response to good news, the exchange rates may display higher volatility during peri-
ods of depreciation compared to periods of appreciation. The exchange rates are rep-
resented as domestic currency per foreign currency, and reductions are associated 
with appreciations whereas increases are associated with depreciation. The relation-
ship between foreign exchange returns and volatility can be expressed as follows: If 
the relationship between volatility and returns are positive, γ will be positive, thus 
implying bad news (depreciation) generates more volatility than good news (appre-
ciation). If the relationship is negative, then γ will be negative, implying that good 
news (appreciation) generates more volatility than bad news (depreciation). Finally, 
any shock will lead to a permanent change in all future values if αi + βj = 1. Hence, 
the shock of conditional variance is persistence.

The most appropriate model in the volatility estimation for the EGARCH (1,1) 
model is represented in the following form:

The model uses the level of standardised value of �t−1 , i.e., �t−1 divided by �t−1 . 
Nelson (1991) argues that this standardising allows for a more natural interpretation 
of the size and persistence of shocks. The objective is to investigate the volatility 
pattern of emerging Europe exchange rates and the impact of QE announcement on 
volatility.

Table 7 shows the summary statistics for the exchange rates at a daily frequency. 
It shows that the level of kurtosis is higher in all dollar exchange rates than euro for 
Hungary and Poland. The level is highest in Poland, indicating that extreme changes 
tend to occur more frequently for dollar than euro. Skewness is present in all coun-
tries for both currencies, and positive skew shows the fatter tail on the right side of 

(18)log�2
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the distribution. The Jarque–Bera (JB) statistics rejects normality at the 1% level 
for all currencies, unit root and stationary tests (not presented here) show that all 
exchange rates are nonstationary, (1). Thus, the estimations include exchange rates 
in natural logarithm and in the first difference.

Tables 8 and 9 present the estimation results for EGARCH (1,1) specification for 
both the US dollar and the euro. The assumptions of the model, where αi < 1 and 
βj < 1, are held in all estimates. Parameters α and β are statistically significant in 
all countries for euro and all countries except Hungary with a 3-day window. In all 
countries for euro as the foreign currency, the sum of α and β is either very close 
to 1 or greater than 1. For dollar exchange rate, the sum is greater than 1 in Poland 
and Turkey. This means that any shock will lead to a permanent change in all future 
values, except dollar exchange rate in Hungary. One of the important parts of the 
EGARCH method is to examine the residuals for the evidence of heteroskedastic-
ity. Lagrange multiplier (LM) test for ARCH has a null hypothesis that there is no 
ARCH. The results show that the null is rejected in all countries for all currencies 
ensuring the estimations are correctly estimated, except Turkey (for USD with 7-day 
window). Furthermore, t-student degrees of freedom parameter are all statistically 
significant.

Parameter γ represents the leverage effect required to capture asymmetry if the 
coefficient is statistically significant. The results show that asymmetry prevails in 
all countries, but this asymmetry is sensitive to the currency and the size of the win-
dow. For example, in Hungary the leverage effect is found statistically significant 
in euro estimates for all time intervals, and it is significant for only a 3-day window 
in dollar estimate. The positive sign shows that depreciation of the domestic cur-
rency causes more volatility than appreciation of the domestic currency. In Poland, 
the leverage effect is significant for euro for an 11-day window with a positive sign. 
Dollar estimates in Turkey shows that γ is statistically significant both for 3-day and 
7-day windows, and negative values show that positive shocks (domestic apprecia-
tion) cause more volatility in relation to negative shocks. One explanation is that 
the Turkish lira has been exposed to continuous depreciation. Since 2017, due to 
political turmoil and the conflict with the US, Turkey has gone through a period of 
increased volatility and economic uncertainty. In the first half of 2018, global inves-
tors backed away from all emerging markets, and from June 2018 to May 2021, the 
Turkish lira lost approximately 82% of its value against the US dollar. Hence, during 

Table 7   Descriptive statistics

Mean Median Maximum Minimum SD Skewness Kurtosis JB

Hungary USD 295.28 295.25 337.46 270.01 13.26 0.52 2.87 35.07
Euro 338.11 332.77 369.03 312.74 16.27 0.34 1.56 81.58

Poland USD 3.83 3.80 4.27 3.62 0.13 1.32 4.97 350.11
Euro 4.38 4.32 4.66 4.23 0.11 0.59 1.88 84.80

Turkey USD 6.36 6.01 8.55 4.47 1.00 0.42 2.14 47.41
Euro 7.31 6.69 10.42 5.27 1.32 0.68 2.16 82.52
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the period of constant depreciation, any appreciation might have triggered depre-
ciation expectations subsequently causing more volatility in the foreign exchange 
markets.

The focus of the EGARCH method used in the analysis is to measure the impact 
of QE announcements on exchange rates and to investigate whether the policy 
announcements cause any changes in the volatility of the exchange rates in emerging 
European countries. The estimates include QE dummy in mean equation to meas-
ure the impact of QE policy announcements on exchange rates and a variance equa-
tion to measure its impact on volatility. The results for the dollar estimates show 
that the dummy coefficients of the mean equation are statistically significant for all 
time intervals in Poland, whereas in Turkey they are only statistically significant for 
3-day and 7-day windows. However, for the euro estimates, the dummy coefficient 
is statistically significant only in Poland for an 11-day window. The sign of the coef-
ficients is consistent with literature, providing mixed results for different countries 
and for different announcements (see for example,Neely 2011; Kenourgios et  al. 
2015; Fratzscher et al. 2013). The negative sign in Poland shows appreciation of the 
domestic currency against the US dollar and euro. These results are consistent with 
the results of the event study in Sect. 4. The positive sign for Turkey shows deprecia-
tion of the domestic currency against the US dollar around the days of QE policy 
announcement. These signs are persistent for longer time intervals. Furthermore, for 
an 11-day window the dummy coefficient in the variance equation is statistically sig-
nificant in Hungary for both currencies, and it is statistically significant in Poland for 
all time intervals but just for euro. The positive sign indicates an increased volatility 
around the QE announcement. In Hungary, announcements increase volatility for 
the US dollar in an 11-day window. In Poland, announcements increase volatility for 
euro in all estimation window. However, in Turkey QE announcement reduces vola-
tility for euro in 3- and 7-day windows.

6 � Conclusion

There is no doubt that the recent pandemic has affected our daily lives and the 
well-being of the global economy. However, the impacts on financial markets, has 
been less straightforward. The response of financial markets depends highly on the 
size of fiscal and monetary stimulus packages provided by authorities around the 
world. The impact of the pandemic on emerging economies were more severe due 
to their economic and political instabilities and their limited financial resources. The 
response of CBs in emerging markets was geared towards removing instability dur-
ing the pandemic. In order to secure investors’ confidence and to maintain stability 
in the financial markets CBs in EEE used quantitative easing together with other 
conventional and unconventional methods.

Since the event studies are useful in measuring the investors’ confidence, the 
methodology used in this study shows that QE announcements affects the exchange 
rates in the short run. The QE announcements are causing ARs in foreign exchange 
rates resulting in an appreciation of the domestic currency in Hungary and Poland 
and a further depreciation in Turkey. In terms of securing investors’ confidence, the 
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study shows that the new policy instrument is successful in Hungary and Poland, 
but not necessarily in Turkey. Finally, the volatility tests are useful in measuring 
stability in foreign exchange markets. The results also confirm that QE announce-
ments during the pandemic increased volatility in Hungary and Poland, but reduced 
volatility in Turkey. Increased volatility has many implications on trade flows, firms’ 
operating cash flows, and cost and market structure variables. The results for the 
exchange rate volatility show that asymmetry prevails in all countries, but this asym-
metry is sensitive to the currency and the length of the window.

The main result from the analysis is that unconventional policy in emerging Euro-
pean markets in response to an economic shock has significant effect on financial 
variables beyond Treasury yields. This result has important implications that are rel-
evant for policymakers for understanding the changes in market expectations after a 
change future monetary policy stance. Under the conditions of stress, the effects of 
QE policies on financial markets are amendable to direct observation through event 
studies. It is important for central banks to be informed about the way their commu-
nication channel works during a crisis, and how their policy announcements affect 
expectations in foreign exchange markets. However, further analysis is required to 
observe the effects and the transmission channels of QE beyond the short-term, and 
to assess whether QE is an effective policy instrument.

Appendix A

Appendix A.1: Data

Set of interventions includes 25 QE announcements of the CBs in five EEE; Croa-
tia, Hungary, Poland, Romania, and Turkey. The time span covered in the analysis 
is from 1 June 2018 to 31 May 2020, including the COVID-19 Pandemic starting 
officially on 30 May 2020, at a daily frequency. The QE announcements for each 
national CB were obtained from the press releases after the Monetary Council 
meetings. The analysis includes the impact of these press releases on domestic cur-
rency against the US dollar and euro. The analysis also includes the impact of QE 
announcements on 10-year government bond yields for checking the robustness of 
the results for the event study.

All data except interest rates are in log-difference stationary series of percentage 
exchange rate returns and calculated as ert = log(et/et–1), where er is the logarith-
mic exchange rate series in first difference. The exchange rates and interest rates are 
obtained from CBs. Increases are associated with depreciation of domestic currency. 
10-year government bond yields are obtained from Investing.com.
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Appendix A.2 : Cumulative percentage change in 10‑year government bond yield

See Table 10.

Appendix A.3: The effect of QE announcement on AR for 10‑year bonds

See Table 11.

Table 10   Cumulative percentage change in 10-year government bond yield

*,**,***Denote statistically significance at 10%, 5% and 1%, respectively

Country Date 11-Day window 7-Day window 3-Day window

Impact SE Impact SE Impact SE

Croatia 1 13.03.2020 0.056*** 0.009 0.088*** 0.012 0.114*** 0.018
Hungary 1 24.03.2020  − 0.021** 0.010  − 0.031*** 0.012  − 0.083*** 0.018

2 28.04.2020  − 0.014 0.009  − 0.032** 0.013  − 0.065*** 0.018
3 21.07.2020  − 0.006 0.009  − 0.010 0.012  − 0.029* 0.018
4 27.04.2021 0.007 0.010 0.002 0.012 0.001 0.018

Poland 1 17.03.2020 0.020** 0.008 0.008 0.010  − 0.066*** 0.017
2 08.04.2020  − 0.012 0.008  − 0.040*** 0.014  − 0.040*** 0.012
3 28.05.2020  − 0.003 0.008  − 0.027** 0.011  − 0.060*** 0.014
4 16.06.2020 0.004 0.008  − 0.005 0.009 0.006 0.012
5 14.07.2020  − 0.010 0.008  − 0.012 0.010  − 0.015 0.017
6 15.09.2020  − 0.004 0.008  − 0.004 0.010 0.003 0.017
7 07.10.2020  − 0.010 0.012  − 0.007 0.011  − 0.009 0.014
8 06.11.2020  − 0.002 0.008  − 0.001 0.010 0.006 0.017
9 02.12.2020 0.016** 0.008 0.029*** 0.011 0.015 0.014
10 13.01.2021  − 0.003 0.008  − 0.009 0.011  − 0.008 0.014
11 03.02.2021 0.007 0.007 0.015* 0.009 0.022 0.014
12 03.03.2021 0.016** 0.007 0.021** 0.009 0.013 0.014
13 07.04.2021 0.000 0.008  − 0.002 0.010  − 0.001 0.017
14 05.05.2021 0.019*** 0.007 0.020** 0.009 0.001 0.014

Romania 1 20.03.2020 0.043*** 0.007 0.081*** 0.010 0.047 0.021**
2 29.05.2020  − 0.009 0.007  − 0.013* 0.008  − 0.020 0.012*
3 05.08.2020  − 0.005 0.007  − 0.010 0.008  − 0.024 0.012**

Turkey 1 31.03.2020  − 0.006 0.006 0.012 0.008 0.009 0.012
2 17.04.2020  − 0.003 0.006 0.002 0.008 0.0105 0.0117
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