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Abstract

Edge-reinforced random walks are processes with reinforcement, on
which the effect of branching has not been investigated. Our discrete
time model starts with a particle, which branches at a constant rate,
at the vertex of a triangle initialised with edge crossing numbers.
The offspring particles, independently of each other, traverse the in-
cident edges at random, with probabilities proportional to the edge
crossing numbers, correspondingly updated at each traversal. Then
the process repeats. We show the convergence of the proportions of
edge crossings to a random variable using dynamical systems tech-
niques, and prove that two events have positive probability: when
none of the edges is crossed negligibly, and when exactly one is. We
show that all edges are crossed infinitely many times and conjecture
that no two edges can be negligibly crossed.

This conjecture stems from connections between this model and balls
and bins, where balls are added to bins at random, following certain
rules. There is positive feedback when the probability of incoming
balls choosing a bin with m balls is proportional to a power of m,
bigger than 1; no feedback when the power is 1. In a time-dependent
version, the number of balls added at discrete times varies, yielding
different regimes of growth. Generalising results known for two bins
to any number of bins, we investigate the proportion of balls in each
bin, depending on feedback and regime of growth. We focus on the
events of monopoly (eventually one of the bins will receive all incom-
ing balls) and dominance (one of the bins gets all but a negligible
number of balls). When there is no feedback, neither monopoly nor
dominance occur. When feedback is introduced, several regimes are
identified, at which dominance and monopoly occur. While at cer-
tain regimes monopoly does not occur, we conjecture dominance to
always occur.






Impact Statement

Edge-reinforced random walks on graphs are well studied processes
with reinforcement, but the branching of the particles performing the
walk has not yet been investigated. The introduction of this model in
the first part of the present work, opens up a fresh line of investiga-
tion not only interesting for its sheer originality; but because techni-
cally, it pushes the boundaries of how dynamical systems techniques
are implemented into probabilistic work. For example, stochastic ap-
proximation is well known to be successful in unravelling the asymp-
totics of several discrete processes with reinforcement, by borrowing
from continuous dynamical systems techniques that are coupled with
martingales. However, in a branching random walk, the regime of
growth of the particles makes stochastic approximation and other
established approaches not applicable. In this study a new dynami-
cal approach is developed, which does not dodge the discrete setting
of the problem, and takes full advantage of martingale theory and
of the particles’ branching rate. This line of investigation can grow
in many ways, from considering other graphs than the triangle, like
done for standard edge-reinforced random walks; to adding a feed-
back to the model, like done in the balls and bins model, generalised
and studied in the second part of the work.

In terms of potential applications, besides the theoretical develop-
ment of a new stochastic-analytic dynamical approach, it might be
worth taking into consideration the time-dependent balls and bins
model with positive feedback, generalised to an arbitrary finite num-
ber of bins. This model has deep connections with the branching
random walk, and some of the martingale techniques that proved
successful on the former, helped approaching the latter. Generalis-
ing the balls and bins model can find applications in areas that have
traditionally benefited from various types of such models, such as
computer science and economics. In these disciplines the probabilis-
tic understanding of network evolution is crucial. Generalising balls
and bins and studying branching random walks helps the develop-
ment of a toolbox useful to characterise probabilistically the onset
of preferential attachment in the evolving dynamics on networks.
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Chapter 1

Introduction

This first chapter is a general introduction to the two main problems addressed in this
work, following the same order in which they will be studied. We start by introducing
the reader to the area the first problem belongs to, by reviewing some of the literature
on reinforced random walks, and then describe the subject of our study, the edge-
reinforced branching random walk on the triangle, including the corresponding main
results obtained. We next introduce the reader to the area the second problem belongs
to, by similarly reviewing first the literature on balls and bins with positive feedback,
and subsequently describing the generalised balls and bins model with positive feedback,
including the main results obtained.

We conclude this general introduction with a description of the connections be-
tween the two problems; a note for the reader about how to use the Appendix; a brief
commentary on the notation followed.

Each of the two problems will have its own separate technical introduction in the
corresponding part of the work dedicated to it, so as to keep this first chapter as free
of technicalities as possible, allowing for a more immediate understanding.

1.1 Reinforced random walks

Consider a connected locally finite graph and fix a vertex as starting point at time
zero. Select a neighbour to move to, uniformly at random. At time one move to the
neighbour selected. At each discrete time n, repeat the selection process, from the
currently occupied vertex, and move to it at time n + 1. The sequence of points thus
visited is a random walk on the graph.

Random walks on graphs have been intensively studied for more than a century,
as they arise in many models in mathematics and physics, on top of having important
algorithmic applications. The properties of the graph affect the behaviour of the ran-
dom walk and can be a crucial factor on the types of investigations that can succeed.
The classical theory of random walks typically focused on simple (no multiple edges,
no loops) but infinite graphs, like lattices in various dimensions, and the type of inves-
tigation was qualitative: for example whether the random walk returns to its starting
point almost surely, whether it returns infinitely often, its limiting distribution etc.
In more recent work, questions of more quantitative character have also been studied,
even on more general, but finite graphs: how long it takes to return to the starting
point, how long it takes to visit all vertices, how fast the random walker’s distribution
tends to a limit distribution etc.

Random walks on graphs are Markov chains, and Markov chains are random walks
on directed weighted graphs. Therefore the study of random walks on graphs does



not differ much from the study of Markov chains. For simplicity let us consider
only random walks on simple and undirected graphs (some of the results we will talk
about do extend to cases when the graph is not simple: sometimes parallel edges
are allowed, sometimes even loops; some results also apply to directed graphs). In
this case, the neighbour is selected uniformly at random in the following sense: if the
graph is unweighted, this means that each neighbour has a probability to be selected
equal to the reciprocal of the degree of the current vertex; if the graph is weighted,
each neighbour has a probability to be selected equal to the weight of the edge the
random walker will have to traverse to reach it, divided by the total weight of all
edges incident to the currently occupied vertex. The former is clearly a particular
case of the latter, if we choose all weights equal to 1, hence all graphs considered will
be weighted (clearly, if parallel edges are allowed, one can go in the opposite direction
too, since they can be used to simulate weights in unweighted graphs).

In 1986 P. Diaconis introduced reinforcement in this model. To be more specific,
linear edge-reinforcement: given a weighted graph (recall that in this literature review
we assume all graphs to be connected, locally finite and simple), a starting point,
and the usual scheme of random selection of a neighbour, it also happens that upon
each traversal of the edge leading to the selected neighbour, the weight of the edge
increases by 1. This means that in the future, it will be more likely that the traversed
edge is going to be crossed than it was in the past. The random walker is self-
interacting: it remembers where it has been, and prefers to cross familiar edges.
Thus the new process, in general, is not Markovian anymore, as it depends on the
whole history. In [9, 13] this model was studied on a finite graph, with all edges’ initial
weights set to 1 (initially fair): almost sure recurrence (the random walker returns to
the stating vertex infinitely often: note that by a standard Borel-Cantelli argument,
this is equivalent to visiting each vertex infinitely often) and the convergence of the
normalised edge occupation vector to a random limit, having density continuous with
respect to the Lebesgue measure on the simplex, were shown. The formula of the
density was also derived explicitly, but this remained unpublished, until about 10
years later, when M. Keane and S. Rolles rederived it in [20]. As to infinite graphs,
P. Diaconis posed the question, of whether on Z¢ the linear edge-reinforced random
walk (LERRW) almost surely returns to the starting point infinitely often (by random
walk on Z it is meant a random walk on the d-dimensional lattice graph).

In [35] R. Pemantle, under P. Diaconis’ supervision, introduced the vertex-
reinforced random walk on a graph, where the weights accumulate on the vertices
rather than on the edges. In the most simple version of this model, instead of a
standard weighted graph, we consider a vertex-weighted graph and pick a starting
point: since the weights are not on the edges, but on the vertices, the reinforcement
scheme will be to increase the weight of a vertex every time it gets occupied by the
random walker. From the current vertex, the random walker selects the next vertex
at random among its neighbours. Each neighbour has a probability to be selected
equal to its own weight divided by the total weight of the neighbours.

In more general reinforced random walks the new weight may depend on many
factors: the linear scheme (with respect to the number of edge crossings in the case of
edge-reinforcement, with respect to the number of visits to the vertices in the case of
vertex-reinforcement) of adding 1 (or any fixed constant) when updating the weights
is not the only one that has been studied. Several generalisations of P. Diaconis’
model exploiting different reinforcement schemes received attention over the years:
for example in [11] the ERRW of matriz type is introduced, where the constant added
to the current weight of the traversed edge depends on the edge and how many times
that edge has already been traversed; similar generalisations have been studied for



vertex-reinforced random walks (see [38]). The field of reinforced processes overall
has grown significantly since 1986 (see [39] and [28] for a general survey), but in this
review we will focus solely on ERRWs.

There is no question that ‘random walks on graphs is one of those notions that tend
to pop up everywhere once you start looking for them’ [26]. Even while shuffling a deck
of cards, for instance, you can construct a graph whose vertices are all permutations
of the deck, and any two of them are adjacent if they come by one shuffle move.
Then repeated shuffle moves correspond to a random walk on this graph (see [12]).
Additionally with ERRWs on graphs we can model self-interaction when exploring
an unknown environment: for instance in [33] LERRWSs have been taken as a simple
model for the motion of myxobacteria; these bacteria produce a slime trail and prefer
to glide on the slime produced earlier.

Linear reinforcement is special, since it produces a partially exchangeable process:
if two finite paths are such that every edge in each of them is crossed the same number
of times, then they have the same probability to be the beginning of a LERRW. The
order in which the edges are visited does not matter. In [42, 29] it was proved, thanks
to partial exchangeability, that a LERRW is a mixture of Markov chains both on finite
and infinite graphs respectively. What this means, in layman’s terms, is that there is
a measure in the space of Markov chains such that our process first picks a Markov
chain using this measure (called the mizing measure) and then does the random walk
as per the chain picked. With more recent terminology, we would say that it is a
random walk in a random environment. Partial exchangeability, being a mixture of
Markov chains and recurrence are notions interconnected to each other.

The question P. Diaconis posed on Z¢ provoked a substantial amount of study on
almost sure recurrence/transience criteria (by transience it is meant that the random
walker returns to the starting point finitely often almost surely) for LERRWs on
infinite graphs. The first of such results was in [36], where a phase transition between
almost sure recurrence and almost sure transience was identified on infinite binary
trees, thanks to the construction of a random environment of Pélya urns for the
LERRW: consider the reinforcement parameter being an arbitrary constant ¢ > 1
instead of 1; it was shown that there is a constant ¢y ~ 4.29 such that if ¢ < ¢
there is almost sure transience, if ¢ > ¢y there is almost sure recurrence. While
on acyclic graphs (such as trees) recurrence is easier to understand, for graphs with
cycles such as Z? for d > 2 getting results took longer: a first relatively general one
arrived with [43], where it was shown that if the initial weights are sufficiently large
(the reinforcement parameter is, instead, kept to 1) then for any finite tree G, the
LERRW on Z x G is almost surely recurrent. Eventually in [44] recurrence would
be successfully shown in any dimension d for Z¢ with small enough initial weights
(thus following for any graph having bounded degrees as well). Notably this proof
relied on a connection with certain quantum models, called the hyperbolic o-model,
that allowed to exploit partial exchangeability to its full potential. Another proof
appeared in [1] immediately after, which does not rely on the quantum model nor on
explicit calculation (see [21] for an account including a light touch introduction to the
quantum model used).

Since in LERRWs the transition probabilities are proportional to the weights, and
we can thus expect the edge crossings to grow proportionally with time, with some
dependence on the initial weights; we would also expect that, with stronger rein-
forcement, preferential attachment arises, meaning that some (random) edge will be
disproportionally visited as time passes: at a large time with probability close to 1 the
walk visits all edges but one a very small number of times. Superlinear reinforcement
schemes (also called strong reinforcement) yield this type of asymptotic behaviour



indeed: they are defined such that the transition probabilities are proportional to a
function f of the edge crossings, defined on the positive integers and taking values on
the positive reals. The main line of investigation is, in this case, finding the conditions
for which such a reinforcement gets the random walk stuck at some edge. In [11] it
was shown that if the function f grows fast enough, such that

oo

1
;W<OO, H

then the walk on Z almost surely gets eventually trapped in a single edge; if the
series diverges, it is recurrent almost surely (it visits all vertices infinitely often). In
the argument the lack of exchangeability due to a stronger reinforcement scheme im-
poses a change of toolbox: no more random environments, but martingale techniques
combined with Rubin’s construction, which consists of an exponential embedding
of the process which we will describe more in detail in Section 1.3. We will call
strong edge-reinforced random walk (SERRW) those for which Condition H is satis-
fied. When performing the walk on Z?, with d > 2, the analysis gets more difficult.
The bipartite nature of the d-dimensional lattice requires considering >~ | 1/f(2n) and
> oo Yfen+1) separately; in [46] it was first shown that if both sums converge (thus
Condition H holds), on Z? the process is almost surely trapped on a single edge. Al-
though the argument extends to any bipartite graph of bounded degree, it would not
work even on a single triangle, thus Sellke states as a conjecture that Condition H
ensures that the process is almost surely trapped on a single (random) edge on the
triangle. Moreover, it was not possible to prove that if both series diverge (and thus
Condition H does not hold), recurrence would follow on Z?: it was only possible to
prove that almost surely the range was infinite and each coordinate, separately, would
vanish infinitely often. In [23] the first significant progress towards settling Sellke’s
conjecture was made, by showing that if we restrict f(n) = n® where a > 1, then for
any graph of bounded degree the SERRW is almost surely trapped on a single edge.
Here the fact that the argument used in [46] generalises to any graph of bounded de-
gree without odd cycles was used. More in general, through the adaptation of Rubin’s
construction used in [11, 46], it was possible to prove, via graph-based techniques and
martingale arguments, that the SERRW on any graph of bounded degree is either
almost surely trapped on a single edge or on an odd cycle. In light of this, the focus
of Sellke’s conjecture on the triangle was crucial: solving the problem on the triangle,
and more in general on odd cycles, would yield the more general claim that if Condi-
tion H holds, on any graph of bounded degree the SERRW is almost surely trapped on
a single edge. Hence we will refer to this claim as Sellke’s conjecture instead. In [24]
martingales techniques combined with stochastic approximations techniques yielded
the sought result on odd cycles for any nondecreasing weight function f satisfying
Condition H. Due to the case analysis required, depending on whether the graph
contains odd cycles or not [25], this is essentially as close as it got to a full proof of
Sellke’s conjecture for the following decade: with a nondecreasing (the actual general
condition is more technical and we omit it) weight function f satisfying Condition
H, the SERRW is almost surely trapped on a single edge of any graph of bounded
degree. Through a alternative approach, using the order statistics on the number of
edges, in [10] Sellke’s conjecture was finally shown (with Condition H needing minor
refinements). We observe that the argument extends to graphs with loops.



1.2 Edge-reinforced branching random walks

Let us briefly go back to random walks on graphs and superimpose branching to the
neighbour selecting scheme: assume that at time zero the random walker sponta-
neously dies by producing a certain number p of descendants, which carry on hopping
at random, independently of each other, to new sites; once on the new site, each
descendant dies, generating other p > 1 descendants, which will follow the same
scheme, iteratively. Such model is known as a branching random walk (BRW) on
graphs. For simplicity we described only a pure birth version of the model, but in
BRWs the random walkers can also be subject to spontaneous extinction (death with
no descendants); moreover both the reproduction and extinction rate can be depen-
dent on the sites, or be random according to some given distribution (in this case the
model is known as BRW in a random environment). From a general standpoint a
BRW can be seen as a spatial generalisation of the Galton-Watson process, and it has
been extensively studied. Among the applications found, as mentioned in [7], modern
models of disease propagation incorporate spatial interaction by allowing a pathogen
to be passed on only to the neighbours of an infected host [34]; a virus can multiply
at a host cell and then infect any of the neighbouring ones at random [45]; the total
number of infected cells therefore corresponds to the number of distinct sites visited
by a BRW [15]. We will not delve into the vast literature existing on BRWs, as it
would be too dispersive for our scope. The basic question that one answers studying
branching processes is whether it survives, which means that with positive probability
at any time there is someone alive; while we saw that the classical question for random
walks is whether the walker returns (with positive probability or, equivalently, with
probability one) infinitely many times to some fixed site. For BRWs the first question
asks whether there is global survival, that is, with positive probability at any time
there is someone alive somewhere; while the second question deals with local survival,
that is, with positive probability the process returns infinitely many times to some
fixed site. We refer the interested reader to [6] for a survey concerning these aspects.

Conceptually, as a generalisation of random walks on graphs, BRWs are obtained
analogously to how we will obtain our model as a generalisation of ERRWs; more-
over, BRWs make a compelling case for our study. In fact, while BRWs are a well-
established area of research, to the best of our knowledge there has not even been
any attempt to similarly generalise reinforced random walks, before the present work.
Thus, as in the construction of the BRW, we will consider an ERRW to which we su-
perimpose the branching of the random walkers (for simplicity referred to as particles
from now on). In other words we consider particles, which split into p > 1 offspring
particles, while performing a random walk (on a graph) with an edge-reinforcement
scheme. We call this process an edge-reinforced branching random walk (ERBRW)
on a graph, and we will focus specifically on the triangle, with linear reinforcement.
Since this model evolves with pure birth, we will be concerned only with the study of
localisation.

More formally, define the ERBRW on the triangle (as per the scheme in Figure 1.1)
in the following way: let 7'V, T» T denote the number of edge crossings, NV,
N® N the number of particles at the vertices, at time n. At time 0, we start
with one particle at any of the vertices. This hypothesis is not essential, but we
adopt it for simplicity: our analysis would not change if we started from an arbitrary
distribution of particles at the vertices, since there will always be a positive probability
that these particles gather all at the same vertex after some time. This particle
branches with deterministic constant factor g > 1, and then the p offspring particles
choose, independently of each other, the incident edge to traverse, according to a



linear reinforcement scheme. Before describing the scheme in detail, we make some
comments on two key assumptions.

e We will allow p to be a noninteger, in which case the interpretation of the

random walkers as particles needs to be replaced by unit and fractional masses
(the unit masses are seen as normal particles, the fractional masses as smaller
particles). To keep this first description of the model as immediate as possible,
we will not treat the details of a nonintegral branching factor, which will be
dealt with in the more technical description given in the introduction to Part I.
Moreover, in the course of this work we will see that there is no substantial loss
of generality in adopting only a particle-like point of view.

The offspring particles are assumed not lazy: they cannot remain at the vertex
where they already are. Hence we also exclude the presence of loops based at
the vertices of the triangle (it is customary, in the reinforced random walks
literature, to only consider simple graphs). Simulations suggest that adding
loops would not yield a qualitatively different dynamics for an undirected graph.
We leave further details on the triangle with loops to the introduction to Part I.

After the initial particle has branched, the offspring particles, under the assumptions
aforementioned, will travel, independently of each other, through any of the two
incident edges at random, with probability of choosing either one of them proportional
to the positive number of edge crossings initially deterministically assigned Tg", T3,

(3)
TO .

Once the particles reach the new vertices, the edge crossings of the traversed

edges are updated, and this process repeats. Each particle’s crossing increases the
edge crossings by one. The total number of particles at time n € Ny is then

NV + NP + N®» =0, = pu",

and if we let the 7o .= 13" + 132 + 11", the total number of crossings up to time n is

then

TW4+TH+TO =1, =1+ Zai.

=1

For all i € {1,2,3}, let

and

(4)
n
T’VL
i)
(0 . — NY(ll
™, =
On

be the corresponding proportions of edge crossings and particles at the vertices at
time n; note that as vectors

On, T € {(2,y,2) €0,1°: o +y+ 2 =1}

For every (z,y) € [0,12N{0 <z +y < 1} let

SEO(

d(x,y) = oty

We define the ERBRW on the triangle with and without feedback as follows.
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Figure 1.1: ERBRW on the triangle

e ERBRW with no feedback: o = 1. Let i # j # k € {1,2,3}, with k referring
to the occupied vertex and ¢, j referring to the incident edges. Given the past
up to time n, after branching, each particle at the kth vertex, independently of
the others at random, traverses the ¢th or jth edge at time n+ 1 independently,
with probability proportional to the corresponding number of edge crossings
TW, T9 that is with probabilities ¢(O, ©9) and ¢(0F, OF) respectively,
with @ = 1. The number of particles traversing one of the incident edges from
the kth vertex at time n+1, according to the diagram in Figure 1.1, are binomial
random variables denoted as B{",, .

o ERBRW with feedback: o > 1. Using the same notation as in the previous
case, given the past up to time n, after branching, each particle at the kth
vertex, independently of the others at random, traverses the ith or jth edge at
time n + 1 independently, with probability proportional to the corresponding
number of edge crossings raised to the power of a > 1, (T){")*, (T¥))*, that is
with probabilities ¢(04,0%)) and ¢(O©F), OF)) respectively, with o > 1. This
corresponds to the branching analogue of the SERRW studied in [23].

The case a > 1 will not be directly studied in this dissertation, which is concerned with
a = 1. The terminology relating to feedback arises from the literature on balls and
bins models, which have connections with ERBRWSs on graphs. The choice of starting
the study of the ERBRW on the triangle graph is motivated by the symmetries of
this graph. The equations governing the model inherit this helpful symmetry, along
with the benefits of a low number of degrees of freedom.

In Part I we show three main qualitative localisation results for the ERBRW
with no feedback. Denote, for simplicity of exposition, the standard simplex in three
dimensions as

Y= {(z,y,2) €[0,1: x+y+2z=1}.

We will say almost surely, meaning with probability 1, while talking about events,
negligibility means with probability 0. The first result is the following.

Theorem 1.1. There is an almost surely Y-valued bounded random variable © such
that almost surely ©,, — © as n — 0.

In the context of the ERBRW on the triangle define dominance as the event D
in which the edge crossings along two of the edges become negligible as the time n
grows. Here negligible has the meaning of the corresponding proportions vanishing as
n grows.
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Figure 1.2: Standard simplex (gray) and its medial triangle (red)

Definition 1.2. Dominance is the event
D= {Elz' €{1,2,3}: lim O = 1}.
n—oo

Denote the event on which {©,,} approaches an edge of the simplex 3 while being
bounded away from the set of its vertices V as & := S ND°, where § := {©,, — 0X}.
Having defined

1-06,
-
we anticipate that, in the dynamical interpretation of the random process {(0,,, m,)},
which will be explored in Chapter 2, the distance of 7, from 7g, is crucial in gauging
whether the process is close to equilibrium or not. Denoting as ||-||; the ¢! norm on R?
(it is computed as the sum of the absolute values of the columns, and will be referred
to as l-norm for simplicity); we will show in Lemma 4.5 that there is a nonnegative
bounded random variable ¢ such that almost surely

7T@n1

|mn — T, |1 — ¢.
Denote

RB = {0, is bounded away from 0%},
& =& N{l>0} = {06, approaches 0% \ V} N {m, is bounded away from g, },
D. =Dn{{>0} ={6, — v e V}n{nm,is bounded away from 7,}.

We now state our second result.
Theorem 1.3. The following hold:
i) P(R#) > 0;
ii) P(&~) > 0.

Let ¥* be the portion of ¥ delimited by its medial triangle, boundary excluded
(that is, the interior of the triangle formed by connecting the midpoints of the edges of
the simplex, as per Figure 1.2). Not only Theorem 1.3 reveals which asymptotic sce-
narios for ©,, are nonnegligible, but it has a straightforward corollary, which describes
the asymptotics of 7, in those scenarios.



Corollary 1.4. The following hold:
i) P(m, converges in ¥*) > 0;
ii) P(m, diverges in ¥) > 0;
iii) P({m, converges in 3*} \ B) = P(% \ {m, converges in ¥*}) = 0;

i) P({m, diverges in ¥} N&~) > 0 and P({m, diverges in ¥} \ (&~ U D)) =
P((&~ UD-) \ {m, diverges in 3}) = 0.

The content of Theorem 1.3 and Corollary 1.4 becomes intuitive if we observe the
two typical outcomes of Python simulations for the ERBRW, shown in Figures 1.3
and 1.4 (the violet dot is the centre of the simplex, about which one reflects any
© to get me, upon halving of the reflected point). The two figures depict the two
asymptotics, shown to be nonnegligible.

e Convergence of {O,} in the interior of the simplex with convergence of {m,}
in the interior of the medial triangle of the simplex. Note that in addition
Corollary 1.4 (iii) states that this is the only possible scenario when either {©,,}
converges in the interior of the simplex or {m,} converges in the interior of the
medial triangle.

e Convergence of {O,} to the boundary of the simplex (bounded away from the
vertices) with divergence of {, }. Note that the second part of Corollary 1.4 (iv)
states that we cannot rule out that when {m,} diverges, {©,} might tend to a
vertex (dominance). However, this scenario does not appear in the simulations,
which is one of the reasons justifying Conjecture 1.7, which in turn would imply
that convergence of {©,,} to the boundary of the simplex (bounded away from
the vertices) is the only possible scenario when {m,} diverges. Note that this
does not rule out convergence of both {m,} to the boundary of the medial
triangle and {©,} to the boundary of the simplex. This behaviour, however,
does not appear in the simulations, suggesting that the corresponding event may
be negligible.

For the ERBRW on the triangle we also define monopoly as the event M on which all
but finitely many crossings happen along exactly one edge, or equivalently, eventually
all particles stop crossing two edges.
Definition 1.5. Monopoly is the event

M :={3Fie{1,2,3}: T\ — oo}.

Note that M C D. The third and last result is the following.

Theorem 1.6. Almost surely, for all i € {1,2,3}, T\ — o0 as n — oco. In
particular, P(M) = 0.

Conjecture 1.7. Let « = 1. Then P(D) = 0.

We leave further results for the introduction to Part I.
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Figure 1.3: Convergence of 0,, (green) and m, (blue) to equilibrium points (0, 7e)
(red)

Figure 1.4: Convergence of ©,, (green) to © (red) and divergence of m, (blue) about
e (gray)
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1.3 Balls and bins with positive feedback

Balls and bins (BB) is a probabilistic model where balls are added to bins at random,
following certain rules, concerning the number of balls, bins and the probabilistic
laws governing how a ball falls in a specific bin. The classical setting is with two
bins and the arrival of one ball at each discrete time. The most fundamental BB
model with reinforcement is the Pélya urn with two colours. This urn model is in
fact equivalent, upon identifying the colours (say red and white) with the bins, to
throwing balls one at a time, at random, in two bins, with the probability of each ball
landing in one bin proportional to the number of balls already in the bin. Adding
feedback to this model means that the probability of a new ball arriving choosing a
bin to land into, is proportional to a power of o # 1 of the balls already in the bin
(or more in general a function f of the number of balls). BB with feedback were
introduced in the mathematical literature by [14]: the case o > 1 is called positive
feedback and the case o < 1 negative feedback. Economists had already used these
models [2], since positive feedback models the tendency, often observed in economic
competition, of fast growth for the company that obtains first a nonnegligible initial
advantage among a small number of companies, to the point of reaching monopoly
or almost; negative feedback models instead a situation in which the competitor that
has an advantage has difficulty keeping it, for example due to inefficiencies [47].

The convergence of the proportion of balls of each colour in a Pdlya urn process to
a beta-distributed random variable, as the number of allocated balls tends to infinity,
is a well-known fact [18], which settles the case a = 1 for the classical BB. In [14, §2]
it was shown that for o > 1 the proportion of balls in each of the two bins converges
to either 0 or 1, as the number of allocated balls tends to infinity, a scenario called
dominance. In [19], in the context of modelling neuron growth, a stronger result was
shown: that if & > 1, almost surely one of the (possibly more than two) bins gets all
but finitely many balls, as the number of allocated balls tends to infinity. A scenario
that we will call monopoly. In [32] monopoly was studied more quantitatively for two
bins, showing that ‘it takes a long time before a clear leader emerges, but once it does,
it is likely to stick’ [32, §1]. This was achieved through a technique known as Rubin’s
construction, which consists of embedding the BB process into a continuous time
process, built from exponentially distributed random variables, related to the arrival
times of the balls at each bin. It is the independence and explicit distribution of these
arrival times, which allows studying more quantitative aspects of monopoly. As a
matter of fact, thanks to Rubin’s construction, in [31] the probability of monopoly
of a bin, given its initial number of balls, has also been successfully approximated
by the normal cumulative distribution function for large initial total number of balls.
When a < 1, in [14, §3] it was shown that the number of balls in the bins tends to a
near-equal state, no matter the initial number of balls in the bins.

Generalisations of this model with more than two bins have been studied in [14,
§4], obtaining similar results as in the two bins scenario by standard union bounds. In
[8] preferential attachment has been studied in a model displaying a number of bins
which grows as the balls arrive, one at a time. A second type of generalisations can
also be obtained by considering different feedback functions for each bin, introducing
asymmetry in the model. Very recently in [30] monopoly has been studied for a two
bins asymmetric model, that is with feedbacks a; and «y, generalising, among other
results, the normal approximation obtained for the symmetric case in [31]. Additional
generalisations can be obtained with various types of constraints on the allocated
number of balls, and more can be said about negative feedback, but in this work we
would like to focus on a third type of generalisation: time-dependent BB, for which
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the number of balls added varies with time.

In all the BB models considered so far, the bins always received one ball at a
time. To explore time-dependence, let us go back to the Pdlya urn once more. In
[11, Appendix] a proof of Rubin’s construction is provided, by solving the following
time-dependent scheme for the Pdlya urn: instead of adding the classical single ball of
the same colour as the drawn one, o,, white balls are added to the urn the nth time a
white ball is drawn, and &,, red balls are added the nth time a red ball is drawn, where
{o,} and {6, } are two deterministic integer-valued nonnegative sequences. Rubin’s
construction can be seen as the exponential embedding of this time-dependent model.
Let {7,} be the partial sums of {¢,} and let {7,} be the partial sums of {d,}.
Thanks to the embedding, monopoly, which is the event in which a colour is drawn
all but finitely many times, can be studied through the convergence or divergence of
Yoo oY and Y07 1/z,. If both series converge, monopoly is almost sure (with either
colour having a positive probability of being the one eventually always drawn); if both
diverge there is no monopoly; if one diverges and one converges, then monopoly of
the colour corresponding to the convergent series is almost sure. In conclusion, it all
depends on how fast the number of balls added for each colour grows, as this is the
main mechanism providing the advantage necessary to reach a monopolistic regime
in this model. The Rubin’s construction is tailored to this type of time-dependence,
where the time-evolution of the number of balls thrown is coordinated with the arrival
times of the colours drawn.

In [37] a more general time-dependent version of the Pélya urn was studied, which,
rephrased in terms of BB, would be equivalent to having two bins, and at time n the
number of balls that arrives is ¢, and, in a bulk, all g, balls go in either of the bins,
with probability of choosing a bin proportional to the number of balls in it. This
type of time-dependency is already beyond Rubin’s construction’s reach, because by
using only one sequence {o,} for both bins, some of the coordination between the
time-dependency and the arrival time at the bin chosen is lost. Martingale techniques
come to the rescue. Let 7, be the total number of balls in the bins at time n. Then
dominance is almost sure if and only if ) > jon+1/r2 = co. Monopoly is harder to
analyse without Rubin’s construction. In [49] it was shown that if Y o7 /72 < oo,
dominance is nonnegligible if and only if Y > 1/r, < co. Moreover the study of the
phase transition between no dominance and nonnegligible dominance was found to
be closely related to the phase transition between no monopoly and nonnegligible
monopoly.

In [48] N. Sidorova studied BB with two bins and positive feedback not only
under time-dependence, but with each of the o, balls arriving at time n choosing
independently, rather than in a bulk, to go in either bin; this changes significantly the
evolution of the model. For example, in the model with balls added in a bulk, if o,
grows fast enough, dominance is ensured without the need of any feedback; when the
balls choose the bins independently, dominance never occurs if there is no feedback, no
matter how fast o, grows. In the study of BB we will conduct, we generalise the latter
model to more than two bins, with particular emphasis on dominance and positive
feedback. Before commenting further on the results obtained in [48], we describe this
generalisation more in detail.
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1.4 (eneralised balls and bins with positive feed-
back

Let d > 2 be an arbitrary number of bins and let {0,} be an integer-valued positive
sequence, representing the number of added balls at time n € N. Denote by 79 =
TiY + ...+ T4 the initial total number of balls in the d bins, where T;” denotes the
initial deterministic positive number of balls in the 7th bin. For each n € N, let again

TW+ ... +T" =1, :STO—i—ZO'i
i=1

be the total number of balls in the bins at time n. Minimal regularity conditions
will be added to {0, }, when considered in full generality, but for the purpose of this
introduction it will be enough to focus on o, = ™, which is the relevant case for the
connections of BB with the ERBRW. Denote by

()

Tn

O
0,

the proportion of balls in the ¢th bin at time n. Clearly they are valued in the standard
simplex in d dimensions

Ad_l = {(Ila"wxd)e [Oﬂl]d: x1++xd:1}

Note that, when there is no ambiguity, we will often switch from denoting the com-
ponents with upper indices to denoting them with lower indices, when a time index
is not involved. Let, for every integer 1 <i < d and x € A%!,
. s
vOa) =
> jo1 T

In a model with no feedback, a = 1; with feedback, o > 1. Given the past up to time
n, each of the o,,.1 balls thrown at time n + 1 will fall, independently of each other at
random, in the ¢th bin with probability proportional to the number of balls already
in it, 7”, and the number of balls already in it raised to the power of a > 1, (T")?,
respectively; that is with probability ¥ (0,,). For each integer 1 < i < d consider
the number of balls going in the ith bin at time n + 1: these random variables jointly
define a multinomial random vector of components denoted as B, (more technical
details will be given in the introduction to Part II).

In the BB model with d > 2 we define, following the literature, dominance as the
event D on which the number of balls in all but one of the d bins is negligible, as the
number of allocated balls grows to infinity.

Definition 1.8. Dominance is the event
D= {Hie{l,...,d}: lim O :1}.
n—oo

We also define monopoly as the event M on which eventually all balls are added
to only one of the d bins.

Definition 1.9. Monopoly is the event

M:={3Fie{l,...,d} : BY =o,, ev.}.
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The notation ewv. stands for eventually, and means that there is a large enough
time index N € N, such that for all n > N, B = ¢,,. Note that M C D.
N. Sidorova showed that, for two bins:

e if there is no feedback, dominance is negligible ([48, Theorem 1.1]);
e if there is positive feedback, dominance is almost sure ([48, Theorem 1.2]).

No particularly strong restrictions are necessary on {o,}: it is assumed either
bounded, or divergent to infinity. In Part Il we obtain, as main results, the ex-
tension of these two theorems to d > 2 bins. The first result holds for d > 2 bins with
the same level of generality as for two bins.

Theorem 1.10. Let a = 1. Then ©, converges almost surely to a bounded random
variable © and P(D) = 0.

The second result, due to technicalities in the argument arising for d > 2 bins,
requires more restrictions on {o,} than for two bins, and they are set through the
following quantities:

On+41 .,

® p, = : we assume that {p,} is either bounded or diverges to infinity;

o 0, =2 we assume that {0, } is such that §, — 0 € [0, 0c];

On+105 4
oot

o )\ :=limsup,_,
Theorem 1.11. Let o > 1. Then:

e if p, is bounded, P(D) = 1;

e if p, — 00, 0=0and A <1, P(D) =1.

We do not believe that the additional restrictions # = 0 and A < 1 are necessary, as
they arise from technical aspects of the argument.

Conjecture 1.12. Let a > 1. Then if p, — oo, P(D) = 1.

As to monopoly, a time-dependent analysis is far more involved with the regularity
of {o,} (captured by A) and finer details of its rate of growth (captured by p, and
0,). We will give a more detailed description of our results on monopoly (which
we consider in some sense secondary to those about dominance) and more examples
about the various regimes of growth and the parameters A and 6, in the introduction
to Part II. For the sake of a good understanding of the connections between BB and
ERBRWs, the reader may feel less overwhelmed if, at a first reading, the focus is kept
on the case in which p,, is bounded. In the rest of this section we will in fact discuss
several regimes of growth, but note that for o, = u”, p, is bounded since it converges
to a constant; then the regime of growth to which the ERBRW belongs is when p,
is bounded. We interpret this regime as slow growth, as opposed to, for example,
o, = p*", which is such that p, — 0o, a regime referred to as fast growth. Given
that the main focus of this introduction is the ERBRW and its connection with BB,
fast growth is a less interesting case at a first reading.

With this in mind, N. Sidorova shows that, for two bins:

e if there is no feedback, monopoly is negligible ([48, Lemma 2.2]);
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e if there is feedback, p, — 00, # = 0 and A\ < 1, monopoly is negligible (part of
48, Theorem 1.4]).

. In [48, Theorem 1.4] she also shows that, for two bins, with positive feedback:
e if p, is bounded, monopoly is almost sure;
o if p, — 00, # =0 and A < 1, monopoly is almost sure.

In Part II we also obtain the extension of these results to d > 2 bins. We start in
reverse order, since the generalisation of the last two results follows directly from
Theorem 1.11, and in fact it can be noted that it states that monopoly is almost sure
in all the regimes in which we showed that dominance is almost sure.

Corollary 1.13. Let a > 1. Then:
e if p, is bounded, P(M) = 1;
o ifp, — 00,0 =0and \<1, P(M)=1.
We conclude by stating the generalisation of the results about negligible monopoly.
Theorem 1.14. Let o = 1. Then P(M) = 0.
Theorem 1.15. Let o > 1 and § = oco. Then P(M) = 0.
Theorem 1.16. Let a > 1, p, —> 00, =0 and A > 1. Then P(M) = 0.

As anticipated, in the next section, we will only focus on the cases in which p,
bounded, when referring to the results for BB.

1.5 The connection between ERBRW on graphs
and generalised BB

Note that the event of dominance for BB with d = 3 in Definition 1.8 coincides
with the event of dominance for the ERBRW on the triangle in Definition 1.2, and
corresponds to the random walk getting stuck on an edge, a situation previously
discussed when reviewing SERRW. Similarly the event of monopoly for BB with
d = 3 in Definition 1.9 can be rephrased so as to coincide with the event of monopoly
for the ERBRW on the triangle in Definition 1.5, and corresponds to the random walk
eventually stopping crossing all but one edge. In both models, we are particularly
interested in finding when dominance and monopoly are negligible and when they are
almost sure, depending on the feedback. We now focus on {0, }, so as to see clearly
the connections between the two models. This connection will not come as a surprise,
if one considers that the BB model is a generalisation of the Pélya urn, which is, in
some sense, the building block of all processes with reinforcement.

Let us begin with d = 2 in BB, and then consider the ERBRW between two
nodes and a double edge, defined along the lines of the ERBRW on the triangle (see
Figure 1.5a; equivalently, if one prefers to also keep, in analogy with the definition
on the triangle, two nontrivial N!”, we can think of it as an ERBRW on the binary
tree of height one in Figure 1.5b, but one must perform the branching and count the
beginning of the discrete times every other move, rather than at every move: starting
from the root in the middle at time 0, the particles branch and choose the incident
edge to cross; once on a leaf, the next time unit starts, and we update the 7 and
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(a) ERBRW on the double edge (b) ERBRW on the binary tree
Figure 1.5: Two bins and ERBRWSs
N®
T
N N
(a) ERBRW on the triple edge (b) ERBRW on the ternary tree

Figure 1.6: Three bins and ERBRWs

N5 then they must return to the root node, without increasing the edge crossing
count; there they branch again, and repeat: the successive time unit will start once
they reach again the leaf, so that in the recorded N}” we never see when the vertices
get empty). In both cases the vector of proportions ©,, can be studied, by symmetry,
by just focusing on ©) since O = 1 — OL”. Both constructions yield the same
stochastic process. We already mentioned that in [48] the sequence of balls thrown in
the bins is very general, and clearly it includes the case o,, = y". The aforementioned
results of no dominance and no monopoly in absence of feedback and dominance and
monopoly with positive feedback apply directly to the ERBRW on the double edge,
with and without feedback.

We can proceed similarly and consider an ERBRW between two nodes and a triple
edge with and without feedback (see Figure 1.6a; equivalently, we can think of it as an
ERBRW on the ternary tree of height one in Figure 1.6b, with the same precautions
as those adopted on the binary tree), and note that it can similarly be identified with
a time-dependent BB model with d = 3, with or without feedback. Hence the need for
the study of a generalised (that is, d > 2) time-dependent BB model, to further the
understanding of these types of ERBRWs. By Proposition 4.48 and Theorem 1.14 (no
dominance nor monopoly in absence of feedback) and Theorem 1.11 and Corollary 1.13
(dominance and monopoly with positive feedback, in particular for o, = p™), imply
that the study of dominance and monopoly for the ERBRW on multiple edges between
two nodes (or equivalently, on d-ary trees of height one) is completed, with and without
feedback.

This connection between the two models can be somehow exploited when ap-
proaching the ERBRW on graphs that do not offer an immediate identification with
BB. The main focus of the present work will be the study of ERBRW on the triangle
with no feedback. Simulations, both with and without feedback, suggest that the
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Figure 1.7: Convergence of ©,, (green) to a vertex v (red) of the simplex (dominance)
and divergence of m, (blue) about 7, (gray)

results obtained for BB with d = 3 and o,, = u™ agree with the behaviour displayed
by the random walk on the triangle. This further supports Conjecture 1.7 (which is
stated for the ERBRW with no feedback) and gives rise to a further conjecture for
ERBRW with positive feedback (which we will not treat in this work), well supported
by simulations (see Figure 1.7, a simulation for a = 2).

Conjecture 1.17. Let a > 1. Then, for the ERBRW on the triangle, P(D) = 1.

When studying ERBRWs it will be necessary to complement the general method-
ology developed in the study of BB with a much more dynamical approach. Discrete
dynamical systems have an important role in the heuristics of the arguments for BB,
but martingale theory, like in the case of SERRWs, definitely plays a much more sig-
nificant and decisive role, when carrying out those arguments. For example proving
Theorem 1.10 is fairly easy, due to {©,} being a martingale in BB. When studying
the ERBRW, this is no longer true, and our main goal will be recovering the almost
sure convergence of {0,} through an original implementation and development of
discrete dynamical systems techniques in a random setting. The application of dy-
namical systems to reinforced processes is a well established method: a survey on
some of these methods can be found in [39]; among them, stochastic approximation
is well-known for successfully dealing with random perturbations of a dynamical sys-
tem, usually arising as martingale differences. A survey of stochastic approximation
techniques can be found in [4]. This theory traditionally relies on ODE methods, tak-
ing advantage of slowly decaying martingale differences perturbations. The branching
we introduce in the ERRW model, however, makes the martingale increments decay
much faster than what is required to get a good approximation in the continuum via
ODE methods. Thus we develop alternative dynamical techniques, which rely on fast
decreasing martingale perturbations.
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1.6 Note for the reader

In the first part of the work we will study the ERBRW, as we consider generalised BB
(which we actually studied first) as instrumental to it: the study of BB, along with the
simulations, prompted all the conjectures proposed in this work, and set the high-level
structure of the methodology followed in analysing the ERBRW. Nonetheless Parts [
and II can be considered and read independently. The simulations aforementioned
both for the ERBRW and the corresponding dynamical system, are all run with p = 2,
for 60 iterates.

Due to the overall level of technicality and length, we designed an appendix, where
we moved work that might be considered not essential at a first reading (Part III), or
not original (Part IV), but in some parts, which will be flagged, it will be relied upon.
Chapter A in Part III is original work that offers a window on the inner workings of
our arguments, and might also be relevant for future developments: when necessary
the reader will be referred to it; Chapter B in Part III contains a short heuristic
supplement we will not rely upon directly; Part IV contains some technical results
that come as a straightforward variation of those in [48], and have been included for
self-containedness, due to the arguments significantly relying on them.

1.7 Notation

We will adopt the standard probabilistic notation ev. for eventually and i.0. for in-
finitely often. More formally, given a sequence of events {E,} in a probability space
(Q, F,P), we define the events

{E,, ev.} = [j ﬂ E,={weQ Imw) eN,we E,Vn>mw)}

m=1n>m

and

{En,i0} =) | En={weQ VmeNInw) >m,we By}

m=1n>m

Given real-valued random variables X, Y, we will often (especially for random times)
adopt the probabilistic notation X AY := min{X, Y} and X VY := max{X,Y}.
The complementary of an event £ C ) will always be denoted as E°. Standard
asymptotic notations such as O, o, 2, < and ~ will often be adapted to the proba-
bilistic setting in the following way: O, o, 1, <, and ~,. Throughout this work
such notation always means that, on the event considered, the constants involved in
the standard definition are random: they apply for almost all w in the event consid-
ered, often with pointwise dependence on w. For example if TV = O, (¢") on 2, this
means that for almost every w € €, there is a constant C' = C'(w) such that
T (w)

n

< C(w).

lim sup
n—oo

We will use this notation with some flexibility. In fact the same notation may be used
if, in particular cases, the constant applies uniformly, but only for almost all w in any
event considered, or if it applies for every w in the event but not uniformly. It will be
clear from the context and our comments. When we switch to standard notation, it
means that the constant applies uniformly and for all w on the event considered.
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We will not be overly formal about vector notation. When we use row notation
for inline formulas, we mean the transpose of a column vector, as we will omit the
transpose symbol for simplicity. Thus in inline formulas all row vectors are intended
as column vectors. Also, when using boldface for asymptotic notations and numbers,
we mean that they denote vectors. For example in a 3-dimensional setting % means
(3,3,3), and ©,, = 0,(1) means that ©,, is an almost surely vanishing 3-dimensional
random vector, that is for every £ > 0, for almost every w there is N(w) € N such
that for all n > N(w), |©,(w)|| < €, for some vector norm || - || which will, depending
on the context, either be the 1-norm or the Euclidean norm.

We leave further comments of more specific notational character to the introduc-

tions to Parts I and II.
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Part 1

Edge-reinforced branching random
walk on the triangle
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Chapter 2

Introduction

This introductory chapter provides all the technical details regarding the ERBRW on
the triangle: we first describe the process in terms of a system of iterative equations,
and then perform some manipulations so as to reduce the stochastic iterative scheme
to that of a randomly perturbed deterministic iteration map, which we refer to as
randomly perturbed dynamical system.

This is the general set-up that preludes to the analysis carried out in this part of
the work, concerning the ERBRW on the triangle. We conclude this chapter with a
high-level description of the arguments leading to our main results and a note for the
reader.

2.1 Iterative equations of the model

Let us begin with recalling the probabilistic model of the ERBRW on the triangle
outlined in Chapter 1, so as to add the necessary adjustments concerning the extension
to a possibly nonintegral branching factor ;4 > 1 and some discussions regarding the
nonlaziness assumption.

At time 0 we start with one particle at any of the vertices, which branches with
deterministic constant factor u. If p is not an integer, the interpretation of the random
walkers as particles needs to be replaced by unit and fractional masses. When a
nonintegral branching occurs, the resulting (possibly nonintegral) total mass is seen
as composed of particle-like unit masses (making up the integer part of the total mass)
and an additional fractional mass, which has a particle-like behaviour too. This will
not change the analysis significantly: we identify the unit masses with particles, while
the extra fractional mass is seen as a smaller particle. Although we will always adopt,
as the main point of view in the exposition, the analogy with particles, we will address
explicitly masses only in the isolated instances where the analysis slightly differs.

By the next time unit, the offspring particles (unit and small masses alike) will have
travelled independently through any of the incident edges at random, with probability
of choosing either one of them proportional to the positive number of edge crossings
initially deterministically assigned Tp”, T3”, 15" (more in general raised to a power
of a > 1 if the feedback is positive, but we will not study positive feedback in this
part). The offspring particles cannot remain at the same vertex in the next time unit,
thus we forbid loops. Although the assumption that the graph is simple is customary
in the reinforced random walk literature, we would like to note that the model can be
extended to include loops (or even parallel edges, but in the comments that follow we
briefly only address loops). The natural way loops are counted for an edge-reinforced
model on an undirected graph, slightly differs from the graph theoretical convention
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(6)
Tn

(4) (5)
Tn Tn

Figure 2.1: ERBRW on the triangle with loops

(where it is customary to count loops twice, as they come with two incidences on the
same vertex). For edge-reinforced random walks it is more natural to count loops
only once, as the probabilities change with the edge crossings. Thus we can think of
a loop as a directed arc, having the same head and tail (see Figure 2.1). We will use
the word edge solely for the triangle’s undirected edges. According to this convention,
loops are at a disadvantage in a triangle. At each vertex, a loop is competing against
two incident edges, which the particles can choose to traverse from both ends. Let
i #j # k € {1,2,3} with k referring to the occupied vertex, i, j referring to the
incident edges and k + 3 referring to the loop based at k. Given the past up to time
n, after branching, at time n + 1 each particle (unit or fractional mass alike) at the
kth vertex, independently of the others at random, traverses the ith or jth edge with
probability (0, 0%, %) and (0%, ©W OF+3)) respectively, while it traverses
the loop with probability ¥(O%+ 0H ©U)) where

xOc

x,y,2) =Y(x,z,y) = ———.
U(z,y,2) = P(z, 2,y) PR

This scheme puts the loops at disadvantage because the edges, once the particles have
branched enough to be scattered among all vertices, can get crossed from both ends.

The resulting dynamics is conjectured to be the following: the loops end up being
traversed negligibly many times, as they attract fewer and fewer particles. At the
same time, as the loops get progressively neglected by the particles, the dynamics on
the triangle evolves the same as that of a model with no loops. Quantitatively, loops
will simply slow down the model’s evolution towards its asymptotic behaviour with
no loops: in the beginning, through appropriate weighting of the loops, particles can
obviously be likely to be attracted to them. However, qualitatively, as the number of
particles grows and starts populating all the vertices due to random fluctuations, the
edges of the triangle, crossed from both ends, get disproportionally more competitive
against the loops. This informal heuristics, confirmed by simulations, suggests that a
model with loops is not much more interesting than a model without loops. Once it
is shown that all loops are negligibly crossed almost surely, it should be possible to
recover Theorems 1.1 and 1.3 and Corollary 1.4, by suitably adapting the arguments;
Conjecture 1.7 and Conjecture 1.17 still seem to apply. Clearly it is possible to add
loops following a different convention, that is allowing them to be traversed from both
ends, thus counting twice, but this would yield a completely different model, which is
out of our scope.
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Going back to the offspring particles on the triangle with no loops, once they
branch and traverse either of the edges, they reach the new vertices, the edge crossings
of the chosen edge are updated, and the process repeats. Each particle’s crossing
increases the edge crossings by one, so unit masses have the same effect, while factional
masses increase the edge crossings by the corresponding fraction of mass, leading to
possibly nonintegral edge crossings 7" in the case of nonintegral x. The total number
of particles and mass (for nonintegral ) at time n is clearly still

ND £ N® 4 NO = g, = ",

and the total number of crossings up to time n is still

TO+T® +TO =1, =1+ Z o;.

i=1

Thus O and 7{” still represent the corresponding proportions of edge crossings and
particles (mass) at the vertices at time n. Recall that we exclusively work with no
feedback, thus

T
r+y

o(x,y) =

will be the function providing us with the probabilities each particle (mass) has, to
cross the incident edges. Let i # j # k € {1,2,3} with k referring to the occupied
vertex and i, j referring to the incident edges. Given the past up to time n, after
branching, at time n+ 1 each particle (unit or fractional mass alike) at the kth vertex,
independently of the others at random, traverses the 7th or jth edge with probability
H(O0, 09) and ¢(OF, W) respectively. Since the number of particles traversing one
of the incident edges from the kth vertex at time n + 1( according to the diagram
in Figure 1.1) is a binomial random variables B{;, in the case of nonintegral u
the binomial B}, will denote the total amount of integral mass traversing one of
the incident edges from the kth vertex at time n + 1, and will therefore not be
sufficient to denote the total mass traversing the edge. It will be necessary to add to
the binomial, the fractional mass traversing the corresponding edge, by exploiting a
Bernoulli random variable "), suitably rescaled to the fraction. We now formalise
this through the model’s equations.

For integral y, {B,} are binomial random variables distributed, conditionally
on the past, as follows:

Bs—;—l ~ Bin(/JJN#)u (b(@;zg)v 6512))) (21)
By ~ Bin(uN?, ¢(05, 05)) :
Byl ~ Bin(uN?, 6(0.01))), (2.3)

and are otherwise independent of each other and the past. Denote, as customary, the
supporting probability space (2, #,P) endowed with the filtration {%,}nen,, Wwhere
Fo = {0,Q}, F, == 0(By,...,B,) for all n € N and F = o (U, Fn). We
will denote by Pg , Ez , Varg and Covg, the conditional probability, expectation,
variance and covariance respectively.

For nonintegral u, { B\’ } are binomial random variables and {I\";} are Bernoulli
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random variables distributed, conditionally on the past, as follows:

By, ~ Bin([uN"], (05, 03))

By, ~ Bin([uN2 ], ¢(6,05))

B, ~ Bin([uNP ], ¢(0F,01)),
)

~~ ~~ —~ —~ —~
© 00 3 O Ot
—_— O T T

otherwise independent of each other and the past. Clearly the filtration will be &%, =
o(By, 11, ..., By, I,) instead. As aforementioned, we will add {I{";} to the binomials,
upon rescaling by the factors {u N}, {uNP}, {uN®} respectively, where {-} denotes
the fractional part. This will lead, for nonintegral y, to the definition of the random

variables

By = By + {nN L (2.10)
B?f-i-l = Bﬁl + {/’I’N7<l2>}[7(12—|)-1’ (2.11)
B, = B, + {uNPYE,. (2.12)

The iterative description of our model, reflected in Figure 1.1, turns into a system of
difference equations (for nonintegral p, we simply replace B;ﬁrl with Bﬁljrl)

For integral 1 we obtain

Ty =T + uNy + B2y — Bl (2.13)
T2 =T0 + uNy + Bl — By (2.14)
T, = T80 4 N + B, - B, 219
N = uN® + BY), — B2, (2.16)
NG, = N9 + B, — B, 217
Ny = N+ B, — B 219

(k)
n+1

replaced by Bfﬁrl For simplicity of exposition, it is best to simply work with only one
notation, with the understanding that when p is not an integer everywhere a binomial
B;¥), appears, it should be replaced by B,(L’Z)rl. This will be beneficial since there will
be very few places, in the analysis, where the random variables Bﬁﬂl will have to be

dealt with separately, with a specific approach.

while for nonintegral p we obtain the same equations, but with every term B

These equations can be trivially manipulated to yield the corresponding equations
for the proportions of edge crossings

T, o 1
1 _ n (1) n+l (3 (2) (3)
®n+1 - @n + Ty + (BnJrl - Bn+1>
Tn+1 Tn+1 Tn+1
T, o 1
@ __'m e ntl (1) ©) 1)
@n—i-l - @n + T + (Bn—}—l - Bn+1)
Tn+1 Tn+1 Tn+1

T, . . 1
3 _ n (3) n+l (2 (1) (2)
®n+1 - ®n + Ty + (BnJrl - Bn+1>’
Tn+1 Tn+1 Tn+1
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and for the proportions of particles (mass) at the vertices

Note that

1
1) (2 (3) (2)
Tpi1 = T, + ——(By11 — Boiy)
0n+1
1
2 _ (3 (1) (3)
7Tn+1 =Ty + (Bn+1 - Bn—l—l)

@ _ @) &
Tt = Ty + —— (B, 11 — Byiy).

1—pn pw—1

_ - _ - T __ 1_lun+1 _ H n
Tn—To—FZO'i—TQ—FZM—To—i———l—To—l——(y, —1).
i=1 i=1

Next we extract the martingale parts by adding and subtracting the conditional ex-
pectations, which happen to be the same for both cases, integral and nonintegral pu.
In fact, conditionally on the corresponding %,, both B{’; and Bf;jrl have the same
expectation, due to integer part and fractional part adding up to the original total
mass, and the probability parameter of the [T(fjrl being the same as that of the bino-
mial. Thus we have another set of equations holding for both integral and nonintegral
p, with the usual understanding that one must replace the B, with the B;ﬁrl:

(1)
7rn+1
(2)
7Tn+1
(3)

0%, = 0w + j"—;W—@;y + DGO, 09) + THHOD,0P)) + 80 (2.19)
6 = 0 + 2L (L0 1 w00, O) + 70(6, 60) + S (220
6 = 0 + 2L (L0 4 w00, OF) + 77(6, 60) + S (221
— 0O, 6) + 0O}, 6 + L, 22
— 0O, 6) + 70O, 6 + AL 22
Ly = (6, 6) + o6, 6) + AL, 224

where for each n € Ny we have defined

1
Sn+1 .

(2)

Spa1 =

3) .
Sn+1 :

v
Rn+1 :

R(Z)

n+1 :

3 .
Rn+1 .

1
(2)
(Bn+1

Tn+1

Tn—i—l

Tn—l—l

1

Gn+1

(B

(B(l)
n+1
On+1

1
(2)
(Bn+1
On+1

(Bt —

(Buti =

1
INP OO, O)) + —— (U = B, — uN6(0], 0)

Tn+1
(2.25)

2 1 1 1 1 1 2
HNPO(O, O12)) + — (U = B, — i 6(6, 61)

Tn—i—l
(2.26)

) 1 2 .
HNDSOP,00)) + ——(uNP — B, — uNP$(0, 01))

(2.27)
1
NGO, 00)) + —— (NP — BE), — uNI (O, 0)

Un-i—l

1
PNSO(OR. O) + ——(uN{ — By~ uNo(6}. 6})

3

ENPG(OL,00) + ——(uNLY = B, — uN{o(01, 6)

On+1

3
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2.2 Reduction to a perturbed dynamical system

Recall that 3 == {p € R®: py +po+p3 =1, p1,p2, p3 > 0}. Let the set of vertices of ¥
be V = {vy, vg,v3} (where v; is the ith element of the canonical basis of R?) and the
set of edges (with endpoints removed) of ¥ be E := {E}, Ey, E5} (where E; denotes
the edge opposite to v;). Let 9¥ denote the boundary of ¥ and 3 the interior of X.
Let

0 ¢<p37p1) ¢(p27p1) 0 plzfps p1p+2172
Mp = ¢(p37p2) 0 ¢(p17p2> = IJQPTZSPB 0 pliilPQ
925(]92, p3) (b(pl ) p3) 0 pzlfpzs P1]2p3 0

For each © € ¥; := ¥\ V the matrix Mg is well defined, (2.19) to (2.24) can be
rewritten as

Tpn+1 = M@nﬂ'n + Rn+1 (231)
6n+1 = Gn + pn+1(]— - @n — T — 7Tn+l) = @n + pn+l(1 - @n — Tn — MGnﬂ_n) + Sn+1
(2.32)
where
On+1
Pn+1 = )
Tn—l—l

having used the fact that SV, = —p,11 R}, for all i € {1,2,3}. Note that since
for all i € {1,2,3}, T;” > 0, ©y & 0%; also, by (2.13) to (2.15) for all i € {1,2,3},
i), > T, hence for all n € Ny, ©,, ¢ OX.

Due to the denominators 7,,.1 and 0,41, which grow geometrically fast, the mar-
tingale differences will be shown to be negligible to some degree, so by dropping them
from (2.31) and (2.32), one will be left with the predictable component of the pro-
cess. It is a dynamical system that will most likely drive the asymptotic behaviour
of the stochastic process. This observation is at the core of our method. We study
the predictable component of the process as a dynamical system in its own right, and
therefore we change notation from (©, ) to (p,q). This yields the discrete nonlinear,
nonautonomous dynamical system

dn+1 = Mann (233)
Pnt1 = (1 - pn)pn + pn+1(1 —d4n — QnJrl) (2-34)
well defined on ¥y x . Note that

Pn = :
T — G et H

as n —» 00. Replacing p,, by its limit p in (2.33) and (2.34) will simplify the analysis
of the dynamical system, so one can study
Gn1 = My, (2.35)
Pot1 = (1 = p)pn + p(1 — Gn — Gnt1) (2.36)

instead, which is well defined on ¥y x ¥. Note that (2.36) is a convex combination
of the past (p,) and the update (1 — ¢, — gny1). To further simplify this system, we
shall let p = 1 in (2.36), so as to suppress the past component of (2.35) and (2.36),
which yields

In+1 = Mpn(h (2'37)
Pnr1 =1 — @n — Gnga- (2.38)
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This iteration is well defined on X2 and, for every i € {1,2,3}, it is well defined
also for py € E; with o € ¢ U {v;}. This represents the starting point of our
analysis. Our main goal is to prove almost sure convergence of the process, via
gaining knowledge of the asymptotic behaviour of the sample paths. However, the
facts proved to obtain almost sure convergence will be powerful enough to yield further
results, involving preferential attachment. This knowledge is indeed very helpful in
ruling out monopoly, in determining which asymptotics are nonnegligible, and is likely
to be the key in proving the conjectured negligibility of dominance.

2.3 Outline of contents

The convergence argument for the stochastic process is better understood by starting
from an overview of the two main results concerning the dynamical systems afore-
mentioned. The first result is its convergence.

Theorem 2.1. For any orbit, {p,} converges to some p,. € 3, depending on the initial
condition.

Let g, == (1 — p)/2, that is, the halved reflection about § (the centre of the
simplex). In Remark 3.13 we show that ||g, — ¢,,||1 converges to a limit ¢, depending
on the initial conditions. For all p € 90X \ V' denote e_;(p), the eigenvector of M,
corresponding to the eigenvalue —1 (in Lemma 3.19 we show all the properties of M,,).
Recall that 3* denotes the portion of ¥ delimited by its medial triangle (boundary
excluded), thus its closure ¥ is the medial triangle. We now state our second main
result, following from the convergence of {p,}.

Corollary 2.2. For any orbit, {q,} either converges in S or is asymptotic to the

2-cycle
14
{Qp* + 56—1(]9*)} )

where p, == limy, 00 pr, and € :=lim,, 0 ||¢n — Gp, ||1, depending on the initial condi-
tion.

The dynamical system does offer significant challenges, and a large portion of
this part will be dedicated to it. Since the same methods that work for the system
obeying (2.37) and (2.38), with technical adjustments, work also for the one obeying
(2.35) and (2.36) (which is studied in Chapter A, producing analogous results) and
consequently for the more general (2.33) and (2.34); for simplicity we will focus this
outline on (2.37) and (2.38), which is studied in Chapter 3.

We start by identifying the equilibrium points of the system: {(p,¢,) : p € £}.
We distinguish these equilibria between internal ones (when p ¢ 0%) and boundary
ones (when p € 9%). The standard stability analysis is not fruitful, due to the num-
ber of dimensions of the system and the density of the equilibrium points. Hence we
introduce a nonnegative potential V(p,q) = ||¢ — ¢,||1. In Section 3.2 it is shown
that this potential yields, loosely speaking, a gradient-like dynamics, since it is nonin-
creasing along the orbit of the dynamical system. However, the iteration map of the
system is not defined on a compact set and the equilibria are dense: therefore most
standard topological dynamical results involving gradient-like systems do not apply
to this specific system. Nonetheless, admitting a potential is still a valuable property
of the system, and it will allow us to build tools to show convergence of the system.
Since the potential is a monotone nonincreasing function on the orbits, it has a limit
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Figure 2.2: Convergence of p, (green) and ¢, (blue) to internal equilibrium points
(P, qp) (in red)

¢ > 0. In Proposition 3.15 it is shown that if {p,} is bounded away from 0%, then
the potential decays geometrically along the orbits, and convergence of {(p,,¢,)} to
one of the internal equilibrium points follows. In Figure 2.2 it is possible to get an
intuitive understanding of this fact by observing the output of a Python simulation
(k=2).

The methodology just described is at the core of our approach. For this system,
finding suitable initial conditions, from which a specific asymptotic behaviour follows,
is infeasible. Rather, we prescribe some generic asymptotic behaviour for {p,} (for
instance being bounded away from 03) and prove the convergence as a result. Hence
we devise a case analysis of mutually exclusive asymptotic behaviours, and prove
convergence of {p,} for each of them. This cannot be done without understanding
{qn}’s asymptotics. Proposition 3.15 takes care of the case, when {p,} is bounded
away from 0¥ (and ¢ = 0). There are two other mutually exclusive cases: {p,}
approaches the boundary with either £ = 0 or £ > 0. In each of these cases we
distinguish between two subcases: convergence to any of the vertices of ¥; existence
of a subsequence of {p,}, bounded away from the vertices of ¥. We also make the
following conjecture, well supported by numerical evidence.

Conjecture 2.3. For any orbit, {p,} never converges to a vertex of the simplex.

This conjecture is not required in order to show convergence of the stochastic
process {©,,}. However, it is a crucial part of a tentative argument for Conjecture 1.7,
which states that {©,,} almost never converges to the vertices of the simplex.

In Section 3.4 it is shown that if £ = 0 and {p,} approaches the boundary, with
a subsequence {p,,} bounded away from the vertices, the system will approach a
boundary equilibrium point based at an edge (recall that the edges F; have been
defined with the endpoints removed), from which {(p,, ¢,)} can be shown to converge
to a (possibly different) boundary equilibrium point based on the same edge, that is
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(p, ) with p in the edge (thus, not a vertex). This is the conclusion reached with
Theorem 3.27. The build up to this theorem is a list of technical lemmas that deal
with the representation of the dynamical system via eigencoordinates (with respect
to the eigenvectors of M, lying on the linear space, to which the simplex is parallel)
and the handling of the error terms arising from the representation. The change
of coordinates captures the oscillatory nature of the dynamical behaviour of {g,},
which contributes to the convergence of {p,} (by looking at Figure 2.2, it is rather
evident that oscillations are also involved when converging to an internal equilibrium,;
however, in that case the proof does not need to rely on them). To this argument,
the assumption of the existence of a subsequence of {p,} bounded away from the
vertices is essential: it would not work, by solely relying on an initial condition, close
enough to some suitable boundary equilibrium. Equivalently, it is not known whether
this asymptotic boundary behaviour is actually displayed by the system or not. In
the many simulations we performed, it never appeared. If it does happen for some
initial conditions, the basin of attraction has to necessarily be meagre (this will follow
from Section 3.5). On the other hand, Proposition 3.17 shows that it is possible,
for the case in which {p,} is bounded away from the boundary, to identify an open
neighbourhood of initial conditions in ¥ close enough to an internal equilibrium, such
that the system converges to a (possibly different) internal equilibrium.

This discussion brings us to the last question to be answered about the dynamical
system: is the dynamical system also convergent when ¢ > 0, {p,} approaches the
boundary and there is a subsequence of {p,} bounded away from the vertices? If
yes, is this last hypothesis necessary, or we can identify an open neighbourhood of
initial conditions for the convergence? This is dealt with in Section 3.5, and it is
the case in which the system displays the richest asymptotics, that is convergence
of {p,} in an edge, but divergence of {g,} (more precisely, it is asymptotically 2-
periodic). This is the content of Theorem 3.48, and the build up to this theorem
requires a new toolbox: a complete description of the set of accumulation points of
the orbits, explored through the asymptotics of the system under boundary initial
conditions (that is with py € 0¥ \ V'), which yield boundary orbits (orbits such that
eventually p, € 0%). The study of boundary orbits is conducted in Section 3.5.1
and the results are the following: we have convergence of {p,} within the edge, on
which the initial condition is, away from the vertices; we have either convergence of
{gn} in 0X* or asymptotic 2-periodicity of {g,}. In Section 3.5.2 this result is used to
derive the description of the set of accumulation points of reqular orbits (that is, such
that eventually p,, € Z) approaching the boundary. This set is not very informative
as a whole, but when fixing the specific value of ¢ > 0 for the orbit considered, it
narrows down to only two possible configurations: for any p chosen on an edge, g,
approaches, oscillating, two points, denoted as ¢ and ¢, which lie on either side of g,
in the direction of the eigenvector of M, corresponding to the eigenvalue —1 (denoted
as e_1(p), see Figure 2.3 for a Python simulation with p = 2).

Although the eigenvectors are the key to understanding the system, the oscillations
of {g,} being bounded away from {g,, } makes a change to eigencoordinates not
fruitful, when ¢ > 0. In Lemma 3.46 the asymptotic oscillations are shown to give rise
to a geometric decay of the component of {p,} that vanishes along the subsequence
aforementioned, and this couples with a geometric upper bound on the increments
of one of the two other components, as shown in Lemma 3.47; all of which yields
convergence of {p,} as per Theorem 3.48, where we feed one estimate into the other,
through a suitably engineered sequence of hitting times. The set-up of this argument
relies only on the initial conditions belonging to a suitably small open neighbourhood
of an oscillatory limit configuration. The existence of such a neighbourhood, starting
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Figure 2.3: Convergence of p,, (green) to a boundary limit p (red) and asymptotic
oscillation of g, (blue) about (g,) (red) along the eigendirection e_;(p) (violet)

within which the system tends to a (possibly different) limit configuration of the
same type on the same edge, shows that, as anticipated, it is not possible, for the
limit points in the boundary case £ = 0, to have a fat basin of attraction. Because of
the density of the two sets of accumulation points (the one in the boundary case ¢ > 0
and the one in the boundary case ¢ = 0), a contradiction would follow, if this were
true, as the two neighbourhoods would intersect. This suggests that the set of initial
conditions for the boundary case having ¢ = 0 should be at least meagre, possibly
negligible.

The work in Chapter 3 can be generalised for the dynamical system described by
(2.35) and (2.36): this is done in Chapter A: it has its own challenges, but they are of
technical nature. Generalising the results in Chapter A to the general case described
by (2.33) and (2.34) is trivial and can directly be dealt with while studying the
stochastic process’s sample paths, which is done in Chapter 4. We see the stochastic
process obeying (2.31) and (2.32) with reqular initial conditions (that is T,” > 0 for all
i € {1,2,3}) as a randomly perturbed dynamical system, so that its sample paths can
be analysed through the work made on the dynamical system, by taming the random
perturbations coming from the martingale increments R, and S,,;. The geometric
growth of the number of particles in the system ensures that a geometrically decaying
upper bound eventually holds for these perturbation terms (Lemma 4.1). This allows
enough control, to be able to proceed pointwise in w € €2, with Q partitioned suitably
into events that match the case analysis of the deterministic system (recall the events
defined in Chapter 1, right after Definition 1.2). In this fashion we prove Theorem 1.1,
stating that {©,} converges almost surely to a random variable ©. Although it is
not the main objective of our work, as it is a far easier case to analyse, it is worth
noting that in Section 4.5.1, in analogy with the results obtained for the dynamical
system, we derive convergence of {©,} also for boundary initial conditions, that is
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when there is exactly one i € {1,2,3} such that 7.” = 0: this is the content of
Theorem 4.26. In this case the stochastic process is more rigid. We show that {©,}
converges almost surely to a point © in the edge to which the initial condition 6,
belongs, and that whether {m,} diverges or converges is almost surely determined
by the initial condition 7y (in particular, if there is a component of 7y — mg, along
e_1(0p), {m,} almost surely diverges; otherwise it almost surely converges to mg).
Overall Chapter 4 is a further generalisation of the deterministic case previously
discussed, and it is the most technical section, due to how riddled some estimates
get when perturbed. Theoretically speaking, it is a self-contained chapter. However,
we preferred an exposition that relies on the chapters dedicated to the dynamical
system, which have thus been included. This sheds more light on the methodology we
followed, and benefits the reader’s understanding, even though it comes at the price
of a longer presentation.

In Section 4.7 we show that the two asymptotic behaviours of convergence of
{(©,,m,)} to internal equilibria and convergence of {©,} only, to the boundary
(away from the vertices) are both nonnegligible events. Informally, we refer to them
as typical. In Figures 1.3 and 1.4 one can observe, by comparison, how well the
process’s typical sample paths align, after a few noticeable initial fluctuations, with
the typical orbits of the dynamical system, which can be observed in Figures 2.2
and 2.3. The approach to this result is algorithmic. An iterative sequence of moves,
each having positive probability, is devised to approach arbitrarily either of the two
limit configurations. We show this by relying on two particular cases: %, %} and
{((0,/2,1/2) , (3/a,1/8,1/8)) , ((0,1/2,1/2) , (1/4,3/8,3/8))}, but it could have been any other
configurations of the same type. Theorem 1.3 shows, via a probabilistic argument ex-
ploiting moderate deviations of the binomials from their mean, that it is possible
to get close enough to these configurations at the same time that the negligibility
of the martingale increments kicks in, thus allowing the workings of Proposition 4.8
and Theorem 4.42 (the random analogue of Proposition 3.17 and Theorem 3.48) to
drive the system to the corresponding type of asymptotic behaviour.

In Section 4.8 the properties of the sample paths investigated while studying the
convergence of the stochastic process are combined with a martingale argument (ini-
tially devised for BB) exploiting the predictable quadratic variation, so as to show,
in Theorem 1.6, that almost surely all edges get infinitely many crossings from the
particles. This means that it almost never happens that one or two edges get only
finitely many crossings of particles. Therefore monopoly does not occur.

To conclude, in Section 4.9 we show some progress made towards proving Conjec-
ture 1.7 (negligibility of dominance). The conjecture rests on several grounds: firstly,
simulations support it; next, the connection with BB and Theorem 1.10, stating that
no feedback implies negligible dominance for any number of bins d > 2 (in particular
for d = 3); lastly, the quantitative estimate of Proposition 4.48, obtained through a
bootstrap argument involving martingale theory, coupled with nonautonomous lin-
ear dynamical systems results stemming from the works of Perron, Frobenius and
Poincaré. This estimate in particular suggests that the stochastic process would fol-
low very closely the deterministic dynamical system, when near the vertices. Since
the simulations we performed strongly suggest that the dynamical system does not
tend to the vertices, proving Conjecture 1.7 seems likely to require a deeper study of
the dynamical system near the vertices, so as to show Conjecture 2.3 first. This is
a task, for which we still have to develop the necessary toolbox and it also justifies
keeping the study of the dynamical system conducted in Chapter 3 as the core of the
first part of this dissertation. There is in fact still work to be done on the dynamical
aspects of the problem.
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Due to the challenges offered by the case o = 1, we have not yet attempted the
study of the ERBRW with positive feedback. However, both simulations and the
success in showing Theorem 1.11 for any number of bins d > 2, which applies to

several regimes of growth, including o, = u”, give us confidence that dominance is
almost sure when feedback is added to the ERBRW (Conjecture 1.17).

2.4 Note for the reader

In Section 4.5.1 we focus on the study of the model with boundary initial conditions,
which is much easier. If the reader has no interest in it or does not need the intuition
it provides on the workings of the model, this section can be skipped as it has no
consequences for the study of regular initial conditions, which is the main goal of this
work.

At times, in Section 4.5.2 we will rely on some results in Chapter A: by no means
this requires that the whole of Chapter A be read. The results quoted will suffice,
and it is very likely that, having gone through Chapter 3, the reader will be able to
fill in the gaps without even reading the arguments. At other times the results from
Chapter A are mentioned merely for comparison.
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Chapter 3

The dynamical system with p =1

In this chapter the convergence of {p,} for the dynamical system described by (2.37)
and (2.38) is shown. For one-step iterations arguments, a less cumbersome notation
will sometimes be used, in order to omit the time index, and (2.37) and (2.38) will
often be written as

q = Mpq
]5 - ]- —q— qA7
where we recall that
0 p3 P2
s p1+p3 pll;i;pz
MP B 0 p1+p2
p2 p1 0

p2+p3  p1+p3

3.1 Preliminaries

In this section we motivate some preliminary reductions, which can be made in order
to formally simplify the study of the dynamical system. Since for the stochastic
process described by (2.31) and (2.32), ©,, € ¥ for all n € Ny, one could think that
our interest is limited to initial conditions such that py ¢ 0X. This seems also a
natural choice for the deterministic dynamical system, being the iteration matrix in
(2.37) not well defined on V' C 0¥X. However, in general we will consider py € ¥,
especially in Section 3.5.1; the reason is that, as we will see, pg € 93\ V yields a
boundary orbit.

Definition 3.1. A boundary orbit is an orbit of the dynamical system {(pn,qn)},
such that eventually p, € 02\ V.

The importance of boundary orbits arises from being helpful in studying reqular
orbits that approach the boundary.

Definition 3.2. A regular orbit is an orbit of the dynamical system {(pn,qn)}, such
that eventually p, € 2.

Regular orbits are the more challenging to study and the more informative about
the stochastic process, and thus the main object of our interest. The following remark
shows what can go wrong when allowing both py and ¢ in the boundary of the simplex
without any further restrictions.

Remark 3.3. Let py € E; and qo = v; for some i # j € {1,2,3}. Then p; = vy,
with 1 # j # k € {1,2,3}, which is inadmissible for the iteration scheme described by
(2.37) and (2.38).
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Proof. Without loss of generality, by symmetry, assume ¢ = 1 and j = 2. Let py =
(0,p5",1 = pg”) and denote a = ¢(py”, py”). As

0 11 0 1
Q= 1—a 0 0 1 - 0 5
a 00 0 0

it follows that
p1=1—v — vy = s,

thus (2.37) is inconsistent, since M,, is not well-defined. O

This justifies why, although for the stochastic process we have that 7y € V', we
cannot assume an arbitrary ¢y € V for the dynamical system, if we let py be on
the boundary of the simplex. There is only one case, which does not lead to an
inconsistent iteration, and the resulting orbit is quite trivial, as it can be seen from
the following remark.

Remark 3.4. Let py € E; and qy = v; for some i € {1,2,3}. Then p, = po for all
n € N and q, s 2-periodic.

Proof. Without loss of generality, by symmetry, assume i = 1. Let py = (0, py’, 1—-p”)
and denote a = pJ’. As

0 11 1 0
gpG=11—a 0 O O)=1[(1—-a],
a 00 0 a
it follows that
0 0
m=l-uv—|1l-al|= a = Do
a 1—a
0 11 0 1
Qo — 1—a 0 O l—a] = 0] = q0-
a 00 a 0
By induction this shows that ¢, is 2-periodic, with p,, fixed. O

The same happens, with one-step delay, to any initial condition p, ¢ 9% and
qo € V. The vertex pushes p; to the correct edge, so as to start the 2-cycle, as the
following remark shows.

Remark 3.5. Let pg € 0¥ and qo € V. Then p, = p; for alln € N and q, is
2-periodic.

Proof. By symmetry, without loss of generality, this can be shown by perform-
ing the computation for this specific starting point ¢y = (1,0,0). Since ¢ =
0,0(p5”, ), b5, ps7)) = (0,1 — a, a), where we defined a == ¢(py’, pS’), and since
po & 0%, we have that 0 < a < 1. It follows that p; =1 —¢; — gy = (0,a,1 —a) € 0.
Then

0 11
M, ={1-a 0 0
a 00

and as a result o = qo. Thus po =1—q¢ —q1. =1—qy — q1 = p1 and q3 = ¢2. The
orbit {(pn,q,)} is an eventual 2-cycle, since except for (po, o), it oscillates between
the values (p1, 1) and (p1, qo) previously determined. ]
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Since g € V yields only boundary orbits, whose asymptotic behaviour is easily
computed in any case except for the nonadmissible one, we can assume ¢y ¢ V and
avoid unnecessary technicalities in various hypotheses of our claims, when dealing
with regular orbits. Furthermore, it is easy to show that py € 90X \ V always yields
boundary orbits, when ¢ is admissible, so when dealing with regular orbits we can
assume pg € 0.

Remark 3.6. Let py € E; for some i € {1,2,3} and qo # v; for every j € {1,2,3}\
{i}. Then p =0 for all n € N.

Proof. By symmetry, without loss of generality, assume that ¢ = 1, that is py € Ej,

which is equivalent to py’ = 0 and 0 < pi’ < 1. Then since gy # vy,

0 11
pm=1—q—[1-p 0 0] q.
py) 00
From the form taken by M,,, it follows immediately that p{" = 0. Therefore, by
induction, it follows that for all n € Ny, p!’ = 0, that is we are in presence of a
boundary orbit on the edge Ej. O

When py € 0%, we can also assume qg & 0%, since the case with ¢g on an edge
reduces to the case where ¢ is in the interior.

Remark 3.7. Let py ¢ 0¥ and qy € E; for some i € {1,2,3}. Then p; ¢ 0¥ and
q1 ¢ 0%,

Proof. By symmetry, without loss of generality, we can show the claim via explicit
calculation for ¢y = (0,a,1 — a), with 0 < @ < 1. Since py ¢ 0%, it follows that
q1 € 0% because
ap(py’,py’) + (1 — a)o(py”, py”)
¢ = (1—a)o(py’, 1)
ad(pg’, py’)
@)

and ¢(py’,py’) = 0 if and only if p’ = 0 (which is not allowed). Hence

1—agp(py”,py’) — (1 —a)o(py”, py’)
p=1—qgi—q= (1 - a)Cb(pé)z)vp(()l)) & 0%,

ad(py’, py’)

since ¢(p’,p§’) = 1 if and only if pj’ = 0 (which is not allowed) and therefore the
convex combination subtracted to 1 in the first component is subunitary (while the

other terms are nonzero). O

As a result the case when py € 0% and ¢y € 93\ V has been reduced to that of an
orbit not starting at the boundary, since one can relabel (p1,q1) as (po, qo) and then
apply the following remark.

Remark 3.8. If py & 0% and qy & 0%, then p, & 0% and q, € 0% for all n € N.

Proof. Tt is enough to show that if for some n € Ny, p, € 9% and ¢, ¢ 0%, then
Pn+1 € 0¥ and g,41 € 0X. First note that

o0, p)ay + o0, p)ay
Qo1 = | 60, 02)dY + o, p2)dY | & 0%,
o0, p)a) + 0P, pY)ay
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which follows from ¢(p{”, p%’) = 0 if and only if p%» = 0 (which is not the case) and
g # 0 for all i € {1,2,3}. Denote by J a 3 by 3 matrix of ones and define

B 0 o(py, ) o(py,py)
M,, =J—1-M, = |6p2,p>) 0 o, )
o, pF) (Y, py) 0

Then o
pn+1 - 1 - (Mpn + ])Qn - an - (Mpn + ])qn = Mp’nqn‘

Since M, has the same entries as M, , but swapped within the columns, p,; ¢ 0%
for the same reasoning applied to ¢,,1. The claim now follows by induction, from the
initial conditions given. O]

Unless otherwise stated, all orbits will be considered having reqular initial condi-
tions.

Definition 3.9. We call regular initial conditions, those yielding regular orbits, and
boundary initial conditions, those yielding boundary orbits.

Remark 3.10. As a result of these introductory remarks, not only po & 02 and qy &
0% are reqular initial conditions, but studying the system for such initial conditions
18 equivalent to studying it for all reqular initial conditions.

We conclude with a general property which will be exploited later on.

Remark 3.11. If p,.1 — pn —> 0 as n —> oo and p, does not converge to any of
the vertices, then there is a subsequence {pn;}jen bounded away from V.

Proof. By contradiction, if there is no such subsequence, since p,, does not converge
to any of the vertices (by hypothesis) but any of its subsequences approaches the set
of vertices V' (by contradiction), we can extract two disjoint subsequences {pp, }ren
and {py, hien from {p, }nen, such that

{Pn}nen = {Pn, tren U {pn, hien,

Pn, — v; for some i € {1,2,3} (by boundedness) and p,, — V '\ {v;}. Since p,
is either p,, for some k, or p,, for some [, there are infinitely many % and [} such
that p,, = pn,+1. For any ¢ fixed, by the hypothesis p,+1 — p, — 0, for all £k large
enough |[pn, —pn, |1 <e. But the 1-distance between V'\ {v;} (which p,, approaches)
and v; (which p,, approaches) is 2. Since ¢ is arbitrary, we have a contradiction. [J

3.2 Fixed points and potential function

From (2.37) and (2.38) it is immediate to derive the fixed point equations, which are

q= Mpyq
p=1-2q,
and yield a dense set of equilibrium points {(p,g,) : p € X0}, where
_1-p
Gy =5

Verifying that M,q, = g, is a straightforward computation (see Lemma 3.19 (a)). The
whole analysis of this system’s asymptotic behaviour will revolve around the fixed
points, which are of two types: internal equilibria (p € 03) and boundary equilibria
(p € 0%). Under the assumptions made, orbits never get stuck at equilibria, as we
show in the following remark.
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Remark 3.12. If py € Xy and gy, # qo € Lo, then for all p € Lo, (Pn, @) # (P: Q)
for all n € N.

Proof. If gni1 = qp,,, for some n € Ny, then by rearranging (2.38) we obtain

G =1-— Pnt1 — Gny1 = 1- Pn+1 = GQppi1 = Gppyr-

Since then g, ., = M), qp,.,, it follows that g, , is an eigenvector for the eigenvalue
1 of M,,. Also, it is normalised with respect to the 1-norm and it is a nonnegative
vector (all of its components are nonnegative). Since 1 is a simple eigenvalue for the
matrix M, for any p € ¥, the corresponding eigenspace is the eigenline with direction
qp (see Lemma 3.19 for the computations relative to these elementary facts about the
matrix). This implies that p, = p,41. More precisely, rewriting as {tg,,, t € R} the
eigenspace spanned by g, ¢, = My, qp,., if and only if ¢, ., = tg,,, with ¢ # 0,
25 [|dpy |1 = lldpy |1 = 1. Taking norms yields 1 = gy . [l = t]llgpa s = |£]- Since
qy),, > 0and g > 0 for all i € {1,2,3}, we have that ¢ > 0 and therefore ¢t = 1,
which results in ¢,,,, = gp,, which is equivalent to p, = p,41.

[terating this argument backwards implies that (po, ¢o) is an equilibrium configu-
ration (precisely, (Pn+1,Gp,,.)), & contradiction. O

Let V(p,q) == |l¢ — gp|l1. Since by (2.38) it holds that

1-p q+gq
=t =11, (3.1)

one can rewrite

A~ A~ q+
q—q=q— = = :

Hence

q—qp = —5—(q—qp)- (3.2)

Mp—1
-

Denote L,, :=

Remark 3.13. Since ||L,||; =1 for all p € Xy, taking the norm on both sides of (3.2)
yields V(p,q) < V(p,q), and therefore the continuous nonnegative function V (p,q)
s nonincreasing along the orbits of the dynamical system, and defines a Lyapunov
potential function for this system as a result. Moreover, since V(p,q) is nonnegative
and nonincreasing, it immediately follows that there is 0 < £ € R, dependent on the
initial conditions, such that V(p,,q,) — € as n — 00.

Loosely speaking, dynamical systems admitting a potential are often referred to
as gradient-like. Note that in Chapter 1 we have already anticipated the existence of
such limit also for the stochastic process, and we denoted it, for simplicity, with the
same letter ¢ used in this section, for the deterministic dynamical system. Clearly,
in that case ¢ is a random variable, while in this case it is deterministic: the fact
that we are using the same notation does not mean that, if the initial conditions
(Po, q0) = (Og, ™), then the limit ¢ in the two cases is the same; it simply means that
both quantities have analogous roles in the convergence arguments for the dynamical
system and the stochastic process, and this is regardless of initial conditions, as long
as they are regular.
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Lemma 3.14. For every p € 0% and q # qp,

V(p,q) <V(p,q).

Therefore, the potential is eventually strictly decreasing along the reqular orbits of the
dynamical system.

Proof. If ¢ = qp, then § = ¢ = ¢, and p = p. Therefore, V(p,q) = V(p,q) = 0.
Assume ¢ # ¢,. By (3.2), V(p,q) < V(p,q) if and only if
q— Qp
L,——| <1.
‘ "lla = a1 Il

To show this we will consider the action of L, on the intersection of the 1-norm unit
sphere S? with the plane I, of Cartesian equation z + y + z = 0, where

q_Qp

= ——
g — apllx

lies. In particular it is enough to show that for every p ¢ 9% and v € S? N1l one has
|Lyv|1 < 1. Note that (see Figure 3.1) the intersection aforementioned is a regular
hexagon with set of vertices

01 1 110 101 0 11 1 10 10 1
727 2 9 2727 9 27 72 9 Y 272 Y 27 27 9 2? Y 2 N

As a consequence of the linearity of L,, the claim is proved if one can show that
each of these vertices is shrunk strictly inside the hexagonal portion of the plane. By
symmetry, without loss of generality, this can be shown by performing the calculation
explicitly for the vertex v = (1/2,0, —1/2). First compute

p2

1 p1+p2
L v == _p3s  _ P
p 4 p3+p2 ;D1+p2
! * i P2+p3

and then consider that since p € 9%,

1
HLpU”l _ - (2 + D2 + D2 + P3 _ D1
4 p1+p2 P2+ D3 P3s+p2  p1+ D2

)

1 P > P

_ )2 1+ p1+pz <1 p3+p2 — pitp2 (3 3)
1 P2 p3 _p1 )
2 1+ p2+p3 < 1’ p3+p2 < p1+p2

because of the fact that none of the coordinates of p ¢ 0% is zero. Note that since by
Remark 3.8 p, & 0¥ for all n € Ny and by Remark 3.12 g,, # ¢,,,, we can conclude that
the potential is strictly decreasing along the orbits (that is, V' is a strict Lyapunov
potential function for the dynamical system). m

Overall there are three mutually exclusive asymptotic scenarios, in each of which
it is possible to prove that {p,} converges (whereas {¢,} may or may not):

e {p,} is bounded away from the boundary (Section 3.3);
e (=0 and {p,} is not bounded away from the boundary (Section 3.4);

e (>0 and {p,} is not bounded away from the boundary (Section 3.5).
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T2

Figure 3.1: S N1l

3.3 Convergence bounded away from the bound-
ary

The main goal of this section is showing convergence of the dynamical system when
{pn} is known to be bounded away from the boundary of the simplex.

Proposition 3.15. If {p,} is bounded away from 0%, there is a constant 0 < ¢ < 1,
dependent on the initial conditions, such that

V(anrh qn+1) < 10‘/(]%” Qn)

Hence
¢:= lim V(men) =0,

n—-oo

and the dynamical system converges to an internal equilibrium.

Proof. By p, bounded away from 0% it is meant that for all n, p, € X., for some
e > 0 small enough, where the compact 3. C ¥ is defined as ¥, := {x € ¥ : x; >
e, Vi€ {1,2,3}}. Note that the definition of ¥, is one of those cases, mentioned in
the introduction, in which the notation for the components switches from upper to
lower index, in absence of time index.

If {p,} is bounded away from the boundary then the functions ¢;;(p,) =
o(pl?, p¥7) will be bounded away from 1 (since the value 1 and 0 are attained only at
boundary points, as we saw in deriving (3.3)), so the constant ¢, applying uniformly
on X, can be found by upper-bounding (3.3), rather than with 1, with

¢:= max max i Di
i#5€{1,2,3} peSe (i, ;)

which is well defined for every ¢ > 0 small enough, by the continuity of ¢ and the
compactness of Y. From the geometric decaying upper bound on V' (p,, g,) it follows
that

¢:= lim V(py,q,) =0.
n—aoo

To show convergence of the dynamical system to an internal equilibrium, first of
all observe that

ﬁ_p:2Qp_q_q:Mp(Qp_Q>+Qp_q

and therefore, since ||M,||; = 1, it follows that

15— plli <2V (p, q). (3.4)
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Figure 3.2: Internal equilibria

The geometric decay of V(p,,q,) ensured by {p,} being bounded away from 0%
implies that

ZV(pn,qn) < 00.
n=0

Then

o0
Z“pn—i—l — Palli <o
n=0

and the convergence of {p,} follows immediately. Since ¢ = 0, the convergence of p,
to some limit p, bounded away from the boundary, implies the convergence of ¢, to
¢p. bounded away from the boundary (as they belong to ¥*, more precisely to the
transformation of 3. through the homothety (1 — p)/2, see Figure 3.2). ]

Remark 3.16. Clearly the same would hold if {p,} could only eventually (that is
for all n large enough only) be bounded away from the boundary. The only difference
would be that the constant 0 < ¢ < 1 such that V(ppi1, Gni1) < ¢V (pn, q) holds only
eventually, which is enough to yield convergence of {(pn, q,)}. However, note that by

Remarks 3.4 and 3.6 we cannot have such case, where py € 0% and at some later time
n, pp & 0.

The following proposition and corollary show that internal equilibria are stable,
implying that convergence bounded away from the boundary can also be ensured
with suitable initial conditions, close enough to one of the internal equilibria. From a
technical standpoint, these last two results will be mainly relied upon in Section 3.4,
specifically Lemma 3.24. More in general, they provide a deeper understanding of the
dynamical system.

Denote by B(p,r) C R3 the ball centered at p having radius r in the distance dist
generated by the 1-norm. Define U((p, q),r,7") := B(p,r) x B(q,r") and U((p, q),r) :=

Ul(p,q),r,7).

Proposition 3.17. For every p ¢ 0¥ and a small enough 0 < ¢ < dist(p,0%),
there is a 0' > 0 suitably smaller than €' such that, if (po,q0) € U((p,qp),d") then

(Pn,@n) € U((p, qp),€','/2) for all n € N.
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Proof. Given p and € as in the statement, let 0 < ¢’ < &’ (it will be further restricted
if necessary). By Proposition 3.15 and (3.2) it is known that since B(p,’) is bounded
away from 0%, for all (p',q) € U((p,qp),€"), | Ly (¢ — ap)|1 < ¢ll¢ — g1 for some
0 < ¢ < 1. Further restrict ¢’ < (1 — ¢)e’/4, and consider (po,q0) € U((p,¢y),0").
The following claim will be shown by induction: for all n € N, p, € B(p,&’) and
¢n € B(qp,<'/2). Consider that

— 3
lp=pol _ 3,

190 = awolls < llao = gplls + llap = @polls = llgo = apll + = 5

Therefore

3
lor = dpull = 110 (90 = dpo) 11 < €lldo = G [l1 = 50"

Recall that for all n, ||pp+1 — palli < 2||gn — @y, |l1 by (3.4), hence ||p1 — poll1 < 30"
As a consequence, noting that g,, — ¢, = (p — p1)/2,

Ipy = plly < llpr = pollx + [[po — plls < 46" < (1= ¢)e’ <&

3 p1—pl _ 3
= ol < s = g+ g — gl < S+ PP < 3oy oy < aa 40)
/ / /
<(1-¢)1 +0)% = (1 _02)% < %

This immediately implies that we can use again the geometric decay of the potential:

3
g2 = apollt = 1 Lp (01 — @p) |11 < ¢llar — a1 < €*lldo — Gpoll1 < 5025/-

For n = 1, it has been shown that if (py,q0) € U((p, ¢y),d"), where §' < (1 — ¢)e’/4,
with ¢ being the subunitary constant uniformly holding on B(p, '), then ||g1 —¢p, |1 <
3¢d' /2, ||lpr — pllh < 48, pr € B(p,€), llgn — qplls < 3¢d'/2 + 28 < 25'(1 + <),
¢1 € B(gp,¢'/2). Assume as induction hypothesis that

3 n
Gn — @p. 1 < 3? &,

that

n—1

lpn = plls < 40" ',

1=0

so that p, € B(p,¢’), and

n
g0 — ol < 26" &,
i=0
so that ¢, € B(g,,</2), and consider p,;1. Since
[P = plly < IPasr — palls + 1Pn = pllt < 2[1gn — Gpoll1 + [IPn — Pl <
n—1 n
3¢ + 40 Z ot < 46 Z ',
i=0 i=0

this shows that p,1 € B(p,¢’) since

n ‘ oo ' s
45'5 cz<45'§ 02241 < ¢
—¢
i—0 =0
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by hypothesis, and therefore it also follows that

3
||q'n,+1 - Qpn+1||1 < €||qn — qpn”l < 50”4—15/'

Since

3 [Pn1 —pllt
Jansr = ol < i = s+ s — gl < St 4 et 220

2
3 n n+1
n+1 ¢/ ! [ / )
§§c ) +2(5Zc <26Zc,
=0 =0
this shows that ¢,11 € B(g,, < /2) since
n+1 fe’e)
. ) 5/ 5/
20 b <28 t=2 —
Z < ‘ < 11— < 5
=0 =0
by hypothesis. O

By Proposition 3.17, once the system is confined in such a neighbourhood of some
internal equilibrium (p, ¢,) bounded away from the boundary, the final convergence
claim in Proposition 3.15 can be enacted, immediately yielding the following.

Corollary 3.18. If (po,qo) is close enough to an internal equilibrium (p,qy), the
system converges to a (possibly different) internal equilibrium.

Proposition 3.17 is not strong enough to ensure that the limit is the same (p, gp),
by the density of the set {(p,q,): p € £} C X2

3.4 Convergence to the boundary with ¢/ =0

The main goal of this section is to show that if {p, } approaches the boundary and the
limit of the potential ¢ := lim,,_,o, V(pn, ¢,) = 0, the dynamical system converges.

First of all note that by the remarks made at the opening of this chapter, £ = 0
is not possible for any type of boundary orbit having ¢, entering a 2-cycle. Since
all other boundary cases are trivial, we can work under regular initial conditions as
usual. In this case, assuming that there is no convergence to the vertex (if it were,
there would be nothing to prove, since p, would tend to a vertex v € V and ¢, to
¢y, due to £ = 0), by Remark 3.11 (which applies by (3.4) and ¢ = 0) there will
be a subsequence {py, }jen bounded away from the vertices and, by assumption, not
bounded away from the boundary. Extracting a convergent subsubsequence {pn; }ien
by boundedness of {p,}, relabelling it with {n;}, we can assume that there is a
subsequence {p,, }ren bounded away from the vertices and convergent to a point in
an edge. By symmetry, without loss of generality, assume this subsequence to converge
to p. € By, with 92 < p® < 192 for some 0 > 0 small enough fixed. Then p{)) — 0
as k — oo and p{? is eventually bounded away from 0 and 1. In this section we
will look at ¢, — gy, € Iy through a change to eigencoordinates derived from the two
eigenvectors of the matrix M, that span Ily. Since ||g, — gy, |[i — 0, there will be
a small enough 6 > 0 fixed and an € > 0 arbitrarily small, dependent on d, such that
for some large enough K € N, for all &£ > K,

) )
(pnka(Jnk) E%;% = {(p7Q> 622: O<p1 S{;‘, 5 sz §1_§70< ‘ala‘ﬂ‘ Sf‘:}
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Figure 3.3: %E* s as the Cartesian product of the dark gray and the red regions
'8

because both eigencoordinates of ¢, — g, , which are denoted as a,, 8,, will vanish
as n —» 00, and therefore eventually |a,| € {0 < o < ¢, @ € R} and |3,] € {0 <
B < e, B € R} for any arbitrary € > 0 (we will define precisely the eigensystem for
these eigencoordinates in Lemma 3.19). We will also make use of a similarly defined
set e%; 5 and we will also need the set

K.

g,

e J[S%)

) )
::{pGZ: 0<p <e, §§p2§1—§}-

When it does not create confusion, € or 9/s or both, will be dropped from the notation
referring to these two sets. We will also adopt the following notation.

e f(p) = O(g(p1)) if for € small enough f(p)/g(p1) is well defined and bounded in
K. s.
&3

b f( ’a7/8) = O(.gl(plaaaﬁ)7 s 7gk(p17&75)) if for a Sufﬁciently small €

f(p17p27 1 — D1 _p27a7ﬁ)
|gl(p17a7ﬁ)‘ ..t |gk(p1,04,ﬁ)|

is well-defined and bounded on Z*;.
'8

o r:=(p1, ).

Note that from the given definition, assuming well-definedness whenever necessary,
the usual rules hold.

e O(f(r)) £0(y(r)) = O(f(r),g(r))-

o O(f(r))O(g(r)) = O(f(r)g(r)).

o if f(r) = O(g(r)) with g(r) = O(h(r)), then f(r) = O(h(r)).

o if f(r) = O(g(r), h(r)) with with g(r) = O(m(r)), then f(r) = O(m(r), h(r)),

and so on.

The following lemma shows all the elementary properties of the matrix M, that will
be useful.
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Lemma 3.19. Let p = (p1,p2,p3) € Xo.

a) M, has eigenvalue 1 with eigenvector q,;

b) M, has two further real eigenvalues —1 < A_1(p) < Ao(p) < 0;

¢) M, is invariant on the plane Iy in R® having equation x +y+ z = 0;

d) If p # 5 then A_1(p) # Xo(p) and the corresponding eigenvectors e_(p), eo(p)
lie in 1ly;

e) If p = % then A\_i(p) = Xo(p) = A := —3, having geometric multiplicity 2 and
ergenspace Ily;

f) If p € 02\ V then A_1(p) = —1 and M\o(p) = 0. In particular if p; = 0 then

the corresponding eigenvectors can be chosen to be e_1(p) = (—1,1 — pa, p2) and
eo(p) = (0,1, —-1);
9) Ao(p) = =2p1 + O(pf) and A_1(p) = —1 + 2p1 + O(p?) as pr — 0;

h) e_1(p) and ey(p) can be chosen to depend smoothly on p and having the norm
bounded away from zero on ,%6% for e small enough.

Proof.

a) Each column of M, adds up to 1, and therefore its transpose M, has rows adding
up to 1, which means that M, has eigenvalue 1 with eigenvector 1. Thus M,
has an eigenvalue of 1, since a matrix and its transpose have the same spectrum.
By inspection it is easy to guess that g, is the eigenvector of the eigenvalue 1
for M,. This is equivalent to calculating M,q, = ¢, (a posteriori the calculation
makes finding first the eigenvalue of 1 redundant). By symmetry, it is enough to
show the calculation for the first component only, without loss of generality:

1-— 1-— 1-— 1-—
( Mpqp)m _ _ b D2 P2 bs _ D3 P2 4 P2 P3
pL+p3 2 pLtp2 2 I—ps 2 I—p3 2
_ b3 p2_l-p ¢
2 2 2 P

b) Note that the trace tr(M,) = 0 and the determinant

P1p2p3
(p1 + ps3)(p1 + p2)(p2 + p3)’

det(M,) =2

thus from (a) one can conclude that A; + Ay = —1 and that

2p1pap3
(p1 + p3)(p1 + p2)(p2 + p3)

)\1)\2 =

From (a) it is also already known that the characteristic polynomial pyz,()) is a
monic cubic having a factor A — 1, hence it is of the form (A — 1)qa, (), where
g, (A) is a monic (otherwise the product would not be monic) quadratic, having
roots \; and \o, and therefore

2p1p2ps3
(p1 + p3)(p1 + p2)(p2 + p3)

qu()\> = )\2 + A +

As a result the discriminant of gy, is

8p1pap3

b (p1 + p3)(p1 + p2)(p2 + p3)’
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hence the remaining two eigenvalues will be real if and only if it is shown that
for all p1, pa, p3 > 0 such that p; + ps + p3 = 1,

P1p2p3
(p1 + p3)(p1 + p2)(p2 + ps3)

1
< —.
-8
Since then none of the p; can be zero, under the standard simplex’ constraint
this inequality is equivalent to
1 1 1
—+—4+—2>09. (3.5)
P D2 D3

This can be seen by noting that on the simplex

b1p2ps3 DP1P2p3

(1 +p3)(p1 +p2)(p2+p3) (1 —pi)(1—p2)(1 —p3)
1

CEGE)GEY

and then taking the reciprocal yields

()=

Multiplying out and rearranging yields

1 1 1 1 1 1 1
- — — 4+ —+—+—2>09
b1ip2p3  pip2  P2p3 pPip3 P1 P2 P3

Under the simplex’ constraint

1 . 1 . 1 . 1 :1—P1—p2—p3
pip2p3  p1P2 P2P3 P1P3 p1p2ps3

=0,

hence the claim. Applying the Lagrange multipliers method (denoting the mul-
tiplier with m) to the left-hand side of (3.5) under the simplex constraint, yields
—p; 2 = m for all i € {1,2,3}, since the gradient of the constraint is 1. Hence
p1 = p2 = p3 = Y/v=m, which yields p; = /3 for all i € {1,2,3} under the sim-
plex constraints. This is a minimum (attaining a value of 9) since the function

prt+pyt 4 p3t has positive definite Hessian

o oFYw
S © o

oI ©

for all p inside the simplex, and therefore it is convex on the interior of the stan-
dard simplex. To conclude there is only one such point at which the inequality
becomes equality, the equilibrium of the simplex % On the boundary 0%, this
does not happen since the original expression has the numerator pipsps = 0,
hence the expression is zero, which is obviously less than 1/s. Hence the eigen-
values A\; and A\, are always real and distinct for all p # %, while they are
equal to —1/2 at 3. This proves then the first part of (d) and (e). Also, since
A+ A = —1 and A\ Ay > 0, it follows that they are both nonpositive and in
particular A\;, Ay € [—1,0]. For the inequality see (g).
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Since M), has eigenvalue 1 with eigenvector 1, the span of the eigenvectors cor-
responding to A; and As is the orthogonal complement of the span of 1, that is
IIp. Hence M, is invariant on IIy. This also proves the second part of (d) and
(e).

Already partially proved in (b) and (c).

Since
1 011
M 1=5 10 1],
110
the eigenspace equation
1
Miv=—=v
3 2

is equivalent to the equation v; 4+ v + v3 = 0, hence the geometric multiplicity
of —=1/2is 2.

Assume p € Eq, then p; = 0, thus

0 11
M,=|1-ps 0 O
D2 0 0

From (b) it is also known that A\; + A = —1 and A\; A2 = 0, which implies that
A_1(p) = A1 = —1 and A\g(p) := A2 = 0. The eigenspace equations are then:
e M,v =0, which yields v; = 0 and v, = —vs3, which yields the eigenvector of
Ao(p), €o(p) = (0,1, —1);
e M,v = —v, which yields (1 — a)v; = —vq and av; = —wv3 (the third equation
v1 + vy +v3 = 0 is obtained from those two by addition hence it is omitted).
Fixing v; = —1 yields the eigenvector of A_1(p), e_1(p) = (—=1,1 — pa, pa).

We derive the smallest eigenvalue first, by directly solving the characteristic
polynomial, that is the quadratic g, (), for p; € (0,¢] with € arbitrarily small,
and py € [9/s,1 — 9/s] with 6 > 0 small enough fixed. From

2p1p2(1 — p1 — po2)
(1 =p1)(L = p2)(p1 + p2)

and expanding in Taylor series the factor (1 —p;)™' =1+ O(py), it follows that

qu<)\> = )\2 + A +

2p1p2(1 — p1 — p2) _ 2p1p2 _ 2p1p3 (p2)
(1—p)(L=p2)(p1+p2) (L=p2)(p1+p2) (L—p2)(p1+p2) !
_ 1 _ P2 2y _ _2P1p2 2
= 2Pz ((1 —p2)(p1+p2)  (1—p2)(;m +p2)) O DP1 + D2 +Ol)

_2pi(p2tp1 —p1)
P+ D2
and therefore the eigenvalues are solutions of A\? + X + 2p; + O(p?), yielding
—1+4+ /1 —8p, +0O(p?
)\0 <p) —_ \/ 5 ( 1).
Expanding in Taylor series the square root yields

—1+1—4p; + O(p?

Since A_1(p) = =1 —Xo(p) = —1 —2p; + O(p?), the result follows. Note that the

calculation also shows that Ag(p) > A_;(p) away from 3.

+ O(p}) = 2p1 + O(p}),
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h) By astandard application of the Implicit Function Theorem, it is possible to show

that simple eigenvalues and eigenvectors of M, (under any smooth normalisation
condition given) depend smoothly on the parameter p € #_ s, because the term
'8

&(pi, p;) in the matrix varies smoothly for p € ¥, and p is bounded away from %
(since p € K. 5 it follows that p; € (0, ¢] for e sufficiently small to be determined
and ¢ fixed small enough). For an e small enough, we show the claim for each
eigenpair, by considering all p close enough to an arbitrary p* € E; N %, where
from now on we denote F := %E,g. The eigenpair considered will be either
the one with eigenvalue approaching 0 (denoted with index ¢ = 1) or the one
approaching —1 (denoted with index i = 2) on the edge (which is E; as always,
without loss of generality) as p — p*, since there is nothing to prove for the
eigenpair with eigenvalue of 1. This relabelling of the eigenpairs is only adopted
in this argument, for the sake of consistency with the expression of their norm,
as it will soon be clear. Thus for i € {1,2}, the eigenpair will be denoted

(A(p), e(p)) == (Ni(p), ei(p)), with

and

e_1(p), i=2

eﬂﬁ:{%@” .

Since ¢ is fixed, and the proof is the same for both indices, upon the relabelling
performed, the index will be omitted in the notation of A and e from now on.
Consider that

Mye(p*) = A(p*)e(p®)

with |le(p*)||2 bounded away from 0 uniformly on F; N %. In fact on the edge,
we adopt an indexing consistent with the one established for p € &, that is with
¢ = 1 denoting the eigenpair relative to 0, © = 2 that relative to —1. On the
boundary the representation chosen in (f) always yields

leo(P™) 3 = 2 = 2[1 — p} + (p})’]

for i = 1 (trivially due to pj = 0; it will be clear in a moment that the reason for
this trivial expression is simply to write one proof that works for both ¢ € {1,2}
without changes) and

w4@>@=2u—m+umﬂ>2§0+§)

for 1 = 2. Then we need to solve for
Mye(p) = A(p)e(p)
e(p*)e(p) = e(p*) - e(p) = 2[1 — p; + (p})°],

where ’ in the normalisation condition denotes the transpose, having written the
inner product via matrix multiplication. Denote

Mye — e
F(e,\,p) = (e(p*) ce—2[1 —pf+ (Pf)Q]) '
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The problem of showing smoothness can be rephrased as finding a smooth func-
tion (e(p), A(p)) such that F(e(p), A(p),p) = 0. F' is smooth, so we calculate the

Jacobian oF \
M,— N —e
\ p
a(e )\)(6 p) ( e(p*)/ 0>
and denote
oF

B BN

(e,A,p)

_(Mp = Ap) L —e(p")
e(p*) 0 '

We show that J,- is invertible, by showing that its kernel is null. This follows by

contradiction. Let the kernel’s equation J,-W = 0 hold for a vector 0 # W =

(E,A) € R3 (there is no risk of ambiguity with E, the set of edges for the
simplex in this context). The equation is equivalent to

*

p=p

MyE — Ap")E — Ae(p*) =0
e(p*)- E=0.

If £ # 0, the second condition implies orthogonality, and thus linear indepen-
dence, of E and e(p*). Thus we can rewrite My« in a new basis & (there is no
risk of ambiguity with &, the event when the stochastic process is bounded away
from the boundary of the simplex) whose first two elements are e(p*) and F, in

this order. Since My-e(p*) = A(p*)e(p*) and M- E = Ae(p*) + A(p*)E

Ap*) A x L %
0  Ap*) x ... %

[Mp*]gg - 0 0 *
0 0 * ... %

and therefore, from the determinant formula of block-upper-triangular matrices,
it follows that A(p*) is at least a double root of the characteristic polynomial of
M,-. However it is known that it is a simple eigenvalue, hence a contradiction.
So E = 0. But then Ae(p*) = 0, which implies A = 0. Hence W = 0 and
therefore Jp- is invertible. The invertibility of J,- implies, by the Implicit Func-
tion Theorem, that the equation F'(e, A,p) = 0 has a unique smooth solution
(e(p), A\(p)) defined on an open neighbourhood of p, small enough. Note that
since [le(p*)||l1 > |le(p*)]|2, using the Cauchy-Schwarz inequality in the normali-
sation condition of the problem yields

2(1—p} + ())") = e(p") - e(p) < lle@)ll2lle®)ll2 < le(@)lhlle(@)ll = 2[le@)lh

which bounds away from zero the l-norm of the eigenvector e(p) varying
smoothly near p*. We conclude by noting that since p* € Ey N K is arbitrary,
the smooth solution is unique and the boundedness away from 0 of its norm is
uniform, the local solution extends to the whole of F#_ 2 for some € small enough,
due to the set being simply connected and relatively compact

]

We now describe in more detail the eigencoordinates, which will be used. For
each p € ¥y fix e_1(p) and ey(p) as usual. From Lemma 3.19 (e, d) we have the
unique representation of ¢ — g, = aeg(p) + fe_1(p), with (o, 8) € R? denoting the
new eigencoordinates. Upon one iterate with M, denote ¢ — ¢; = deg(p) + Be_1(p).
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Lemma 3.20.
Y
A )\op—leojp 611]5 Aflp_leilp 63113
R N I R I
D () <o (p) () coh(p)
») 65?8 egiﬂ <E§ eii‘))lgpi
5 Ao(p) — 1 |eg (p) €5 (p Ai(p) —1eg’(p) eli(p
P=eT W o T e e e
e’ (p) ey (p) ei’(p) ey (p)

Proof. From (3.2), a system of three linear equations in two variables follows,

aea(s) + fer() = 22 Loy (p) 4 g2 =1

with (&, B) € R2. The system can be solved by picking any two of the three equations.
Since the vectors, which will give the coefficients to the matrix of this linear system
of two equations, are ey(p) and e_1(p), and since they are linearly independent, the
matrix will have nonzero determinant, being the absolute value of its determinant
always equal to the absolute value of one of the coordinates of the vector product
eo(p) X e_1(p). Since all of the coordinates of the vector product are identical and
therefore nonzero (because of linear independence and nondegeneracy of the eigen-
vectors, which lie in IIy, which has normal vector 1, to which the vector product will
be parallel) and since they can be computed, in absolute value, from selecting rows
i # 7 €{1,2,3} from the matrix (ey(p)|e—1(p)); we have that, for any i # j € {1,2,3}
chosen, the linear system can be reduced to

(40 50 () - QD=L (p) + B2l )
P6) ei0)) \B) T \a2B=ep (p) + g2t ) )

This system has unique solution, which can be calculated by Cramer’s rule,

O‘;\—O(Z) - e (p )+5 (2p 16(1)1(17) e (p)
1 RN
a?BG=ef) (p) + 5> 1(2” e (p) €%y (p)

§H) )
i) e“>1< |

68‘)(]3) o)1 1;) 1 (z)(p) Ai(p)—1 (_z)l(p)
e ) 0Bt (p) + gl )
¢y (D) 6(”1(19) ’
e (B) e (p )‘

which yields the iteration given in (3.6) and (3.7). The ratios of the determinants
do not depend on the choice of i # j because of the aforementioned fact that all
coordinates of the vector product are equal; also, the same change of sign will appear,
if anywhere, both at the numerator and the denominator, and will therefore ultimately
cancel out; moreover, all vectors involved lie in Iy, so for k # i # j, eo(p)™ =
—eo(P)? — eo(p)?, eo(p)® = —eo(p)? — eo(p)?, e_1(P)® = —e_1(p)? — e_1(p)?,
e_1(p)® = —e_1(p)” — e_1(p)Y’, meaning that the system is overdetermined by an
equation, which is linear combination of the other two. O
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We proceed to expand in Taylor series about (py, «, 8) = (0,0,0) the iteration for
the eigencoordinates achieved in Lemma 3.20 and the standard iteration for p. We
start with p. Since it belongs to the simplex, p3 = 1 — p; — po, so for simplicity we
perform the analysis only on the first two components.

Lemma 3.21.

p1=p1+pa(r) (3.8)
P2 = p2 — 2(1 — p2)p18 + pa(r), (3.9)

where p1(r) = O(Bp1, ap1) and px(r) = O(a, Bp7).
Proof. Since

p—p=1—p—G—q=2q—Myg—q=—(M,+1)(q—q),

we have that
p=p—a(l+X(p)eo(p) — B(1+ A1(p))e-1(p), (3.10)

from which, reading off the first two components and applying Lemma 3.19 (f, g, h),
it follows that

Pr=p1 — a(1+ Xo(p))eg’(p) — B(1+ A1(p))ey (p)
= p1 — a1 = 2p; + O(p})O(p1) — B(2p1 + O(p})) (=1 + O(p1))
= p1 + O(ap1, Bp1)
P2 = p2 — (1 + Xo(p))eg”(p) — B(1+ A-1(p))e? (p)
= p2 —a(l = 2p1 + O(p7)) (1 + O(p1)) — B(2p1 + O(PT)) (1 — p2 + O(p1))
= p2 — 2(1 — p2)p1B + Olev, Bp?),

having used, in the second step of both equations, the smoothness of the eigenvectors
to linearise as p approaches the edge E; and the relative compactness of #*, to

oo

estimate uniformly the Jacobian terms appearing in

eo(p) = €o((0,p2,1 — p2) + (p1,0, —p1)) = €o((0, p2, 1 — p2)) + O(]| (P15, 0, —P1) 1)
= (07 1, _1) + O(p1)>
e_1(p) = e—1((0,p2,1 — pa2) + (p1,0, —p1)) = e_1((0, p2, 1 — p2)) + O(||(P1, 0, —P1)[|1)
= (=1,1 = pa,p2) + O(p1).

[]

Lemma 3.22.
& = =5 (L4 palr) + pa(r) (3.11)
B=—B(1—p)+ps(r), (3.12)

where p3(T) = O(a7p1)7 P4(T> = O(ﬁa752p1>7 P5(T) = 0(042, aﬁ7ﬁ2p17ﬁp%)'
Proof. By Lemma 3.21 it follows that p = p + O(a, Bp1), since trivially both p;(r)
and py(r) are O(av, fp1), so

p1=p1 + O(a, Bp1)

P2 = p2+ O(Bp1) + O(a, Bp1) = O(a, Bp1)

ps=1—p1—po=1—p1 —p2+ Ola, fp1) = ps + O(a, Bp1).
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We can plug these estimates, along with that of Lemma 3.19 (g), in (3.6) and (3.7)
obtained in Lemma 3.20; more specifically we can plug them in the terms next to o and
f in (3.6) and (3.7). This yields, due to smoothness of the eigenvectors’ components
and relative compactness of (%: 5 the following estimates for those terms involved in

(3.6):

(")() eﬁl(p) ( pl) eg’(p) e“i(p)
o) e(j) eV + O(a, Bp1)
D+ O ) <Ol + O ) |ebiey €Sk + Ol
“(p) e?(p) + O(a, Bpy) e (p) e (p)
(g) 9 (p) + O(a, Bpy eV e, + Ol i)
e (n) + <()oz,ﬁp1)(p) o <p(> p<),ﬂpl> B <<<§>) 6“3<(§>)+o<a@ )
D)+ Ol ) i)+ Ol i) |0 () )] 0P
Hence (3.6) becomes
o=« (—% + @(pl)) (14 O(a, Bp1))
&) )| T O

—a (—% - O(pl)) (14 O(e, Bp1)) + B (=1 + O(p1)) O(ev, Bp1)

=« (—% + (9(04291)) + BO(e, Bp1) = —%(1 +0(a, 1)) + O(Ba, Bp1).

Doing the same with the corresponding terms in (3.7) yields the following estimates:

e(i) + O a, e(i) e(z‘) 6(i)

Dt Oein) Dby |+ OB
ey (p) + O(a, Bpr) € (p) + O(e, Bp1)| — |ef’ (p) €“h(p) Ol fpy)
e (p) + Ola, Bpr) €% (p) + O, Bpr)|  |ed(p) €Y (p) o

el (p) + O(a, e eld) el

el N 0 1 R
/() + O ) e (p)+ Ol o] [6°0) A0, o0 o)
e (p) + Ola, Bpr) €%(p) + Ole, Bpr)| | (p) €9 (p) o

Hence (3.7) becomes

B=a(=5+0)) (040 B + 5 (14 1+ OGH) 1+ Ola, 3p1)

= aO(a, fp1) + B(=1 +p1 + OpY) + Oa, Bp1)) = aO(a, Bp1)
+B(=1+p1+ Ola, Bp1, pi)) = O(a?, afpy) = B(L — p1) + O(a, 5p1, Bp})
= _ﬁ(l _pl) + (9(042,045,52]01,51?%)-

Note that often we have implicitly used the fact that the determinant in the denomi-
nators is bounded away from zero. O]
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Lemma 3.23. Let the constant 0 := Lhe. There is ¢ > 0 such that for all sufficiently
small € > 0, on the closure %Z% it holds that

|pa(r)| < Blaf + 0p1|B]
|p5(r)] < Blaf + 0p:|3].

(r)

(r)
|ps(r)] <0

(r)

(r)
Proof. Start with any given € > 0 suitably small, so as to have well-definedness of all
quantities involved, to possibly be further reduced, and > 0 fixed, small enough to
have all quantities involved well-defined too. To simplify the notation, since we will

. -t .
exclusively work on % _ s, we will denote &™ := ’%:5'
'8 iy

Starting with p;, by Lemma 3.21 it holds that on H" there is a constant ¢; > 0,
such that |py(r)| < eip1(laf + |B]). If now one further restricts € < 6/(2¢y), it follows
that cipi(Jaf + |B]) < p1, since ¢i(Joo| + |B]) < 2ec; < 1, thus yielding the desired
estimate. Note that further restricting e is consistent with c¢;, because the same
constant upper bound applies, being ¢ fixed, when 2 gets smaller, as € gets possibly
reduced in the future steps.

Moving on to ps, by Lemma 3.21 it holds that on H~ there is a constant ¢s > 0,
such that |pa(r)| < co(|a| + |B|p?). Define ¢ := ¢y and further restrict e < /e if
necessary. Then co(|a| + |8|p?) < c|a| + |B|p1, since ep; < ce < 1. Similarly to
the previous step, this bound is consistent with further reducing ¢ in future steps if
necessary.

As to ps(r), by Lemma 3.22 we know that on % there is a constant ¢z > 0, such
that |ps3(r)| < ¢s(Ja| + p1). Similarly to what done previously, further restrict ¢ <
0/(2c3) if necessary, then it follows that c3(|a| + p1) < 2c3e < 6, yielding |ps(r)| < 6.

For p,(r), by Lemma 3.22 it is known that on & there is a constant ¢4 > 0, such
that |ps(r)| < ca(|B]|a]+B8%p1) = cil B|(Ja]+|B|p1). Similarly to what done in previous
steps, further restrict & < 9/c, if necessary, then it follows that cs|3| < c4e < 0, yielding
o) < 8(Ja] +16lp1). .

Lastly ps(r). By Lemma 3.22 it holds that on % there is a constant ¢5 > 0, such
that |ps(r)| < es(a® +[Bllel + 5%p1 + [BIpt) = es(lal + [B])|al + es(18] + p1)pilB]. As
always, further restrict ¢ < 0/(2cs) if necessary. Then it follows that cs(|a| + |3]) <
2c5¢ < 0 and ¢5(p1 + |B]) < 2¢5¢ < 0, yielding |ps(r)| < 0|a| + 0|6|p1).

All in all, starting from a given e defining constants ¢y, ¢, c3, ¢4, ¢5, possibly further

restricted such that
< mi g 1 6 6 6
e<min{ —,—, —,—, —
2c1 ¢ 23 ¢y’ 2¢5 |
all obtained five estimates will hold on 7: 5 []

For further arguments it will be necessary to add the requirement to € that, given

57 C, 97
(81— 20)
g < min {97m}

and that € be so small, that 725, s does not intersects £y nor Fs3, and every point in

%25% is closer to F; than to Fy and Ej5 (in 1-norm).

Consider now the orbit {(p,, ¢,)} as described at the beginning of this section, and
recall that the subsequence {p,, }ren Was, by construction, bounded away from the
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vertices and convergent to p. € F;. For each n one will have r, := (p\’, p?, o, Br)
(note that the lower index has been moved to an upper one to allow the index n for
the orbit’s time, as usual). For every k > K, define the times
) . ) )
T =infsn >ng: 0,7 & g,l—g € NU cc.
We already saw that there will be an arbitrarily large K such that for m = ny, for

any k > K, p» € [9/2,1—9/2] and ||, |Ba| < € for all n > m (that is, the subsequence
of the orbit is in K 5). It is left to show that, by choosing a suitable k& > K large
2

enough, and letting m = nj, we can have p{) < ¢ for all m < n < 74, on top of
the previous conditions. In order to do this, we will add one more requirement on
K: since £ =0, ||pns1 — pulli — 0, we can choose K large enough, such that for all

k> K,
1 ) 0
(2) (2) 3 (2) (2)
Ip,fk—pf!<§mm{pf —g,l—g—pf}

and for any n > ng,

1 ) 0
||pn+1 —Pn||1 < Emin {pf’) — g 1-— g _p(2)}

This assumption ensures that for all £ > K, 7,, > nj + 1 (so that there is always
some ng < n < T), since

4]

5
Py < P 1 — D] + D) — (2)|+p2><mm{p53) 31 3 pi"’)}+p<"’)<1 3

and

Pt 2 P2 = Pl =P+ ) = 201 2 02 = (I = o) + 0l — p2)

> p® — min {pf) — g, 1- g —pf?} > g

Lemma 3.24. There exists a k > K large enough such that, having defined m := ny,
forallm <n <, p <e.

Proof. For n = ny it is trivial. For n > nj one needs to distinguish between two cases
and proceed by contradiction. The core of the argument is the same for both cases,
only the preparation slightly differs.

If . € N for all £ > K, suppose by contradiction that there is a subsequence
{k.} (with k, > K for all r € N) such that for every r, for some n;. < n < 7.,
p,,) > e. This implies that we can construct a subsequence {p,, } for which p{}) > ¢
and p7?) € [9/s,1 —9/s]. From this subsequence, a subsubsequence {p,, } can be
extracted - denote it {p,,} for simplicity - such that p(l) <eand e < p)) < 2e.
This is true because, looking back at the original sequence, at least pgzrl < g, so the

sequence exits (0,¢] after having been inside the interval for at least one time, and
one can choose n; to be the first time of exit from (0,¢] for every I. Furthermore,
the vanishing potential implies ||p, — pn_1/l1 — 0 by (3.4), so for all [ large enough,

P = Pn) 1| < IPay = Pu—1lls < &, hence

(1) (1)
e <ph) <IpG) = o1l + 0y < 26
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Figure 3.4: RE% in green

At the same time, by construction 9/s < p() < 19/, since ng,, < ny < Th, Consider
now the set {(p,q,) : p € R} where R = R s = Ho. \%g,g (see Figure 3.4).
By construction of €, every p € R does not lie on 9% and it is closer to E; than to
the other two edges. Note that p,, € R. For every p, fixing a small enough & <
e = dist(R, E1)/2 (recall that we work in 1-norm), letting ¢ the positive subunitary
constant such that ||L,(¢ — ¢,)|1 < <|lg — |1 for all p € R (following the same
construction and definitions as in Lemma 3.14, it is known that this constant holds
uniformly on the whole compact set X == {p € ¥ : p; > €&, Vi € {1,2,3}},
so in particular it is uniform on R C ¥. by construction of ¢); one can set §' =
(1 — ¢)’/8. Then since [|g, — gy, i — 0, for some large enough I, (pn,,qn,) €
U((pn[,qpnl,),é’), hence by Proposition 3.17 it is known that for all n > nj, p, €

B(pn;,€'). Indeed Proposition 3.17 applies, since by construction &’ < dist(R, 0%),
and therefore for every p € R, ¢’ < dist(p,0%). But then eventually dist(p,, ;) >
dist(B(pn,, '), E1) > dist(R, Ey) — ¢ > 2 —e = e. This is in contradiction with
Py, — 0.

If for some k > K, 1, = oo, then for all k > k, 7, = co. Suppose again, by the same
construction as above, that, by contradiction, there is a subsequence {p,, } for which
py) > ¢, with n, > ng, and k, > k for all 7 € N. Note that this time it automatically
holds that p@ € [#/s,1 —9/s] (since all 73, = oo for all k, > k, p/» € [3/s,1 — /5] for all
n > ny, in particular the last condition imposed on K is not necessary for this case).
This case only differs in that it does not require any degree of control on p{?, and it
is now clear that we can just proceed as in the previous case. Another subsequence
{Pn,, } can be extracted - denote it simply {p,, } as before - such that Py < e and
p,) > e}. Hence ¢ < p{}) < 2¢, along with 98 < p{? < 1 —?/s. From here on the
previous argument takes care of things. O]

In the following all the proofs are made with respect to the large enough m = ny,
with £ > K, existing by Lemma 3.24, and therefore the corresponding 7, will be
simply denoted as 7.

Lemma 3.25. For allm <n <,

3 n—m
|| SmaX{(Z) \am!,pﬁ)lﬁnl}-
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Proof. Proceed by induction. If n = m, the statement |o,| < max{|am,|, p$)|Bm|} is
trivially true by definition of m and %5’%. If n=m+1 < 7, recall that by (3.11) in

Lemma 3.22 and Lemma 3.23 on # = %Zyg it holds that

omea] <2200 4 ) + o) < 21 1) 1 Bl + 807181

2
which applies by definition of m. Then it follows that
1436
|| < |Oém|T + 03[ Bm-

If || > Y| B, then

1436 1+ 56 3
9|Ozm]——| | <~ ’am’7

| 1] < foum]

as 0 < 1/i0 and 1/10 is the value, at which the equation (1 + 5x)/2 = 3/2 holds (with
the left-hand side being increasing). If instead |a,,| < p$)|Bm|, then it holds that

1 —|— 30 1 —|— 50
+0py) | B = P B (3.13)

By definition of m and by (3.8) in Lemma 3.21, and by Lemma 3.23,

Pt 2 Py = |pr(rm)| > pl) = 0pl) = (1= 0)pyy), (3.14)

’Oém-i-l‘ m‘ﬁm’

since at time m the orbit is in 7*, so the lemmas apply. Note also that, since by
hypothesis |a,| < pV|Bm| < |Bm| and since by assumption € < 6, by definition of m,
it follows that p{}) < e < . This yields, by applying (3.12) and Lemma 3.23, that

Brs1] 2 1Bl (1=pi)) =105 (rm) | > 1B | (1=p})) =0l | =0 | Bm| = |Bin|(1=0)—26] 5],
which yields

|Brs1| = |8 (1 — 36). (3.15)
Then plugging the bounds in (3.14) and (3.15) into (3.13) yields

1+ 50 p1(71L>+1|/8m+1| (1)
2 (1-6)(1- 39) Pmt1

Ayl S |Bm+1|
since (1+52)/[2(1—2)(1—3z)] = 1 holds only at (13—+/145)/12 > (13—+/147)/12 =
(13— 7v/3)/12 > [13—7(143/4)] /12 =: 0 for 2 < /3, and the function (1 + 5z)/[2(1 —
x)(1 — 3z)] is monotone increasing on that interval.

Assume now the hypothesis for any m + 1 < n < 7. This time, when carrying
on with the inductive step, it will not be possible to appeal to the definition of m,
but it will be necessary to rely on Lemma 3.24, which ensures that (p,,q,) € H
and therefore makes it possible for the same lemmas we just used to apply, in the
corresponding parts of the induction step. First we have

1+ 30

|| < o] + 6, |

by (3.11) in Lemma 3.22 and Lemma 3.23. Next, if (3/4)"™|a,,| > pi’|B.l|, the
induction hypothesis reads

3 n—m 3 n—m
ol = (3) |am\=max{(1) |am\,pn|ﬁn1}
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and then

3\"""1+30 3\ 3\""™1+50
< — — = —

3 n+l—m
<(i) ol

If instead (3/4)" " |am| < pi|B,|, then by the induction hypothesis it holds that

1430 3\ 1+ 56
ol < 1 m{(4) ram|,p;;>mn\}+ep;a>|ﬁmr: 2 18l (316)

By (3.8) and Lemma 3.23

P = (1= 0)pi. (3.17)
Note also that since in this case (3/4)""|a,,| < pi|B,l, the induction hypothesis reads
la| < pP|B,] and by construction e < 6; it follows by Lemma 3.24 that p{’ < e < 6.

Both facts yield |a,| < 6|5,|, and therefore by applying (3.12) and Lemma 3.23, we
have that

|Brga| > |Bal(1 — 36). (3.18)
Then plugging the bounds (3.17) and (3.18) into (3.16) yields

1+ 560 p;zl-)i-lyﬁn-i-l’ (1)
<
Oén+]_ = 2 (1 _ 0)(1 . 39) < pn+1 577/4’1‘7

which proves that

3 n+l—m
‘an-i-l’ S fax { (Z) ‘am|7p511—>|—1|5n+1| .

Let
] 3 n—m (1
o:=inf<n>m: 1 || < pP1Bn] p € NU 0.
Lemma 3.26.

a) If T < o0, then o < 7 and p$ € [9/1,1 —9/4];

b) If o0 < 00, then for allc <n <7,

3 n—m
G A

Proof.

a) For all m <n <o A7, by definition of o, p|5,| < (3/4)" " |a,| and as a result
by Lemma 3.25, a;, < (3/4)" || By (3.9), Lemma 3.23 and Lemma 3.24
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(this last one used, as in the previous Lemma 3.25, to ensure that the bounds
on the errors in Lemma 3.23 hold) it follows that

oAT—1 oAT—1

P =21 < Y o — Y = Z 12(1 = pi)py B — pa(rn)]

oAT—1 oAT—1 oAT—1

<2 Z 1Bl + Z clan] + pP|Ba] =3 Z P Bal

_ <@ 0lonl Y (%)

oAT—1 oAT—1 —
5(1 — 20)

+e Z | < (3 + ¢)|atm] Z ( )
16(3 + ¢)

)
=43+ ¢)|am| <43+ c)e <4(3+¢) <7
Since p2) € [9/2,1 — 9/2], having travelled a distance less than 9/4, it follows that
P, € [8/1,1 —6/s] C [¢/s,1 — 9/s], hence o A T # T, otherwise by definition of 7,
Pl would not belong to [¢/s,1 — 9/s]. Hence o AT = o, that is 0 < 7, and in

particular p? € [0/s,1 — 9/4].

b) Note that by definition of o, the case n = o is trivially true. If o < 00, 0 < T,
because if 7 = 00, 0 < 7 = 00; whereas by part (a) if 7 < oo, then o < 7. Hence
one can only assume the claim to be true up to some o0 < n < 7' Recall that the
steps in Lemma 3.25 apply again and produce (3.17), that is p{}, > (1 — 0)p,
and (3.18), that is |B,41] > (1 — 360)|8,|. This last equation is still true for n,
since the induction hypothesis (3/4)" " |a,,| < pP|5,| and Lemma 3.25 imply
that |a,| < p|B,], which is the key to the relevant estimate in order to get the
result. Putting these facts altogether yields that

lBonil 2 (=00 = 30015 = (1= 01 -30) () ol

3 n+l—-m
> <;1> |aWA7

where the induction hypothesis has been used in the second last inequality, and
the last inequality follows from (1 — z)(1 — 3z) being decreasing at the left of 2/3
(the vertex of the parabola) and hitting 3/2 at (4—+/13)/6 > 6, since v/13 < 361/100
because 130000 < 130321 = 3612, and therefore (4 — 1/13)/6 > (4 — 361/100) /6 =
13 500 > 1/16, since the last inequality is equivalent to 208 > 200.

O
Theorem 3.27. 7 = co and the dynamical system converges.

Proof. Suppose first that ¢ = co. By Lemma 3.26 (a), if 7 < 00, 0 < 7 < 00 against
the hypothesis, hence 7 = oco. By (3.9) and Lemmas 3.23 to 3.25 and the definition
of o it follows that

Z|pn+1 Py —Z|2 PP B + pa rn|<32p“>|ﬁn|+c2|an|
<(3+c)\am\z 2 <4<3+c)g<§
- — 4 - 4’

so p converges within [9/2,1 — /4] C [%/s,1 — 9/s]. The existence of a subsequence

Pn; — P« € EXNF 5, ensures that € can be chosen arbitrarily small, and by



29

Lemma 3.24 this means that p{" can be chosen to stay arbitrarily small ~while p
converges within [9/s,1—9/s]. All of this implies that p,, is eventually inside % _ 2 with

e arbitrarily small, while p{* converges. Since ¢ is arbitrary, p{’ — 0 and therefore
Pn — Pe € E1 N %’ 5.

&3

Suppose now that 0 < oco. By Lemma 3.26 (b), 0 < 7. By (3.12) in Lemma 3.22
forany o < k<7

k k

Brrt + (=1 78 = Y (=1 " (Busa + Bu) = Y (=1 (B + ps(ra)).

n=o n=o

By the definition of o, Lemmas 3.23 to 3.25 and Lemma 3.26 (b) for all 0 < n <k,

p5(1n)| < Olaw| 4+ 0p5|Bal < 20D |6yl

since |a,| < P16, = max{(3/4)"™|am|, pP|Ba|}. It follows that {B,}%__ has an
alternating sign (the sign of two consecutive terms flips, whenever the previous term
is nonzero, that is; zero terms do not prov1de contribution to the sum we are trying
to estimate with this argument, which is Zn 5 P By]) since

5n+1ﬂn = ( 1 +p )B2 +p5(rn)5n =~ ( 1 +p )52 + |p5(7an)H6n‘
< (=1+4p +20p) 82 < [=146(1 +26)]52 < 0

by Lemma 3.24, and by the fact that ¢ < 6 < 1/(1 + 20), since for 0 < z < 1/2 the
function x(1 + 2z) < 1 and 6 € (0,1/2). Since for all &k > m, || < ¢, and the sign
alternates as aforementioned,

k

Z(—l)k”(ﬁnp5£>+p5(rn))‘— > (=1 sign(B,)|Balp}

ZSlgH ﬁk |ﬁn’p(1) Z Tn > Z |/Bn|p
>Z|ﬁn|p“) Z|p5 ra)l > (1-20) Z!Bn\p‘”>0

In conclusion it has been shown that

2e > [Br + (=1)* 778, =
k
+) (-
Z(—l 5(7n)

n=o

1 2e
Zp( 18l < T—55- (3.19)

The main argument for this case can now start, by showing that 7 = oo. Suppose,
by contradiction, 7 < oco. Then we can use (3.19) with & = 7 — 1, and therefore
by (3.9) in Lemma 3.21, Lemmas 3.23 to 3.26 we obtain, by the same estimate as
in the previous case (0 = oo; more precisely Lemma 3.26 (a) ensures o < 7, while
Lemma 3.26 (b) ensures (3/4)" ", < pi?|Bn|) and the definition of o, that

Py = |<le§f)+1 !<3Zp Iﬁn\+cZ|an|<3ng>|5n
*szaX{G)  Janl 218l } = BZp(”IBnI +c2p“’|ﬁn

3+c 260
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But if 7 < oo by Lemma 3.26 (a), p? € [9/a,1 — 9/4], and since it has just been
proved that p{? has travelled a dlstance less than 9/s, this yields that p € [9/s, 1 —9/5]
in contradiction with the definition of 7. Hence 7 = oco. Then again, by (3.9) in
Lemma 3.21, Lemmas 3.23 to 3.25 and Lemma 3.26 (b) it follows that

zmm <2>\—Z|2 P20 B+ rn\<3zp;;>wn\+czm|
<32p(1)|5n|+02’0€n| <3Zp(1)|ﬁn
3 n—m 0
(1) — 1) 1)
+chax{(1) o mr} —3§_jpn LEDWALA
0
8

2¢(3+¢) <

(3+0¢) Zp“)lﬁn <

< 0.

The last step follows from (3.19) holding uniformly for any k£ > o, since now 7 = oc.
This yields the convergence of p'? within [9/8, 1 — 9/8], and by the same reasoning as
in the previous case (0 = o0), exploiting € being arbitrarily small, this results again
in the convergence of p, inside the edge.

In both cases, convergence of {p,} to p. € E; implies convergence of {¢,} to gp.,
since ¢ = 0, and therefore convergence of the whole orbit. m

Remark 3.28. Repeating this argument for p, € E; with i € {2,3}, by exploiting the
symmetry of the model, defining o and T accordingly in terms of the corresponding
coordinates and showing an analogous version of Theorem 3.27 for i € {2,3}, yields
convergence of any orbit approaching the boundary with ¢ = 0.

3.5 Convergence to the boundary with ¢ > 0

The main goal of this section is to show that if {p, } approaches the boundary and the
limit of the potential ¢ := lim,, o, V(pn,¢,) > 0, the dynamical system converges.
Compared with the case studied in Section 3.4, a key feature of the case with £ > 0
is that the orbit does not admit a subsequence {p,,}jen bounded away from the
boundary, as otherwise we would have ¢ = 0, due to the geometric decay of the
decreasing potential along this subsequence, ensured by Proposition 3.15. This will
simplify certain arguments, compared to those in Section 3.4. In particular, results
the likes of Lemma 3.24 will not be needed. On the other hand, the lack of information
about the set of accumulation points for the orbits (which is quite trivial when ¢ = 0:
they are the equilibria, including boundary ones) will complicate the analysis, which
requires an explicit study of the set of accumulation points of the orbit.

3.5.1 Convergence of boundary orbits

Even though we seek to understand regular orbits, the description of their set of ac-
cumulation points, if they approach the boundary, comes from the study of boundary
orbits, which can be reduced to the case of p, € E; for some i € {1,2,3}, for all
n € Ny, with go € ¥y = ¥\ V. The requirement on ¢o follows by Remarks 3.3
and 3.4: recall that if py € E; and q9 = vy for k # i, the iteration is inconsistent,
while if go = v;, then p, = pg and {q,} is 2-periodic.
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Lemma 3.29. Let py € E; for some i € {1,2,3}. Then there exists p. € E; such that
Pn — Px AS N — OO.

Proof. By symmetry, without loss of generality, assume ¢ = 1, that is py € Ey, or
equivalently p’ = 0 and 0 < p’ < 1. Then

0 1 1
p1=1—q— 1—p(()2) 0 01 qo-
pO 00

It follows immediately from the form taken by M, that p{"’ = 0 and therefore, by
induction, that for all n € Ny, p{’ = 0. Thus we are in presence of a boundary orbit.
We can also see that

p =1-gq" = (1=p" )’ >0,
since 0 < p’ < 1, and therefore, by induction, 0 < p® < 1 for all n € N. We can
conclude that for all n € Ny,

0
Mpn = 1_p§12)
jos

o O =

1

0

0

Given these facts, we show convergence by estimating pifjrl — pi». Note that
M _ 4

Py —qP —pP =1 -p2)(1—q)) —qf
=(1-p2)1—=qP)— (1 —pP)a),.

Since pV = 0, we have that ¢\”, = 1 — ¢V for all n € N; therefore, factoring this
quantity out, yields that

P =Py = —(1 =)0 — p,)- (3.20)
Note that (3.20) implies that

P~ =1 (1

@) @)
Py — P2l < Py = pnls
so the increments of p?’ are monotone decreasing with an alternating sign (whenever
the sign does not alternate, we are in the trivial case of the increments being eventually

identically zero, which is a trivial case of convergence). Note also that the argument
so far makes no hypotheses on ¢y € ¥y. Iterating once more yields

P — Y =1 =)A= g2 ) (o — pis) = 01— g ) (pily — pils),

which implies that

(2) (2)

m—pY) < Ip -p,

|pn+1

and thus |pi-, — p@| — 0. By the Lez’bmz test of convergence

o0

> w5 —pY) < oo,
n=0

hence p{? converges to some p. It is left to show that 0 < p{® < 1. Since p,, € F;

for all n and since p}”’ — p;”, alternates the sign while vanishing monotonically, by
the formula
P — p (2) _ = p® — (2) + Z () pk ) ) + Z (2) p;j)l (3.21)

which holds since |[p® — p?’| — 0 as n — oo, the claim follows by exhaustion of
the following three cases.
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o If ¥ = p¥, by (3.20) all increments are identically zero, so p? = p§ for all
n and therefore p, = po for all n, which is the trivial case of convergence to
P« = po € E1 previously mentioned.

o If p¥ > p{”, due to the monotonicity and alternating of the signs,

n
0<> P —py <P =i,
k=1

and since n can be chosen arbitrarily large in (3.21), this implies that

(2) (2) (2)
0 Spf) — Py <P — Do s

hence p, € Ej.

e If pi” < py, due to the monotonicity and alternating of the signs,

n
P =y <D o pd - P, <0,
k=1

and since n can be chosen arbitrarily large in (3.21), this implies that

Y —py <p? —p <0,

hence p, € F.
O

Fundamental to the key geometric ideas behind Corollary 3.30 is that for all p € E;,
eo(p) is constant and always parallel to the edge E; (see Lemma 3.19 (f)). Recall that
as e1(p) we can take ¢, (see Lemma 3.19 (a)).

Corollary 3.30. If py € E;, then for all qo € Xo there exists lim,, oo p, = px € E;
and B > 0 (dependent on the initial conditions) such that the set of accumula-
tion points of the boundary orbit is {(p«, ¢, £ Be_1(ps))}. Moreover, letting ¢ =
limy, oo V(Pn, qn) yields = 14/2.

Proof. By symmetry, without loss of generality set ¢ = 1. Note that

1—qg— My
®(p, q) :—( Myq ”)

is continuous on E; X 3. By Lemma 3.29 as n — oo,

<]+ M;m)Qn =1 — DPn+1 — 1 — P« = 2%7*

SO
I+M,,
T% — Qp.
and therefore T4 M
Tp*(qn — ¢p,) — 0,
since
I+ M, I+ M, I+ M,, I+ M,, I+ M,,
9 - 2 qn + an = an — Qp, = 9 dp.
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and by continuity
I+ M,, I+ M,

2 2

This means that g, — g, either becomes aligned with e_;(p,) or it vanishes as n —
oo (in which case f§ = 0). Note that ||g, — ¢,.||1 converges by the monotonicity
of the potential, which, although not strictly, still applies to boundary orbits by
Remark 3.13. Since V(pn,q,) — € > 0, ||¢n — @p. |1 — ¢, which determines S,
because ||e_1(ps)|1 =2 forall p, € Ey. If £ =0, § = 0. Indeed, if £ > 0, ||¢,, — ¢p. |11
| Bre—1(ps)+o(1)||y — € > 0. If B, — 0, we would have a contradiction with ¢ > 0,
so B, #— 0. If | 3,| does not converge, by boundedness there would be two convergent
subsequences |, | — B and |B,,| — B, with 8 # B. But ||Ba,e-1(p.) +o(1)[|; —
|Be_1(p.)||x = 26 and [1Bne—1(ps) +0(1) || — [|Be—1(ps)[l1 = 25. Both limit values
must be equal to ¢, hence § = = ¢/2. Hence {|3,|} converges to f = ¢/2 > 0, and
thus its accumulation points are {£/}. This yields the claim. O

— 0.

We can now exploit Lemma 3.29 to show that for a boundary orbit, {¢,} is asymp-
totically 2-periodic whenever ¢y — ¢, is not aligned with eq(po).

Proposition 3.31. If pg € E;, then for all qo € g there exists lim,,__,oo p, = px € E;
and B > 0 (dependent on the initial conditions) such that the boundary orbit ap-
proaches the 2-cycle {(p«, qp. £ Be_1(p«))}, with 5 = |5o|, where gy = gy, + oeo(Po) +
Boe—1(po)-

Proof. By Corollary 3.30 it is known that the set of accumulation points is as per
the claim, we only need to show that the orbit alternates between the two ac-
cumulation points. We will adopt the boundary eigenvectors as per Lemma 3.19
and, by symmetry, we will assume p, € Ej, without loss of generality. Recall that
eo(pn) = €0 = (0,1,—1) for all n € Ny and e_1(p,) = (—1,1 — p{?, p'?), so that
e1(Pny1) —e—1(pn) = (pgrl py)eo

Then since g,, = e1(p,) and g, — g, = aneo + Bne_1(pyn) for all n, for a boundary
orbit (3.2) reads as

pi1€0 + Bprire-1(Pnt1) = —%60 — Bne—1(pn),
which yields
—Bn+1 = Bn
ani1 + (1 =) Bors = _% — (1 =py)Bn
—Qni +p§124)r15n+1 = % D B

The first equation plugged into the second makes the latter a scalar multiple of the
third equation, so the system is consistent and overdetermined, and we solve it by
keeping only the first and the third equation, and use the first equation to simplify
the third, obtaining

Qpy1 = —7+5n( Py — pai) (3.22)

Bn-{—l - _/Brr (323)
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Using (3.1) we can also rewrite p,1 — p, in eigencoordinates as

In1 + dn
Pt — Pn = —2(qpyy — Gp,) = —2 (% - QPn> = —((Mp, + 1)gn — 2qp,,)
= —((Mp, + 1)gn — (Mp, + I)ap,) = —(Mp, + I)(@n — @p,) = —neo.
Due to (M,, + I)e_1(p,) = 0, we obtain pir; — p® = —a,, which turns (3.22)
and (3.23) into the system
1
Ont1 = (ﬁn - 5) Oy, (324)
Brt1 = —Bn. (3.25)

By (3.25), B, oscillates between 5y and —fy. If we can show that «,, — 0, we have
the asymptotic 2-periodicity claimed. We will actually show the stronger fact, that
the asymptotic 2-cycle is approached with a geometric decay of the eigencoordinate
. Since |le_1(p)|la = vV2¢/1 — p% + (pi)? and the parabola 3/s < 2> — 2 4+ 1 < 1
for 0 <z <1 (the minimum is at 1/2),

Vo <l < V2

B3 < Bullles )l = Bres(pll < —=
where the last inequality on the right comes from the geometry of the simplex: since
eo(pn) is parallel to Ey, if ||Bne_1(pn)|l2 > 1/v2, then g, € ¥. As a brief explanation of
this elementary geometric fact, note that for boundary orbits with p, € Fi, ¢,, is on
the line, parallel to £, joining (1/2,0,1/2) to (1/2,1/2,0); this line passes through the
midpoint of (1,0,0) 4 e_1(py), hence ||Bre_1(pn)|l2 < V2/2, where /2 is the Euclidean
length of the edge of the simplex (half of the edge being the largest, which the projec-
tion || Bne_1(pn)||2 can be, due to the geometric properties of the simplex). Therefore
|Bn| < 1/v3. Thus we use this estimate in the two-steps iteration obtained for «,, by
iterating (3.24) once more and plugging (3.25) in it. This yields that

Apt1 = (571 - %) (ﬁn—l - %) Ap—1 = — (571—1 + %) (Bn—l - %) Op—1
== ( 5—1 - }l) Qp—1.

It follows that

1

o] < -1l < 5l (3.26)

1
2 PR —
anl 4

Denote M := max{|ag|, |a1]}, then it is easy to see that by induction,

1 k
oul < (35)

1\*
|var 41| < (E) ],

and
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so a common geometrically decaying upper bound can be found as

] < 1 L%JM
aTL 12 )

| < M (N_)n (3.27)

yielding a geometrically decaying upper bound on the first eigencoordinate. That
B = Bo, is obvious by the alternating (, coordinate. In particular, § = 0 if and
only if go = g, + aeo(po) for some real o (hence, these are the initial conditions of
boundary orbits having ¢ = 0). O

hence

Remark 3.32. The geometric upper bound on the decay of |ay,| for a boundary orbit,
expressed in (3.27), is uniform, since M = max{|aol, |aa|} holds uniformly by the
boundedness of the simplex. Hence there exists a uniform constant M such that, for

any boundary orbit,
o, < M 3.28

The following is immediate from Proposition 3.31. Recall that ¥* denotes the
medial triangle in ¥ (boundary excluded).

Corollary 3.33. If py € E; and qo = qp, + @oeo(po) + Boe—1(po) € X0, pn — Ds €
E;, while {q,} either converges to g, € O0X* if o = 0 or approaches the 2-cycle

{(p*qu)* + ﬂe—l<p*))}; with ﬁ = |60|

3.5.2 Structure of the set of accumulation points

In this section we study the set of accumulation points of regular orbits approach-
ing the boundary, and therefore assume py ¢ 0%. It will be useful to describe the
dynamical system in terms of its iteration map ®(p, q), which is continuous on ¥2:

Pny1\ _ q)p<pm Qn> o 1- n — Mann

(qn+1) = ®pn @) = ((I)q(pnaQn)) a ( My, Gn )
Boundary orbits are the main tool to finding the structure of the set of accumulation
points of regular orbits characterised by ¢ > 0. Not only, but for a truly informative
characterisation, particular attention must be paid to the asymptotics of a regular
orbit approaching the set of vertices V. To this end, it is useful to define, for any
i # j #k, e_1(v;) == v; — vg. Even though the matrix M,, is not well defined, e_;(v;)
artificially defined as such, will play the role of the corresponding eigenvector e_;(p)
(well defined on the edges), in capturing the direction of the asymptotic oscillations
of {¢,}, for an orbit such that {p,} approaches the vertices. We will see that if {p,}
approaches the vertices, the orbit has, along a subsequence, an asymptotics analogous
to that of boundary orbits.

Lemma 3.34. Let {(pn,qn)} be an orbit, such that {p,} is not bounded away from
a vertex, that is such that there is {ny}ren, with p,, — v; for some i € {1,2,3}.
Then the set of accumulation points of {(Pn,, @n,)} and {(Pny+1, Gn,+1)} is a subset of
{(vi,q, £ Se_1(v;))}. Moreover, if {ny} is such that also {g.,} converges, {qn,—1},
{an.}, and {gn,+1} asymptotically oscillate between q. = q,, + Le_1(v;) and ¢. =
@, F te_1(v;), while {p,,} and {pn,+1} all tend to v;, that is (P, Gn,) — (Vi q)
and (pny+1; Guy+1) — (Vi s)-
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Proof. By symmetry assume ¢ = 2, without loss of generality. Let an arbitrary
convergent subsubsequence (pnkl,anl) — (v9,¢4) as | —» oo. We do not know
if there actually are convergent subsequences {p,, } that tend to the vertices (we will
later conjecture that there are not), but we will show that if there are, they must have
the same type of accumulation points as those of boundary orbits, by determining the
form of ¢, for now left unknown. Relabel as {n,} the subsubsequence {ny}. Note
that

dn, + dn,—1 = 1 — Pn, — (17 07 1)7

which implies that
G — 0=10q.7,

while for i € {1, 3},
) +qy  —1

as 7 — 00. Since V(pp,,qn.) —> V(v2,q.) = ¢ one can fully determine ¢,. Indeed

= (1/2,0,1/2) and
C=V(ve,q) =10 — @)1 + 167 — )| + |02 — a1 = 20q.” — 4, = 210 — a),

thus

3)_1‘ ¢

Hence either ¢ = (14+£)/2 or ¢© = (1—/)/2, that is either ¢. = ((14¢)/2,0, (1—-¢)/2)
or ¢, = ((1—12)/2,0,(1+¢)/2). Without loss of generality, assume the latter scenario.
Since it has been shown that

0, i=2
1, i#2,

trivially ¢,,—1 — ((1 + ¢)/2,0,(1 — ¢)/2) =: §., the complementary form of g..
Slightly less trivially, the same holds for g,, 1 (this part, technically not necessary at
this point, will be of use when starting from an arbitrary convergent subsubsequence
of {(pny+1,Gn,+1)}, but we anticipate it now, so as to avoid repeating the start of the
argument twice). As r — o0,

an + an—l — {

(3) (2)
(1) pnr (2) pnr (3) 1 + ¢

hot1 = o, @ t 0, @, )
ok + k) pa) + i, 2

Ny
because even though its limit does not exist,
pif’ﬁ
TP R T

and multiplied by ¢’ — 0, the term vanishes, while

Py
OB — 1
and ¢ — (1 +/£)/2. As r — oo,
P Dy

n,+1 = (2) (2) an } 07

q
S S VS

since both terms next to ¢’ and ¢} vanish. Therefore, g, 41 — ¢, and as a result,
also pp, 41 —> vo and gy, ., — qu, = (1/2,0,1/2) as 1 — 0.
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We only showed the form of the possible accumulation points for {(pn,, ¢, )}, but
that it is the same for {(pn,+1,¢qn,+1)} follows by simply noting that, if we started
with an arbitrary convergent subsubsequence denoted as (pn, 11, ¢n.+1) — (Ps, Gx),
with p, and ¢, to be determined; knowing by hypothesis that p,,, — v2, would imply,
through (2.34), that ¢,, — 1 —vs — ¢« =: ¢.. Thus we obtain (p,,, qn,.) — (v2, ¢x)
and we can proceed, through the same argument as above, with showing that the
form of ¢, and ¢, is as per the claim, thus obtaining that p, = vy. The second part of
the claim trivially follows by taking n, = n; in the argument above. O]

Next we show that regular orbits such that {p,} approaches the boundary with
¢ > 0, behave asymptotically like boundary orbits. Recall that if £ > 0, an orbit
cannot have any subsequence bounded away from the boundary 9.

Proposition 3.35. Let {(pn, ¢.)} be an orbit such that £ > 0. The set of accumulation
points of the orbit is a subset of

{(p.gp £ Be_1(p)) : p€ X, B>0, V(p,q, + fe_1(p)) = {}.

Proof. Recall that if the orbit is not bounded away from the boundary and ¢ > 0,
then for every {ny}, p,, — 0, since there is no subsequence bounded away from
the boundary. By boundedness, consider (p,, , qn,) — (05, ¢5) as k — oo, Ilf pj € V
by Lemma 3.34, one gets the type of limit points claimed, with 8 = ¢/2. Hence let us
assume pjy € V. Then pf € E; for some i € {1,2,3}. By symmetry, without loss of
generality, assume ¢ = 1. We need to prove that g is of the form g, + pe_1(py), where
B > 0 is such that V(pg, ¢z + Be_1(p;)) = ¢. Consider then {(pn,—1,qn,—1)}, which
has a convergent subsequence (pn, —1,qn,,—1) — (p7,q}) as s — oo. For simplicity,
denote n, := ng,—1. The key idea is that also pj € V', as by Lemma 3.34, if p] = v;, for
some i € {1,2,3}, (Pn,, ¢n,) — (vi, q}) as r — 00, where ¢f —q,, is in the eigenspace
spanned by e_;(v;); then it must follow that (pn,1,qn.+1) — (vi,q;), where ¢f
denotes the point complementary to ¢, as described in the proof of Lemma 3.34.
The contradiction is the following: since n, +1 = ny_, on one hand we concluded that
Pn,, — vi €V, whereas it was assumed p,, — py € V.

We obtained that pj is not a vertex. Thus using the fact that ® is continuous at

(p1,q7) yields

d(p1, q1) =@ (JH& (Pn, » an)> = lim ® (pn,., gn,) = 0 (P, 1, Gy 1) = I (P, Gy, )
= (95, %),

which also means that p; € Ej, being on the boundary. This argument can be
iterated and applied to (p,,,qn,) — (p},q]) as ¥ — oo; that is, we consider a
convergent subsequence of {(pn, 1,6u, 1)}, (Bar, 12ar 1) — (B503) 3 ] — o0,
which can be relabelled as n; == n,, — 1 and then, via the same argument, prove that
D(p3,q3) = (pi,q}). This yields ®*(p5, ¢3) = (p§, q;)- The iteration of this procedure
through subsequences m times, produces the finite segment of a boundary orbit, as
O™ (pr ., qt) = (v5,4), and pf, € Ey for any m € N.

Finally we show that ¢ is on the eigenspace spanned by e_;(pj), which will be
done by using the same eigencoordinates as in the proof of Proposition 3.31. Recall
that, as a consequence of the notation set at the beginning of this section, via the
iteration map ® = (®,, ®,), for all 0 < k < m,
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hence
(D) g(Phns @) — Q@™ (p103) = 9o — dpy = Y00 + Poe—1(pp)-

We can choose m arbitrarily large, with p’ € E; and ¢, € X. Thus by Remark 3.32,
which ensures a uniform geometric upper bound on the decay of the a-eigencoordinate,
iterating m times from ¢, — gy, to g5 — gpz, will imply that g = 0. Indeed by
Remark 3.32, after m iterates, || < M(2v/3)™™ for every m, and m grows as we
iterate the previous argument, so that this upper bound vanishes uniformly, implying
that ag = 0 as m is arbitrary. The claim now follows trivially. O]

Note that if {(pn,qn)} is such that ¢ = 0, Proposition 3.35 follows trivially by
taking § = 0 and ¢ = 0, that is the accumulation points are in {(p, ¢,) : p € X}.

Remark 3.36. Consider an orbit such that £ > 0 and, for some {ny}ren, Pn, —
pe € E; for some 1 € {1,2,3}. The set of accumulation points of {(pn,,qn,)} and
{Prys1, Gyr1)} is a subset of {(pe, gy, £ Be_1(ps)) : B> 0, V(ps, gy, £ fe1(ps)) =
(}. Moreover if {ny} is such that also {q,, } converges, {qn,} and its shift {gn,+1}
asymptotically oscillate between q. = g, £ Be_1(ps) and ¢. = qp, F Pe_1(p«), that is
if (Prgs Qi) — (Par @), then (Pugir, Gng+1) — (Pey @) as k — oo,

Proof. We will exploit the continuity of ® on E; x X. Starting with p,, — p. €
FE;, we must extract any convergent subsubsequence {(pnkl,anl)}leN and check its
limit. Relabel it with {n,} for simplicity. For the g-component’s shift we have, by
Proposition 3.35, that ¢. = g,, £ fe_1(p.). Since

qp* q: 56—1(29*) = qA* = Mp*q* = Mp*(QP* :I: ﬁe_l(p*))7

by (2.33); the continuity and the hypothesis p,, — p, € E; imply that if ¢,, — q¢.,
then g,,4+1 = M,, ¢, — Gs. Hence if we start with an arbitrary subsubsequence
{(Pny+15 Gn,+1) }ren, convergent to some (p, ¢.) to be determined under the hypothesis
given, having p,, — p. € E;, by (2.34) it follows that ¢,, — 1 — p, — ¢ = ¢s.
We can repeat the argument above by applying Proposition 3.35 and (2.33) to show
the claimed form of ¢, and ¢,. For the p-component’s shift, since g, + ¢, = 2¢,,, if
Pn. — P&, having already shown that ¢,, — ¢. and ¢, +1 — ¢., by (2.34) it follows
that
P11 =1=n1 —Gp, — 1 =G — ¢ =1—2g,, =p..

Hence if we start with an arbitrary subsubsequence {(pn, 11, ¢n,+1) }ren convergent to
some (p, ¢«), with only p left to be determined, it follows that p = p.. The rest of the
claim is trivial by taking n, = ny. O]

Corollary 3.37. Let {(pn,qn)} be an orbit. Then p,i1 — pn —> 0 as n — oco.

Proof. If ¢ = 0 the claim follows from (3.4) in Proposition 3.15. Assume ¢ > 0 and
denote d,, == p,+1 — pn. The claim is equivalent to showing that d,, — 0. Since d,,
is bounded, if every convergent subsequence d,, converges to 0, then d,, converges
to 0. Consider then a convergent subsequence d,, — d. We will now show that
by Lemma 3.34 and Remark 3.36, d = 0. There are in fact two cases, depending on
whether {(pn,,qn,)} converges or not.

o If {(pn,,qn,)} converges, it could be that {p,, } tends to a vertex or to a point
inside an edge. If it is a vertex, p,, — v; € V for some i € {1,2,3} by
Lemma 3.34 and p,,, 11 — v; too, as k — oo, and therefore d,, — 0. If it
is not a vertex, p,, — p. € E; for some i € {1,2,3}, then by Remark 3.36,
Dnp+1 — D« too. Hence d,, — 0. In any case, d = 0.
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o If {(pn,, qn,)} does not converge, by boundedness one can pick a subsubsequence
{(Pny, » @n,,, )} that does converge. Since d,,, — d, also d,, — d as r — oo.
However, the previous argument applies to d,, , since (py,, ,qn, ) converges,
thus falling back in the previous case. Thus d,, vanishes as 7 — oo. It follows
that d = 0 by the uniqueness of the limit.

]

Remark 3.38. Let {(pn,qn)} be an orbit with {p,} not convergent to any of the
vertices. By Corollary 3.37 and Remark 3.11, there is a subsequence of {p,} bounded
away from V.

The following claim is trivially true if ¢ = 0.

Corollary 3.39. Let {(pn,qn)} be an orbit such that ¢ > 0, that is V(pn,q,) =
laneo(pn) + Brne—1(pn)|i — € > 0. Then o, — 0 and |B,| — ¥/2 as n — occ.

Proof. For the first part of the statement, following as always the notation of
Lemma 3.19, consider that in eigencoordinates (3.10) holds, which we rearrange as

Pnt1 = Pn = —an(L+ Ao(pn))eo(pn) = Bu(l + A-i(pn))e-1(pn),

and consider that as p, — 0%, 1 + A_1(p,) — 0 and 1 + A\g(p,) —> 1. As a direct
result of Corollary 3.37 and Lemma 3.19 (h), one sees that «,, — 0 as n — oo (this
is trivially true also if £ = 0).

As to the second part of the statement, since {|3,|} is bounded, consider any
convergent subsequence |3,,| — ¢'. Assume by contradiction that ¢’ # ¢/2. Since
{pn;} is bounded, extract a convergent subsubsequence {p,, }. Relabel it with {n;}
for simplicity. Since the potential limit along this orbit is £ > 0, we have that p,, —
p« € 0¥ by Proposition 3.15, under the assumption that |3, | — ¢ #t/2. If p, € V,
then by Lemma 3.34, |3, | — ¢/2, and therefore p, € E; for some i € {1,2,3}. By
symmetry, without loss of generality, assume ¢ = 1. Then by the smoothness of the
eigenvectors proved in Lemma 3.19 (h), it is known that ey(p,,) — (0,1,—-1) =
60(])*), with eo(pnk) T eo(p*) = O(pnk - p*) and 6_1(pnk:) - (_17 1 - pf)vpf)) =
e_1(p«), with e_1(pn,) — e—1(ps) = O(Pn,, — P«). Thus

[atny€o(Pny) + Buye—1(Puy) 1 =
o, [e0(Pny.) — €o(p:)] + Buyle-1(Pny) — e-1(p:)] + ameo(ps) + Bre-1(po) |l =
[O(Pr). — Ps) + ame0(ps) + Bre—1(pa) |l = [[0(1) + Boe—1(pa)ll1,

since oy, —> 0 by the first part of this argument. Thus

V(Prys o) = llan,0(pny.) + Brpe-1(pn,)llt = [0(1) + Bne—1(pa)]]1-
If, as assumed, |B,,| — ¢’ # /2, this would imply that
0 <= V(png )= = [l0(1) +Bne—1(p)li—C = By, |[lo(1) +e—1(pe) 1= — 20— # 0,

because ¢’ # 0 (otherwise V(pn,,¢n,) — 0, as k — o0, against the hypothesis).
Thus we showed that ¢’ = /2, implying that [3,,| — ¢/2. Since {|3,,|} is an arbitrary
convergent subsequence of the bounded sequence {|53,|}, we must have that |5,| —
. O

Remark 3.40. For any orbit, ¢ < 1, since by (3.1), for alln € N,

gn — gn-1llx < lgnlli + lgn-1ll1
2 - 2

V(men) = HQn - Qpn“l = < 17
and by Lemma 3.1/, for alln € N,

V(Pnt1s @ns1) = ||gns1 — Qpn+1||1 < lgn — C]pn||1 =V (pn, qn)-
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3.5.3 Convergence of regular orbits

Let us start with an approach similar to that of Section 3.4, by defining a set on the
boundary such that, if eventually {(p,,¢.)} enters it, convergence of {p,} follows.
The additional complication will be controlling {g, }, whose oscillations will drive the
convergence of {p, }, which in turn helps with controlling the said oscillations.

If an orbit {(pn,qn)} having ¢ > 0 is such that p, — v; for some i € {1,2,3},
there is nothing to prove in terms of convergence of {p, }. Moreover, by Lemma 3.34,
taking ny = n, either ¢, — q,, — ge_l(vi) for n even and ¢, — ¢q,, + %e_l(vi)
for n odd or wvice versa, that is, asymptotic 2-periodicity of {¢,} follows. If an orbit
with ¢ > 0 is such that p, does not converge to any vertex, by Remark 3.38 and
the boundedness of p,, there will be a subsequence {p,, } jen bounded away from the
vertices. Extracting a convergent subsubsequence {pnjl}leN by boundedness of p,,,
relabel it with {n;}, we can assume that there is a subsequence {p,, } bounded away
from the vertices, and there is p, € E; for some i € {1,2, 3}, such that p,, — p., as
k — oo. Because of the structure of the accumulation points of {(p,, ¢,)} proved in
Proposition 3.35, the properties of the shift of {(py, , ¢n, )} shown in Remark 3.36, and
Corollary 3.39, by the geometry of the simplex and Remark 3.40, it will be possible
to fix such a subsequence so that ¢,, — ¢, == ¢,, + ge_l(p*) as k — oo too. As
always, by symmetry, without loss of generality we will assume ¢ = 1 in all arguments
that will follow. Let us start with fixing § > 0 small enough (it will be necessary to
further reduce it later on) so that § < p® <1—0,0 < ¢’ <l—§,d<qg® <1-9§
and ¢ > 0. There will be an &’ small enough and K large enough such that, having
defined m = ng, if p), |am|, [|Bm| — 42| < €', then 6 < p@) <1—-4,0 <q) <1p—4,
< g <1-¢and¢® <9 (see Figure 3.5 for a graphical intuitive representation)
and |ay|, ||8n] — ¢/2| < € for all n > m («a, and B, refer to the eigencoordinates of
dn — @, as usual). Also, since [|¢ — ¢p/i < 2 (due to the diameter of the simplex
in 1-norm) by Lemma 3.19 (g, h) there is a constant B > 1 large enough such that
|| < B, and then by (3.10) for any ¢ fixed small enough, there is a ¢ < ¢ small
enough (to be further restricted) such that,

~ e_
I~ ol < 3jol + BISP 0 3 L )) < slal + B e )11 + O)
< 3B(la| +p1)

for all p; < e. Define ¢’ < £/(12B) (¢’ will be further restricted). Having defined
l
Ko = {00 €52 0, ol 91— 5| << b <y <1-5).

and similarly ICQ(;,, where §' := /2, we can conclude that, by construction of m,
(P, @) € Kb s with § < ¢ < 1/2— 6 and

[Pmt1 = Pmll1 < 6Be’ < g, (3.29)
thus ensuring,
Py < DY+ pmss — Pl < €+ % <e. (3.30)
P21 <02 4 Pt — Pt < 1—5+% <1-7, (3.31)
P21 2 92 — Pt = plls > 6 — = > 8. (3.32)

2
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Figure 3.5: Kﬁ’,5: in gray the coordinates for p, in red the eigencordinates for ¢, with
qx = qp, + 56—1(27*)7 (j* = 4p, — %e—l(p*)

When there is no ambiguity we will often simplify the notation as K := lCﬁ,’(; C
K= Kﬁ’é,. Before expressing all the conditions on how small §, ' and € need to be,
we will establish a few iterative formulas.

Remark 3.41. For alln >0, p\\; < 2p{D.

Proof. Since for all n > 0,

q(2) q(3) q(2) q(3)
p(lilzpq(zl)< = » T o - 2>:p2)( 2 = 5T G = 3>’
" L—p2  pu +pi Gy tan’ )+

the claim follows. O]

Remark 3.42. For any n > 0,

P;liz = psjﬂ[(l - q;zljrl)ﬁnﬂ - P§5)+179n+1 + pg)ﬁéﬂ]?

where
1 1—p® p®
" (L—p)) \1—p3y oy + 0y
_ L (o Pua PR PR Pan P (3.33)
- 1 — (1) 1— (2) (1) (2) (1) (2) ’ :
Pm Prm+1 Pmt1 T Pt DPm+1 T+ Pt
;o q n Q) N q,)
n+1 " ‘
* (1=pZ)A—p)  (A=p0)A=pY) o, +p0)1—pd)

(3.34)

Proof. For any n > 0,

(2) (3)
© 4nt1 Qnt1
Prni2 = Prnia ot o @
1— +
pn+1 pn+1 pn+1

1 —p ) + p @ Py o) + py) )
=pl 1p) I T 1P I T
T Pntl (2) 1) (2)
1 —p,i Dny1 + Ppia
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and therefore, rearranging the factor in the bracket as

1—py o _ Py ¢» + Py’ ¢
QI=p)A=pZ) ™ A=p)A=p2)™ (e +p)1—piy) ™
+ © pgj 5 T ; p;;; 5 = 11_p;3) 50
(1= p) (P + Piky) (1= p) (P +Piky) (T—pa )1 —ph)
i pg) ® _ pg) q(l) pg) q(z)
(L=p)(pprs + o) " A=p)A—p) ™ A=)y +00) "

Py @) _ 0 (1,97
M TN L

and, by rearranging the first component of (2.38), using ¢V =1 — ¢\, — pl},, the
[

claim follows.

Remark 3.43. For any n > 0,

(2) 2 __ (1) (2) (2) / Vi "
Pt = Py = =05 (Poyy = P+ st = Tt — M+ Thgr + 7o)

where
p@pH
= s (3.35)
—_ pn
(2)
1= -
" QT(zl) P£11>+1 + pifil - pif)
p<14)r1
1 L (2) n
Mpil =P~ 3 (3.37)
" " p;?,lil + pSJ)rl
p<14)r1 P
nooo_ (2 n n
Tt =P : (3.38)
! TP P 1P
Proof.
(2) (2) (1)
p(z) , - p(2)+1 _ Prni1 (:)Ll Pnia q(34)rl o p(QJ)rl _ p(i)q ( ny1 1)
n+ n (1) n (1) (2) n n n (1)
1 —pni Pri1 T Pt I e
@)
Prnia < 1) pg) + q(z) pg) ) _ p(2) [_ qul)
= 1 0
pg—)kl +p;1,2—)i—1 " 1—]07(11) " 1—1)%2) nr 1_p£7,1-)i-1
(@)
i Py q(z):| tp® a0 Ppi1 = W
(Phg1 + Pr) (L =pi)) ™ " 1= ph Py + P "
@) ) @)
{ Pt _ ﬁ Pt P P Pt }
1—piy g’ oy + o 1= " (o o) (1= i)
(2) (1) (2) (2) (1)
= g {p@) + Pny1iPny1 4n Pri1 Pn
= Mt
et 1- pifil %(11) p;;J)rl + pifil - pﬁf)

Thus the claim follows. O

The fixed small enough parameter 0 will, in addition, be required to satisfy § < 1/s.
Define

v =7(8") = /1 — 4(6")2 + 144(5")3.
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Note that the constant ~ is positive subunitary, since 7/ == % = 1 —4(8")2+144(5")? is
too, because the polynomial —4x?+ 14422 is negative monotone decreasing on (0, 1/90)
with minimum at /54 > 1/90 of value —1/2187. Require

5«<1nn1{(535,éxliflfz}.

Define
1 1
D=44 — 5 2+ — 5
and let I" be a constant such that
e 1

0<T < 20—
<T'<=5—,

where 0 < 1 — ¢ < ¢ < 1 is another constant such that c¢(1 — ¢’)~' > 1, which is
consistent since 0 < 1 — ¢’ < 1 (no confusion can arise with the constant ¢ introduced
in Section 3.4). Define A := max{~, c} and further restrict

e el—~% 6TA(1—))
12B'8 D’ 22+7)

¢ < min{

This has ultimately determined the size of K (the smaller set we need, to kick start
the arguments in the lemmas that will follow) while * (the larger set, on which all
constants defined so far exist and apply uniformly, as the orbit travels through it) had
been already previously fixed to determine the constants necessary to define K.

Lemma 3.44. Let v/ = ~2, assume that py.; < 2(7’)@]9%’ for all 0 <1 < 2k — b,
where b € {0,1}. For all b < j < 2k,

if j is even and

1
§+5,<q1<72)+2k ]<]‘_6/

if 7 1s odd.
Proof. Tterate the first component of (2.38) after rearranging it as

_ (1) (1)
Qi1 = 1— Dot = Dti-1-

It yields
q(l) _ q7(7}L) =+ Z]— ( )j+1pm+] [ even (339)
1 =g+ Y (—1)pl,,; Todd.
Recall that by construction
&'(1—~")
< —.
c 1
Since ¢\ < 12 —
2%—j 2%—j 12552 )
ook = ay Z(— Hlpﬁ)ﬂ < S =0+ Z Do < = —0+4p) (")
_ 1=0
1 1 ,
<—-—0+4+4 <==90 (3.40)

2 1—v 2
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for all even b < j < 2k (with the bound for 7 = 2k holding also with §, by adopting
empty sum convention) and

2k—j 2k—j

1 2
qﬁ,ﬂr%] +Z lpi,llﬁrl> +0— me+z>§+5_45/ Z(fy’)l
1=0
1 1
> §d—4 -S> -+ 3.41
2+ 1— 2+ ( )

for all odd b < j < 2k. Similarly, since 6 < ¢()) <1 — 6,

2k—j 2k—j 125
Qf;b)ﬁuzk - = =gy + Z ZH 7(711)+z < 50+ Z p;l"blrl >0 —Apy, (7,)l
=0
- 7/ (3.42)

for all even b < j < 2k and

2%—j 2%—j |25
ooy = L=+ 2P < 1= 0+ 3 gl <1644 D0
€
<1—-6+14 <1-9¢ 3.43
e (3.3
for all odd b < j < 2k. O]

Lemma 3.45. Let v := 2, assume that pp.; < 2(7’)L%Jp§jl) for all 0 <1 <2k —b,
where b € {0, 1}, and5’<p(2) <1—0. Forallb<j<2k-—1,

’pm+2k —j — Pma2k—j—1| <€

Proof. Recall that

19
1
¢ <gpd=7)

[terate Remark 3.43, setting n = m + 2(k — 1) — j, down to time m, it yields
2%—j—1 2%—2
@) @)

|pm+2k —J pm+2k —J— 1| < |pm+1 (2)| + Z Em+l <z + Z Em+l7

"

where Epii = gt + iy + Mmgi—1 + 77m+l + ;- Note that the hypotheses allow to

apply Lemma 3.44, thus ¢’ < q<1)+l 1 — ¢ forall 1 <1 <2k —j—1. This implies
that, by using Remark 3.41 and the assumptions, forall 1 <1 <2k—j5—1,

e

NMmti-1 < Dyyq < 2(7)17pf) (3.44)
-
M+t < 2pm+l 1< A(yH= Jp;l@) (3.45)
1 1 =1
USRS (5,)2pii)+l 1 < ZW(W’)L 7 Ipl) (3.46)
2 4, e

Mt < SiPmri1 < 5 ()70 (3.47)

=1 g
Mt < P < 20000700 (3.48)

Hence L
Epi <2D(Y) 71D, (3.49)
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which yields a bound uniform in & on the increments of the p®-component:

l

<S4S e (350)

@) ) 1
[Dook—1 = Pomyok—al < 5 +2D52 E __+4D1_7/ 5 15

Define the hitting time

0 )
a::inf{n>m P & [5,1—5}} € NU oo.
Note that o > m + 1 by construction of m.
Lemma 3.46. For allm <n < o, plV < 2y"m=1p0),
Proof. Let v* =+/(8') == 1 — 4(8")? + 341(¢0")?, we will first show that for every k > 0
such that m + 2k < o,
oo < 2(7)" D) (3.51)
p%)+2k+1 <2(v") pgz) (3.52)

and if ¢ = m + 2k for some k > 0, we leave (3.52) for k = k out. Recall that by
construction ¢ < 1/s0,

1_/

e < B

and . )
/ el =7

< = .

S8 D

Using Remark 3.41 with n = m yields the first odd case for £ = 0 (the even one being
trivial):
P < 2p
m+1 = .
Let n = m in (3.33) and (3.34) and apply the hypothesis made in (3.30) to (3.32), and
Ip) = p@| < ¢/2, which follows from (3.29). Then the following estimates follow:

wmﬂ, N 1 lp%) <11 _p]gil P%)pr)pii)ﬂ) = ﬁ (3‘53)
(1) —_ n® (2) (2)
il £2427 20 4 —%)1(1 B e
(1)

G T S vt g < (2 )
(3.54)

’19 +1’ — (2) . (1) + (2) : (1) (2) + (1) (2)1 (2)

(I =pmy) X —pw) (A= pp)m +om)  (Prga + Prga) (1 — pd)
S%(lie—i_é’ia)' (3.55)

Plug the estimates (3.53) to (3.55) into Remark 3.42 applied to n = m, it yields

€ 3 2 1
pSL)Jrz < pirlz)Jrl [2(1 - ‘L(;L)Jrl) + 1— <2 + 5,) +p$+1 5,(—_ ) + i) —

1 2 2 2 6
< phln|2(1 =g :
<1—5+5’+6> _Pm+1[( ) + € 1—6+5’+5+5’(1—5)
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Since by construction & < (§")® < 1/90° and recalling that since ¢()) < /2 — §, we have

1 1
qﬁll—l—pﬁil—%ﬁ’>1—e—§+5>§+5’,

which yields

4 6 €
O < opm (1) W |1 _ 9o
P2 < 20y, [2(1 Q1) + € (5 + (5/)2)] < 2pp, [1 20 (5/)2]
< 2p() [1—26"+10(8')°] .

Note that v/ = 1 — 4(8")? + 144(¢") > 1 — 2§ + 10(8")? for all positive &, because
the difference 1 — 4z? + 14423 — (1 — 2z + 1023) = 2(z — 22 + 67x%) is nonnegative
increasing on the positive reals, having derivative 2(1 — 4z + 201z%) > 0, due to
negative discriminant of the parabola. Thus we have shown that p{}) o < 279'pl)). Note
that the constant 4’ holds uniformly for p,, € K, p,,p1 € K* by the steps above. This
has been ensured by p,, € K and the initial tuning of the constants involved in the
definition of the set IC. The case k =1 is not concluded yet though, as if o > m + 2,
we will have to do one more step. This will allow us to see clearly how this argument
iterates and the pattern that arises, especially how the constant 7’ arises. By the
geometric decay proved so far,

Pol, < 29pY) < 26 < ¢, (3.56)

and by the definition of o, &' < p{)., < 1 — ¢; thus the same estimates in (3.53)
and (3.55) apply to ¥,10 and 9] ,, with the due shift of time indices. However,
(3.54) does not apply automatically, since nothing guarantees that the same bound
applies on the shifted increments of the p®-component. Let us first assume that
indeed, also |p\2),, — p& ;| < € holds and therefore, that also (3.54) applies with the
due shift of indices. Then plugging them into Remark 3.42, applied to n = m + 1,

yields

(1) (1) (1)
pm+3 = pm+2 2<1 Qm+2

+ 10— ]zp,ﬁjg {Qpi,ll) + Qi) + 10 ]
(5) +2 ( +2 +1) (5)

) [ e (7).
(

(- 2) o2 o+ )]

= Dia 497(71#1(1 — Q1) T €
1
< 2p0) [1—4(6")* + 24(8")* + 120(8")°]

)

24 5120
@2 " (@)
< 2py) [1—4(0)% + 144(6')°]

<2pM |1 —45% +¢

hence p.), 5 < 29/p{), which completes the claim for & =1 (and 0 > m +2). We now
show that the upper bound on the p®-component indeed keeps applying uniformly,
by using Remark 3.43 for n = m, which yields the upper bound

Prve = Pgt| < [Pr = P | + B (3.57)

where Epi1 = Nt + a1 + T+ Tsr + M. Since ply ., < 29/pl) < 2" < &, by

the definition of o, which ensures §' < p2., < 1 — ¢, and by exploiting Remark 3.41
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with n = m, we can estimate

PPy @
Mm =3 @ <Pm 3.58
P+ P (3:58)
p(Z) 1p<1> 1
Mn+1 = H < 2p) (3.59)
pm+1 + pm+1
(2) (2) (1)
/ Ay, pm+1 P 1 (1)
Mg = < L (3.60)
B e e e N CO
p(1)+1 2
1 o (2) m (1)
= p e < (L 3.61
K oy
p(l) p(1)
My = P == s <l (3.62)

(1) (2) (2) (3)
D41 T Pr1 P+ Pm

These estimates yield
Em+1 S Dp(l)'

m

Since by construction

/ € 1'_’7/

<= ,
8 D

9
Em+1 < g(l — ")//) <

€
8 Y
and as a result of |p\2, | — p?| < /2, which yields

19 g
(2) (2)
|pm+2 _pm—|—1| < 5 + g <e.

Apart from this first instances in the base cases, this estimate will be less immediate
in the later steps and we will rely on Lemma 3.45.

To summarise what has been proved in this two-steps argument, there is a constant
~" holding uniformly on K* for both cases, 0 = m+2 and o > m+ 2. In the first case
o1 < 2(7)°pY (case k = 0) and pl,) , < 27/ (half case k = 1); in the second case
both p). ;< 2(7)%pY) (case k = 0), and p.)., < 29'p and p)). 5 < 29/plh) (full case
k = 1). Before proceeding with iterating this two-steps geometric decay, note that
the estimate on ¢"’s oscillations above and below !/2 has to iterate at each step. For

example, for the next step it will hold because

1 1
= L= = a2 < 1= (5+) =50

Apart from these first few steps, this condition will not be so immediate to verify,
because geometric terms will start adding up, and we will rely on Lemma 3.44. Assume
that m + 3 < n < o for some n and let us prove the claim for n + 1. There are two
cases to consider: the even step n = m + 2k — 1 to n + 1 = m + 2k first and the odd
stepn =m+ 2k ton+1=m+ 2k + 1 afterwards, for all £ € N such that n is in the
mentioned range.

e In the even step one has the induction hypothesis that for all 1 < j < 2k,

2k—j 1
P oy < 2(y) 2 1ply) (3.63)

and it needs to be shown (3.51), that is p.,) . < 2(7')*p%. As to the oscillations
of ¢\, they are ¢’-bounded away from 1/2 in the correct order, thanks to the
induction hypothesis and Lemma 3.44 applied with b = 1:

1
Glropj < 5 &
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for all even 1 < j < 2k (with bounds for j = 2k holding also with §) and

1
q;rlz)Jerfj > B + 0’

for all odd 1 < j < 2k. All that remains to be shown, is that

8 /)
Prmgok <V Pmyok—2

by using

1
Aokt > B +0'.

Since by the geometric decay ensured by (3.63),

k—
pivll)—ﬁ-Zk—l < 2(y)ply

which ensures (3.56) up to pﬁfwk_l, and since o > m + 2k — 1 implies ¢’ <

P k1 < 1 —¢'; the estimates in (3.53) to (3.55) apply also to ¥y, 25—1 and
¥ op—1 (With the due shift of time indices) since by Lemma 3.45 with b = 1
it holds that |p;?+2k71 - pifllr?k71| < e. We will assume this for now and show
it after the conclusion of this case. By plugging the aforementioned estimates
into Remark 3.42 applied to n = m + 2k — 2 yields the same estimate as that

obtained for pi, ,:

1 1 1 4 6 1
p7(n)+2k < p;n)—i-2k—1 2(1 - qfn)+2k—1) te (5 + (5,)2)} < pin)+2k—1[1 — 20"+ 10(5/)3]

resulting into (3.51) by (3.63).

In the odd step one has (3.63) holding for all 0 < j < 2k, and it needs to be
proved (3.52), that is pﬁlﬂr% 1 <20 Yeph . For the oscillations of ¢¥ we proceed

similarly but, again, with a different range for j, by exploiting Lemma 3.44 with
b=0:

1
(1)
qni—i-Zk—j < 57 &

for all even 0 < j < 2k (with bounds for j = 2k holding also with §) and

1
Goronj > 5T &

for all odd 0 < 5 < 2k. All that remains to show is that

) /(1)
Pmt2k+1 <V Prt2k—1

by using

1
q%)+2k71 > B +0'.

Since by the geometric decay ensured by (3.63) in the new range of indices,

psz)+2k71 < 2(7/)k—1p§711) )

ensuring (3.56) up to pij)Jr%_l, and o > m + 2k implies ¢’ < pflﬁr% <1-¢, the
estimates in (3.53) to (3.55) apply also to ¥4 and ¥;, 5, (with the due shift
of time indices) since by Lemma 3.45 with b = 0, we have |p§fl)+2,C —pﬁfﬁwk_ﬁ <&,
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also the previous step’s estimates for ¥,, 40,1 and ¥}, ,,, ; keep applying, and
they are vital, since in this step the bound needed is yielded by iterating the
previous step into the current one, producing a two-step estimate, necessary
because a one step estimate would not yield a subunitary constant, due to
quﬁk < 1/—4¢', and thus 2(1 —quﬁ,{) > 1. Therefore, by plugging the extended
estimates into Remark 3.42 applied to n = m + 2k — 1, and also using the old
estimates from the previous even step, yields the same estimate as that obtained

o .
for p,,. 5

pirlz)—I—Qk—l—l < P7<711>+2k—1 2(1 - q7(711)+2k—1) + 10@} {QQWr?klg (2 + (é/())2>}
< P11 = 4(8")° + 144(8)°] < v'pp) o
resulting into (3.52) by (3.63) in the new range of indices.
Having proved the two-steps claim, we can easily derive the main claim by simply

setting v :== \/7/, so as to express the two-steps geometric decaying upper bound as a
one-step geometric decaying one. It has been shown that for all integers 1 <1 < o—m,

1
PSL)H < 2(y)Lelp.

[ [—1
— > —
EE

-1
(1

hence for the uniform constant v, we have that for all m <n < o,

Since

it follows that

P <2yl

For any 7 > m, define

2) (2
. |pn+1 Pn,

. 1
(:zlnf{n>7'. T<f}

Lemma 3.47. Suppose there exists m < 7 < o such that

(1)
b
| 2 (2)| SF
pTJrl br

Then for all T <n < (Ao,

(2) (2 n—m|, (2) (2)
|pn+1 — Dy | <c |pm+1 — Pl

Proof. We show the claim for 7 = m, as it extends trivially. Clearly the claim is
trivially true for n = m. f ( = m+1, ( Ao = m + 1, and we need to show it for
n =m+ 1. It is known that p) < T|p% ; — p?| by hypothesis and p{),; < 2p{) by
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Remark 3.41 with n = m, along with the hypotheses (3.30) to (3.32) by construction
of m. Then (3.58) to (3.62) apply, and it follows that

@)
N < D) < Tlppn — Pl

N1 < 2pS,) < 2”?572#1 — )|

r
M1 < Wp%? e Py — P

2 9
M1 < 5P < §F|p£;21)+1 —p?

" (1) (2)

M1 < Py < Flp(rft)+1 —Pm |
Plugging these estimate into Remark 3.43 with n = m yields

Prsa = D] < ay) [L+T D] [py)sy — i),
since by construction
c
14TD < ——,
1—0
G €
11—

¢ [14+TD] < <c

and it follows that

(2) (2) (2) (2)
Do = Pl < CPmyr — P,

which completes the claim, and can be also regarded as the first step of the induction
argument for ( Ao >m + 1.

Assuming now ¢ > m + 1, ( Ao > m + 1, thus the claim will be shown for all
m+1<n < (Ao, by induction. Assuming, for any m <n < ( Aa, pi, —p?| <
™ pl | —p?|, we need to show that [p), —pi,| < ™ pl?.  —p@|. Here it will
be crucial to remember that in Lemma 3.46 we ensured the boundedness of ¢ away
from the boundary of the simplex, in order to obtain the validity of the constants
involved, in the coming steps. This means that again, in parallel with the iteration of
p@’s increments’ geometrically decaying upper bound, one will have to control ¢, in
order to iterate the estimate on 7. Recall that ¢’ < d < ¢) <1—-9 <1—¢". Since
for all m < n < ¢ Ao, by Lemma 3.46 it holds that p{") < 29"~ ¢, or equivalently
po)w < 27y¥7e for all k € N such that n = m + k is within the bounds above; by
(3.39), for all suitable k

k koo
® < {qﬁf - ijlpﬁ@j >0—2e3 7 P >0 - 21 >0 k even,

m+k = k koo c
* L—q® =0 Py >0 =267 1777t > 6 =275 >4 kodd,

since € < ¢'(1 —7)/2, as by construction € < §'(1 —~?)/4 and (1 —+?)/4 < (1 —7)/2,
being this inequality equivalent to 0 < (y — 1)%. This ensures that upper bounding
the reciprocals of ¢V appearing in 7/, with ¢’ can carry on during the induction step.
As to lower bounding it with 1 — ¢’, one can proceed analogously:

Q%’JrZ?:lPS#j S 1_5+2€E§=17j_1 < 1_54_2% <1=0

I k even,
Bk = g e p <102 T el — 542 <14
k odd.

Recall that the inductive hypothesis is that, changing from n to m + k indexing, for

some k > 0 such that m +k+1 < (Ao, [pE i — Poil < Fp; — p@| and it
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needs to be shown that [p% , ., — pfﬂ;kﬂl < AP — p@|, and it will be done
@

by showing that |p\2) , ., — pfl+k+1| < c|pi) iy — Pyl Since by the definition of

o it still holds that & < f#k b < — 0', by the definition of ( it still holds that
p;xk <T| pm bl p;? | and the geometric decay of the first component ensures the

bounds on ¢+, and qﬁ% 41 as above. Then it follows that

(1 @)
Ntk < perk < F|pm+k+1 pm+k|
<2 < 2T |p! 2
Nm4-k+1 pm+l<: pm+k+1 pm—f—k

1
(1) (2) )
77;n+k+1 < (5,)2priz,+k < © ,)2F|pri+k+1 ~ Pk

(2) 2)
77m+k+1 < (5/pm+k < ‘pm+k+1 ~ Ptk

" (2)
M1 < pm+k < F|pm+k+1 Ptk

Hence
P e = PP <@, A+TD) P2 — P2,

since by construction

C
1+I'D < T—5
(1)

6) &) C gk
qm+k(1+FD)<qm+k1 5/_ 1_5/§C

and it follows that

) 2) @)
|pm+k+2 pm+k+1’ < C|pm+k+1 - pm—i—k"
By the induction hypothesis this implies

‘pi)-y-k+2 _psi)-i-k-u‘ <cc ’pm—‘rl (2)‘ = Ck+1‘pm+1 pgz) .

For m < 7 < o the proof is very similar: (p;,q,) € K* by Lemma 3.46 and definition
of m and o. Thus all the estimate for the base case apply with 7 instead of m, and
the inductive step is the same. O

Theorem 3.48. {p,} converges to p, € Ej.

Proof. Define (y := m, and a doubly sequence of hitting times {(;}, {r;} for all i € N
along with the usual hitting time o

’p(2)1_p(2)
Ti::inf{nzglz %_—}ENUOO
Pn I
2 2
Pn r

Note that for all « € N such that (;_1 < oo, 7; > (;_1, and for all 7 € N such that
T; < 00, (; > 7;. We prove by contradiction that ¢ = co. Assume that ¢ < oo, then
by convention oo A o = o, thus by empty sum convention we have that the sum

fe'e) Tit1No—1 Cir1No—1
() _ (2) (2 (2) (2 (2)
A AR D B D e A L D RS
1=0 n=GNAo n=T;11/\0

is a finite sum, as either ; < o < 75,, or 7; < 0 < ( for some i > 0.
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In the case G < 0 < 734, forall G <n <o, p, —p@| < T~ 'p. By Lemma 3.46
the geometric decaying upper bound on the first component carries on at least until
g ymg
p, which means that for all ; < n < o,

Py — P < T7lpl) < 20Tl <

2 17 2 —m—1 _/
n—m-— 1 = n—m
F)\ 5<(+F))\ €

and the same argument applies for all (; < n < 734, for all ¢ < i, if there are any. For
all 7; < n < ¢, if there are any, a different argument is needed (and similarly for all
7, <m < (, for i < i, if there are any). In fact in this case, rearranging the condition
in the hitting time’s definition, for all 73 < n < (; one has that

(1)

by
’ 2 (2)| SP’
anrl n

which is the type of condition in Lemma 3.47. This condition, for n = 73, yields that
we can apply Lemma 3.47 started at 7 = 7;, implying that

Iy = T < AT = p

for all ; <n < GG = (GAo. Observe that [p — pf) 1| falls in the range treated earlier,
hence

2
P2 —p | < (1 + f) ATl

and therefore (note that it is for this very step that 1+2/r has been introduced instead
of keeping working with just 2/r)

2
|pn+1 (2)| < A\ 7‘+1|p(2) pg) 1| < )\n—’T‘{-‘rl (1 + _) )\7‘{-—1—771—18/

r
2
= (1 + f) Al

In the case ; < o < (;, we proceed similarly, but the other way around: for all
n<n<o=GGAocand 7, <n < =(GAo, for all i < i, if there are any,
P2 — p?| < (142/v) \""™" !¢’ by Lemma 3.47; while, if there are any, for all
Gio1 <n<m,foralli <i, [pl, — p?| < (1+2/r) \""™ ¢’ by Lemma 3.46.

In both cases the conclusion is always that for every m <n < o,

2
ko1 < (14 5 ) e

Therefore, by construction,
9 o—1 2\ ¢ o—m—1
@ _ 5@ @) | / n—m—1 _ i
s |<Z‘pn+l (1+f)5z)\ —<1+f)x Z)\
2+7T 5
< No=¢' —.
( ) Z FA 1— )\) 2

The contradiction is that, since p{2’ € [0, 1 — §] then having p{» travelled less than /2
away from p{?), we have that
J J
@212
po’ {2 Y 2} Y
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in contradiction with the very own definition of o. Since ¢ = oo, pi’ — 0 as
n — oo. As to {p{?}, one can repeat the two cases argument for any n (essentially
by replacing o with n and n with k for previous time indices, when necessary), getting
in any case the geometric estimate

2
P =Pl < (1 + f> ATl

which yields
> P P < 0.
Therefore p — p € [9/2,1 — 9/2], yielding convergence of p, — p. € E. O

Corollary 3.49. As {p,} converges to p. € Ey, {q.} is asymptotically 2-periodic to
{ap. £ Se-1(p)}-

Proof. The asymptotic 2-periodicity of the {g,} follows directly from Theorem 3.48,
Corollary 3.39 and Remark 3.36. Indeed, by Theorem 3.48 and Corollary 3.39, it is
known that p,,,; converges to p, € Ey, with a1y — 0 and |5, 1| — {2 as | — oo.
Thus

Am+l — qu-H = 04m+l€0(pm+l) + Bm—i—le—l(pm—i—l) = 0(1) + ﬁm—f—le—l(p*)a

and therefore by Lemma 3.19 (h) we have that

Am+l = Qp, + 5m+lefl<p*) + O(D

with |B4| — ¢/2. By Remark 3.36 it is also known that if gm0 — g5, — Se_1(ps)
as k — oo, then gniopt1 — Gp, + ge,l(p*) as k — oo. This is the only option
as in the argument of Lemma 3.46 it has been shown how the even shifts of the
qW-component stay below 1/2 and the odd ones stay above (and this carries on for
all £ now that by Theorem 3.48 it is known that ¢ = oo). Hence the asymptotic
2-periodicity of 1 as k — oo follows. O

Note that the arguments, up to Theorem 3.48, rely entirely on the conditions
related to hitting the set IC suitably small, hence they can be entirely rephrased in
terms of initial conditions alone, eliminating the assumption of £ > 0 and noncon-
vergence to the vertices. In particular, the value of ¢ is crucial, only in defining the
shape and size of the set K and K*, and knowing ¢ > 0 is only required to ensure that
(P, gm) € K for some m large enough. Besides, ¢ is only necessary in Corollary 3.49.
But one could alternatively start with initial condition (pg,qy) € K so defined and
proceed with the same arguments. The only thing that would change is that in Corol-
lary 3.49, when trying to show the asymptotic 2-periodicity of {g,}, we would not
know that |3,| — ¢/2, but only that a,, — 0 and that {g¢,} diverges, since in the
argument of Lemma 3.44 it has been shown how the {¢{"} alternates between values
below 1/2, bounded away from 0 and /2, and above 1/2, bounded away from 1 and !/2
(and this carries on for all £ now that by Theorem 3.48 it is known that ¢ = o).
Hence by setting m = 0 in the arguments of Section 3.5.3 up to Theorem 3.48 leads
to the following remark.

Remark 3.50. Let (po,qo) € ICﬁ/,(; for any fixed admissible value ¢ > 0. Then by
Theorem 3.48, there exists p. € Ey, such that p, — p. and {q,} diverges.
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The same is not true for the argument in Section 3.4, where determining ¢ = 0 in
advance is essential for the system not to jump back, infinitely often, in a part of the
simplex bounded away from the boundary. In Section 3.4 the asymptotic assumptions,
as already mentioned, are more essential than to the argument shown in this section,
and cannot be reinterpreted in terms of initial conditions alone.

Remark 3.51. Ifp, € E; fori € {2,3} one can proceed by exploiting the symmetry of
the model, define o, (; and 7; accordingly in terms of the corresponding coordinates,
and show an analogous version of Theorem 3.48 and Remark 3.50 for i € {2,3}
as well, thus yielding convergence of {p,} to some p, € 0¥ \'V and asymptotic 2-
periodicity of {g,(w)} to {q,. £ie_1(p.)} for any orbit having { > 0 and a subsequence
bounded away from the vertices.

3.6 Convergence of the dynamical system

In this section we put together all the convergence results gathered so far, so as to
show, firstly, the convergence of {p,}, secondly, that {¢,} may or may not converge.

Proof of Theorem 2.1. Let pg ¢ 0%. By Lemma 3.14 the limit ¢ of the potential
function exists. If {p,} is bounded away from the boundary, it converges by Proposi-
tion 3.15. If £ = 0 and {p,} is not bounded away from the boundary, it converges by
Remark 3.28. If £ > 0 and {p,} is not bounded away from the boundary, it converges
by Remark 3.51. By mutual exclusion the only case left is convergence to a vertex.
Let po € 0¥\ V and ¢y € Xo. Then {p,} converges by Lemma 3.29. Let p, € E; and
go = v;. Then {p, } converges by Remark 3.4. There are no cases left, as both py € V'
and py € E; with qo € V' \ {v;} are not admissible, as discussed in the preliminaries
to this chapter. O

Proof of Corollary 2.2. Let po ¢ 0¥. By Lemma 3.14 the limit ¢ of the potential
function exists. By Theorem 2.1 if £ = 0, the convergence to & is trivial. If £ > 0,
the convergence to the limit 2-cycle follows either by Remark 3.51 if p, € V', or by the
introductory remarks to Section 3.5.3. Let pg € 03\ V and ¢y € ¥y. Then {¢,} either
converges in 0X* C T or s asymptotic to a 2-cycle by Corollary 3.33. Let py € E;
and gy = v;. Then {¢,} is 2-periodic by Remark 3.4, and thus trivially asymptotic to
a 2-cycle. There are no cases left, as both py € V and py € E; with ¢y € V' \ {v;} are
not admissible, as discussed in the preliminaries to this chapter. O
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Chapter 4

The ERBRW stochastic process

In this section we turn to the stochastic process described by (2.31) and (2.32) seen as
a randomly perturbed dynamical system, taking full advantage of the tools developed
by studying the deterministic dynamical system (as explained in the introduction,
we will not rely directly on the results of Chapters A and 3, but on the methods
established to derive them). For one-step iterations arguments, a less cumbersome
notation will sometimes be used, in order to omit the time index, and (2.31) and (2.32)
will often be written as

where we recall that

0 O3 (S
01+03 0:1+62
Mg = | o= 0 =
S 02403 014062
[P (SHt 0

02403 ©14+03

The main goal of this chapter is to prove the almost sure convergence of the
{©,,} to a random variable ©, that is Theorem 1.1, based on the fast decay of the
random perturbation coming from the martingale increments {R{};,. As per the
construction of the model, we always assume regular initial conditions, that is Oy &
0%.. Nonetheless, in Section 4.5.1 we will also study the model given boundary initial
conditions, referring to Oy € E; for some i € {1,2, 3}, since it is simpler and provides
some intuition about the model with regular initial conditions.

4.1 Preliminaries

One of the main tools that relates the stochastic process’ asymptotics to the dynamical
system’s, is the fast decay of the perturbation terms { R\’ }; extracted in the Doob’s
decomposition.

Lemma 4.1. For any 1 < v < \/u fired, we have that almost surely, eventually
|RV| <v™™ for alli € {1,2,3}.

Proof. Without loss of generality, the claim will be shown for ¢ = 1. Recall that by
(2.28)

1 , ,
R} = [(Bit1 =Bz, Bly) — (Bii — Bz Bl

On41
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where conditionally on %,

Q®
B, ~ Bin (LLN(s) — )

ENCRER
oW
(2) : n
Bn2+1’ ~ Bin (MN7(12)’ m> ’

If 41 is nonintegral, we would have to replace BY), and BY), with BY), and BZ),,

obtaining the corresponding expression for RS}A, where we recall that

s _ CI o5
B, ~ Bin (L#NS)L m) + {uN;} Ber (@ﬁ) i @%2))

(1)

® . 671 @7(11)
B (L) g g ) + 09 Ber (g )

In both cases (for nonintegral p it is crucial that, by the specification of the model,
the Bernoulli random variables are independent from the binomials conditionally on
Fn) by the Cauchy-Schwarz inequality

Eg, [R,]> = —— [Varg, B, + Varg, B, — 2Covs, (B, B?),)]

On+1

1
< — {Vargn BY), + Varg, B, + 2\/ Varg, B\, Varg, B\,

O-n—i-l
2
< 21 0_n+1+0—n+1_’_2 <0n+1> _ 1 _ 1+17
(ol 4 4 4 Op+1 M

since for all i € {1,2,3}, uN < po, = 0,1 With B], and B, the same bound

would follow, by simply observing that for ¢ € {2,3} the conditional variances of

the independent Bernoulli elements are multiplied by the factors {uN}? < {uN{},

from which it follows that Varg, BY), < Varg, B\, and Varg, B{), < Vargz, B\,.
We conclude that

Egn—l [R’Ell>]2 S /’Lin7

where p > 1. By the conditional Markov’s inequality it follows that for any constant
1 <v <./, having set v = »*/u < 1,

P, , (R > v™") <v"Es, , [RY] <97,
which implies, by Lévy’s extension of Borel-Cantelli Lemma, that
P(|R| >v™", i0.) =0,

as »_ 7" < 0o. Recall that the probabilistic notation 7.0. means infinitely often and
ev. means eventually. Thus P (|RY| < v™", ev.) = 1. O

Lemma 4.1 is the key to generalise the results obtained in Chapters A and 3.
Since ||R, |1 = >, |R|, one can restate Lemma 4.1 as P (|| R, ||; < 3v~™", ev.) =1, or
equivalently that for almost every w € 2, there is a random time m = m(w) € N such
that |R,|l1 < 3v~™ for all n > m. We stress that there will be no need to take the
earliest such time, in the approach we will adopt.

There is a deterministic perturbation, coming from having a time-dependent p,
instead of its limit p, when adapting the arguments established for the deterministic
dynamical system. This perturbation is geometric too.
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Remark 4.2. .
pn—p—0<—n)-
u
Proof.
p—pzﬁ—#_l— u" ,u—lz 1 pw—1
O I .
1 —1
_p-1 1 )kt —(1—70%)
o\t ik (it = 1) Pt (st 1)
O

Finally, it is easy to show the result corresponding to Remark 3.11 within the
random setting. Recall that D = {w € Q,3v € V, ©,, — v} is the event of
dominance, and note that we will often omit the dependence on w from 6, (w) and
7o (w) for simplicity, when the randomness is obvious and plays no particular role in
the argument. For clarity, we show this transition in the conclusion of the following
remark, which could be rewritten without any reference to w, except for the first line.

Remark 4.3. For any w € D¢ such that ©,,1 — ©, — 0 as n — o0, there is a
subsequence {Oy; }jen bounded away from V.

Proof. By contradiction, if for some w € D° there is no such subsequence, since
{©,(w)} does not converge to any of the vertices (by hypothesis) but any of its
subsequences approaches the set of vertices V' (by contradiction), we can extract two
disjoint subsequences {0, (w)}reny and {O,, (w) }ien from {O,,(w)} such that

{On(W)} = {On, (W)} U {On (W)},

Oy, (w) — v; for some i € {1,2,3} (by boundedness) and ©,, (w) — V' \ {v;}. Since
O, (w) is either ©,, (w) for some k, or O,,(w) for some [, for the w fixed, there is a
subsubsequence {@mk}keN such that for infinitely many £, @”lk = 0,,+1. For any ¢
fixed, by the hypothesis ©,,.1—6,, — 0, for all k£ large enough H@mk —0O,, |1 <e. But
the 1-distance between V'\ {v;} (which ©,,, approaches) and v; (which ©,,, approaches)
is 2. Since ¢ is arbitrary, we have a contradiction. O

4.2 Fixed points and potential

The equilibrium points for the deterministic dynamical system will be still very useful
for the study of the stochastic process. Therefore, we let
_1-06

mo =5
and we will refer to them, with abuse of language, as fixed points of the stochastic
process, since they satisfy mg = Mgmg. The same potential function, which translates
into the new notation as V (0, ) := |7 — me||1, is also of use, but monotonicity is lost
due to the random perturbations, although its convergence property can be recovered.
For this reason, with abuse of language, we will still refer to it as a potential. Note
that in the new notation, (A.1) and (3.1) read as

1-0 1-6 R . 0 .
To= g = (=P T Er+R) = (1= pmo+E(r+7). (41
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Thus (A.2) and (3.2) are perturbed, since

mram (1) e (1) s B (1) s (1-2)
)ro~ Gr—me) = (1-5) (Mor —ma) + (1-£) &

(W—We):(1—§)M9(W—W®)—g(ﬁ—ﬂe (1—g

>

|
NI/
—_
|
NI oI

Hence .
#— 7o = Lo(m — me) + (1 - g) R, (4.2)

where

p p
Le=(1-5)Me—LI
O ( 2) S) 9

and ||Le|l1 < 1 as in Sections A.2 and 3.2. Denote, for any given w €  and the
corresponding sample path {(6,(w), m,(w))} (often denoted simply as (©,,, 7)), v, =
Tn — To,. Then V(O,,m,) = ||v.|[1. Note that the iterative scheme (4.2), which in
the new notation reads as

Up+1 = L@nvn + (1 - pn+1> Rn—l—lu

2
started at any given time m, can be compared with the iterative scheme v,,1; = Leg, ¥,
started at ¥, = v Denote, for any n > m, V(0,,7,) = ||t.|1.

Remark 4.4. For any given 1 < v < \/j, for almost every w € €2, let m = m(w) €
such that ||Rg||y < 3v™" for all k > m. Then for every m > m, uniformly in n > m

3 1
viv—1)vm
Proof. The existence of m € N for almost every such w and v fixed is ensured by
Lemma 4.1. Define, for any £ < n,

|V(®n+17 7Tn+1) - V(Gn-‘rl? 7Tn+1>| S

n—k
Poi=[]Le... =Le, .- Le,.

i=0
Having that 0,41 = P, 50, it holds that

n+1

Un+1 = Un—i—l + Z <1 - karl) nk‘Rk

k=m+1

Since || Le,|l1 < 1, by submultiplicativity of the matrix norm || P, ||y < 1, thus

n+l Dh n+tl y—m—=1 _ ,—n—2
_ 1 — -
[onss =l < D0 (1= 252 [Parlhill el <3 7 vt = 35——5
k=m+1 k=m+1 v

3 1,1 N_ 3 1
oy —1uym pyn—m+l v—1lym

and therefore, uniformly in n > m,

‘V(@nﬂﬂrnﬂ) —V(@ml,ﬂnﬂ)’ = H|Un+1H1 - H?_)nHHl’ < anﬂ - 77n+l”l
3 1

< —
v—1vm
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Lemma 4.5. There is a random variable { : Q — [0,2] such that almost surely,
V(Opn, ) — £ as n — 0.

Proof. Fix any given 1 < v < ,/u. For almost every fixed w € €, for which there is
a finite time m = m(w) such that for all k > m, ||Ry(w)|}; < 3v~* (by Lemma 4.1),
suppose (by contradiction) that V' (©,,, 7,) = ||v.||1 does not converge. In other words,
suppose that for some § > 0, there are subsequences {n;} and {n;} such that

llon;+alle = loneralla] > 0. (4.3)

10gL
m > max{m, M} .
log v

By Remark 4.4, uniformly in n > m

VOt Tus1) = VOt )| € s < 2,

where the last inequality follows by construction of m. Thus it is possible to choose
J, K large enough, such that for all j > J and k£ > K, nj,n; > m, that is
Hontalle = onalla] <9/ and [[[on, 41lls = [[On;41ll2] < 93 By Remark A.6 (which
guarantees, upon translating it into this section’s notation, that ||o,||; is nonnega-
tive nonincreasing, and therefore implies that it is a convergent, and thus Cauchy,
sequence) it is possible to choose - by taking the maximum - J, K to be also large
enough to ensure that n;,n; > N for all j > J and k£ > K, where N is such that
for all n,n" > N, |||Un|l1 — [|0n||1] < 9/3. Therefore, |||On, 411 — |Ong41][1] < ¢/3 for all
j > Jand k > K. We have reached a contradiction with (4.3) for almost every w
considered, since we have shown that eventually

IV (On, 41, Tny41) — V(Onst, Tgs1) | = o411t — [[vns1ll1] < longs1lls = 10411
_ _ _ 1)
F [vny 1 lln = NOn 4 ll1] + [n;41llt = 1On41ll1] < 33 = 9.

In conclusion, for almost every w € Q, £, (w) = lim,,_,., V(©,,7,) exists and 0 <
(. < 2 (since 2 is the diameter of ¥ in the 1-norm). We can thus define ¢(w) =
limsup,, . V(O,(w), m,(w)) for all w € 2, which will be bounded between 0 and 2
as well, and F,.-measurable, thus resulting to be a well defined random variable on
(Q,F,P). O

As already mentioned in Chapter 1, we will partition the sample space € into three
main events: D:={Jv eV : 0, — v}, &= ND° where § := {0, — IX}, and
% := {0, bounded away from 0%}. Since & C D¢ and since & U % = (2, because O,
either approaches the boundary of the simplex or is bounded away from it, it follows
that EURB = (SND)VUB = (SUB)N(D°UB) = QND° = D°. Thus the following
remark holds.

Remark 4.6. D, &, B, form a partitioning of 1.

We can also consider a different partitioning of €2 given by the two events {¢ = 0}
and {¢ > 0}. Finally consider the following events:

« & —EN{{=0),& —&N{l>0}:
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e Dy:=DN{l=0}, Do :=DN{l>0}.

We will work on each event separately, showing that for almost every w in each event
{©,(w)} converges, yielding almost sure convergence of {O,} to a random variable

©.

4.3 Convergence on %

The main goal of this section is showing that the stochastic process {(0,,m,)} con-
verges almost surely on 3.

Proposition 4.7. P(8B\ %By) = 0 and thus, for almost every w € A, the sample path
{(©n(w), m(w))} converges to an internal equilibrium.

Proof. We prove first the almost sure convergence of ©,,. Consider that
@nJrl - @n = anrl(]- - @n — TTp+1 — 7Tn> = pn+1<27T6n — Tp+1 — 7Tn)

= _pn—l—l(MG)n + I)Un - pn+1Rn+1

and therefore
19041 = Onllt < 2[Jvalls + [[Rasalls- (4.4)

We will use (4.4), which holds in general, to show that for almost every w € %,

> [18ks1 — Okll1 < o0,
k
which implies directly that since
Oni1 = Om + > _(Or1 — 1),

k=m

©,, converges as n —» 00, where m = m(w) € N exists by Lemma 4.1, and is a
random time such that, given a fixed 1 < v < /u and for almost every w, for all
k>m, ||Rils <3v". By (4.4)

n n n+1
S 10k — Ol <23 o+ Y IRl
k=m k=m k=m+1

and >, ||Rk|[1 < oo due to Lemma 4.1, so we only need to prove that Y, |vg]/1 < oc.
To this end, note that for any fixed w € B, there is ¢ = ¢(w) such that ©,, € ¥, for all
n € N, where Y. is defined as in Lemma 3.14. Consider that, upon translating it into
this section’s notation, the estimate of (A.3) in Lemma A.8 still applies to Lg,,, having
the time-dependent 0 < p,,1 < 1 instead of p, by Remark 4.2. Then, translating
Lemma A.8 in the notation we set for this section, we have that ||Le,v,|1 < ¢||vn|l
for some 0 < ¢(w) < 1. Hence by taking norms in (4.2) and by the triangle inequality,
one gets

[onsalls < ellonlly + [ Rl (4.5)
For all n > m, (4.5) reads

lvnsills < ellvalls + 307" (4.6)
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Let A := max{¢, '} and iterate the bound of (4.6) down to time m, starting at any
n > m, yielding

n+1 n+1
lonsall < €™ Homlli +3 3 "N o 143 D AT
k=m+1 k=m+1

— )\n—m+1||vm||1 + 3(n . m))\n—i—l.

By the boundedness of v,,, following from the boundedness of ¥, one sees that on A,
|vk]lr = Ou(kAF), hence >, |Jvk]l1 < co. This shows that:

e ||vk||; vanishes for almost all w € 9, and hence that P(% \ %y) = 0, because
by construction on % \ By we have that ||vg||; does not vanish;

e O, converges to some O ¢ 0. (indeed by definition of & the limit cannot be on
the boundary), thus yielding convergence of 7, to mg € ¥* (recall that 3* is the
interior of the medial triangle of the simplex), since ||v,|[1 = |7, — 7o, |1 — 0
as n — 00.

]

The argument of Proposition 3.17 is robust under geometric perturbations, and
can be adjusted to the random setting as follows. As we continue working in 1-norm,
in the following U((©,7),r,7") := B(©,r) x B(m,r’) and dist(-, -) are with respect to
the 1-norm, and U((©,7),r) == U((O,r),r,r), having denoted by B(0©,r) the ball

centred at © of radius r, with respect to the distance generated by the 1-norm.

Proposition 4.8. For every 1 < v < \/u, © € 0% and a small enough 0 < &' <
dist(©, 0%) given, there is a &' > 0 small enough such that, if for w € Q fized there
is a finite m = m(w) large enough, such that ||R,.1l1 < 3v=""' for all n > m,
3™ < ¢ and (Op(w), mh(w)) € U((O, o), d'); then

/

(0, (w), m(w)) € U ((@779),5’, %)

for all n > m.

Proof. Given © and ¢’ as in the statement, let 0 < ¢’ < & (it will be further restricted
if necessary); by (4.5) in Proposition 4.7 it is known that since B(©,¢’) is bounded
away from 8%, for all (6/,7) € U((0,7e),€"), |Lo/(7 —7e)|1 < ¢||7 — 7o |1 + || |1
for some 0 < ¢ < 1. Denote by A := max{¢,v~'}. Further restrict, given 1 < v < \/p,

éJ

0 < — —.
% T
For almost every fixed w € €, the time m = m(w) € N is well defined by Lemma 4.1
and the monotonicity of v™". If (0,,(w), 7,(w)) € U((©,7¢),d") we will show by
induction that for all n > m+1, ©,, € B(0©,¢’) and m, € B(me, /2).
Consider that

1© =0l 3,
5 < 25.

Then since 3v~™ < ¢’

[Tm1 = Tonallt < Loy (M = To, )l + | Rt lli < <l — 7o, [l + 3077
3 3¢
< 505/ +6,V_1 S 72)\1
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Recall that for all n, ||©,41— 60,1 < 2|7, — 7o, |1+ || Rav1ll1 by (4.4), hence [|©,,11 —
Ol < 30"+ 3v ™71 As a consequence, noting that 7e,,,, — T = (© — Op11)/2,
191 =011 < |Omi1—Omll1+|0m =01 < 36 +3v "1+ < 36 (AN)+8'(1+v71)

which implies in particular by construction of ¢’ that

3 v
_ ! 1 —1 ! /
[0 =0l <83 +1+57) <8 (2 + 727 ) <)

and

H7rm+1 - 7T@||1 < ||7Tm+1 - 7T@m+1||1 + ||7T6m+1 - 7T@||1 = Hﬂ-m—&-l - 7T6m+1||1
O+ — O 3 3 0o’
+ || +12 ||1 §§6/2)\1+§5/1/\0+_

S+,

which implies in particular that

5 & 3 v g
i1 — < S BIX+2) +(1+vT)) < 5 5
| Tt 7T@H1_2(3( +22) + (1 +v ))<2<(1_)\)2+V_1)<2

It immediately follows, by exploiting again the geometric decay by the constant factor
¢, still valid by the previous estimates, that

1Tms2 = 7ozl < 1Loyis (Tt = Top )l + [ Bmsallt < €l[Tmis — 7o, 01
+ [ Bmsalls < €2llmm = 7o, [ + [ Bl + | Rimnalls

3 3 30’
< 5026’ +3er 432 < 5025’ +0ev P+ 82 < 73)\2.

To sum up what proved for & = 1, it has been shown that if (©,,,7,,) € U((O, mg), "),
with ¢ being the subunitary constant uniformly holding on B(©,¢’), then

3
[Tmi1 = Ton i < 55/(2)\1),

1©m+1 — Ol < 38"(1N°) + &' (1 +v77),
so that ©,,11 € B(0©,¢’), and

!/

3 )
[Tmr1 — mol1 < 55’(2)\1 +1A°%) + F L+ v,

so that m,,+1 € B(me,/2).
Assume as induction hypothesis that

3
H7Tm+k - 7r9m+k||1 < §5l<k + 1))‘k7

that
k k

[Omik — Ol <35> X 48y v,

i=0 i=0
so that ©,,.x € B(0,¢’), and

k+1

k
3 ! -yi—1 5, —1
||7Tm+k—7T@||1 < 55 E i\ +§ i_EOV

=0
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so that 7,4 € B(0,¢/2), and consider ©,,5.1. Since

1©m+k+1 — Ollt < 1Omtk+1 — Omaillt + [[Omsr — Oll1 < 2[| Tt — 7o, 1 l11
+ HRm+k+1H1 + ”@erk — ®H1 < 3(5’(1? + 1))\k + 8kt

k k k+1 k41
+38 AN Y vt =30 Y N Dy v
=0 =0 =0 =0

this shows that ©,,1x+1 € B(0,¢’), since

[e’e] 4 8] ) 3 v
/ cyi—1 -t | — § !
||@m+k+1—@||1<5<322)\ +> v >_5((1_A)2+V_1)<5

=0 =0

by construction of ¢, and therefore it also holds that

1Tmsht1 = Tt < Lo (Tmik = 7o, )l + [ Bmskralls < €l[Tmen — 7o, 10

3 3
+5/V_k_1 < 505/(]{_{_ 1))\19 _|_5ly—k—1 S 55,(]6—}— 1))\k+1 +6/)\k+1

< gé’uf + 2)NFL

Since
3 ! k+1
||7Tm+k+1 - 7T@||1 S ||7Tm+l€+1 - 7T9m+k+l ||1 + ||7rem+k+l - 7T9||1 S 55 (k + 2)/\

1 3 g kel 5 bt
—|Omarrr — Oll1 < =0 (k+2)A 4+ 267y T 4 — o

+ 5 1Ominir = Olls < SO (h+ AT + 2 ;z ta2 v
3 k+2 5 k1

9y i1, 9 —i

= 2(5 ;M + 5 ZZ:(;U ,

this shows that 7,411 € B(7me,/2), since

H TR F g ) Py (R S
m — — i vt == —
T reln = 5 T A £ 2 \1—x2 " v=1) "2

by hypothesis. O

Corollary 4.9. For almost all w € 2, by Lemma 4.1 there is a random time m =
m(w) € N large enough such that if (O, (w), mm(w)) is close enough to an internal
equilibrium (O, mg), by Propositions 4.7 and 4.8 the stochastic process converges to a
random nternal equilibrium.

4.4 Convergence on &

The main goal of this section is showing that the stochastic process {(0,,7,)} con-
verges almost surely on &j.

For almost every w € &, fixed, ||©,4+1 — ©,|1 — 0 as n — oo, by (4.4) (which
holds in general, not just on 9, where it has been used so far) and Lemma 4.1.
By Remark 4.3 it follows that for almost every w € &, there is a subsequence
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{On, }jen bounded away from the vertices. By boundedness, this implies the ex-
istence of a subsubsequence {©,, } (relabelled with ny for simplicity) such that
O, (w) — O, (w) € E; for some i € {1,2,3}, for almost every w € &. Define

&) ={w e & : Hnplren, On,(w) — O.(w) € E; ask — oo}

Then we have that
3
P (%0 U %5“) = 0.
i=1

By symmetry, we will show the argument of convergence on & without loss of
generality. For almost every w € &, ) — 0 as k — oo, while {0}y is
bounded away from 0 and 1. Since on &S”, |7, — 7e, |1 — 0, and for almost every
such w by Lemma 4.1 there is an m = m(w) such that for any fixed 1 < v < /1,
3™ < eand |RY| < v for all i € {1,2,3} and n > m; there will be, in conclusion,
a large enough K such that, for any k > K = K(w), ny > m and for any sufficiently
small enough § > 0, § = §(w), and an arbitrarily small ¢ > 0, dependent on 4§,
(Onys Ty, Ryypt1) belongs to

. ) N
= {(@,W,R) e ¥? XIp: 0<B;<e, =<60,<1——-,0< |Oé|, |B|, ||R||1 SZ‘Z}

>

l%‘*

g,

N

5 =

\)

where, for each © € ¥, the usual notation for the eigenvectors spanning Il; from
Lemma 3.19 has been adopted, leading to the representation m — mg = aeg(©) +
Be_1(0), so that «, and 3, are eigencoordinates for m, —7g, . Since m,(w)—7Te, W) —
0 and the norm of the linearly independent eigenvectors is bounded away from zero,
for any € > 0 eventually |o,| € {0 < a <e, a € R} and |5,| € {0 < 5 < ¢, € R}.
Define a similar set ‘%; 5 and denote

) o

K. ::{(@,sz)erHO: O<@1§£,—<@2§1——,0§Hﬁ€||1§8}.

[eJ[SY]

oo

g =

Note that ignoring the R coordinate in the Cartesian product, the intuitive picture
for these sets is related to Figure 3.3.

We will adopt the same modified O-notation as in Section 3.4, that is f(©) =
O(g(©y)) if for & > 0 small enough f(0)/g(0;) is well-defined and bounded on F_

We will also adz}pt it to the new set Qf variables when necessary: f(O,«, 3, R)
O(g1(©1, 0, B, ||R||1), - - -, 9k(©1, v, B, || R||1)) if, for sufficiently small € > 0,

>

|| o]

f(©,a, 8, R)
|gl(@170575a HRul)‘ +...+ |gk<@17 Ct,ﬁ, HRH1>’

is well-defined and bounded on &*;. Denote 7, := (0,03, a, B, [ Rnt1l1)-
'8
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Lemma 4.10.
O/\{ p—
§10) <0
o o] leg’(©) e
o {(1 _ B) Ao(©) — B] l()i)(A) (i)l(A)
2 2 60_(A> efl(A)
eg'(©) €% ()
5,(0) () RO (@)
~ ~ (4 (e (4 (e ~ RO J
+6[(1_£’) Al(@)—ﬁ} 6(—1_)1() 6(7)1() +< _B> — e_g ) (4.7)
2 2 eo.() e—;(@) 2 € (@) €f1(@)
e’ (©) e”i(0) eg'(©) e%1(0)
/8 p—
' (6) eéfé(@)'
(122 sy - 2] 6O o)
9 )70 2| 1.0/ @) (&
€o (@) efl(A)
e’ (©) e”i(0)
68’)(@) 6;11(@)’ eg)”)((f)) R
H 5] e (O (O H (@) RY
+5 Kl_ﬁ) A_l(@)_ﬁ’] e?i)(A) 6;(} + (1_3> f)o ©) S (4.8)
2 2 €o ((?) 67_1(@) 2 €o ((j)) 67'1((?)
e’ (©) eZ1(0) ¢ (©) eZ1(0)
Proof. By (4.2) we obtain a system of three linear equations in two variables (&, ) €
R2,
o p p p p
aeo(®) + fe_1(6) = a Kl - 5) \o(©) - 5} €(0) + 5 {(1 - 5) A (0) - 5} e1(0)
'6 A
" (1 2) R
which can therefore be solved by picking any two of the three equations as in
Lemma 3.20. For any i # j chosen, the linear system
o) e(_”l(@)) (a) _
s
] €6(©) + 5 [(1— §) A-a(€) = §] €4(8) + (1 §) RV
—geh(0)+ (1-§) RV

<€6’Z)< (€
ey’ (0) e%i(0)
F;

<a [(1- ’—;) M(©) = 5] e A

a[(1=2)N(0) —L]ef’(©) + B [(1— L) A_1(O)

is solved similarly to how it has been done in Lemma 3.20, via Cramer’s rule,
é) R®

o [(1=5) 20(0) = 5] e’ (©) + B [(1 — §) A1(6) — §] e
a [(1—§) 2(0) 5] " (©) + 8 [(1~ §) A1 () — 5] % (8) + (
ey (9) ¢1()
€' (©) ¢4(0)
B =
€i(0) a[(1=5)20(0) = 5]’ (©) + B[(1—5) Ar(8) = §]41(8) + (1 - §) I
§'(0) af(1-£)2(©) ~ ]’ (©) + 8[(1 - §) A1(6) ~ §]e(0) + (1 - §) RV
¢’ (9) ¢%1(6)
eg'(©) €%(6)
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yielding the claim. The ratios of the determinants do not depend on the choice of
i # 7, because R € Ily, and therefore for k # i # j, R, = —R; — R;. This means that

the concluding remarks of Lemma 3.20 also apply to this system. [
Lemma 4.11.
01 =01+ pi(r) (4.9)
(':)2 = @2 — 2ﬁ(1 — @2)@15 -+ pQ(T’), (410)

where pi(r) = O(BO1,a01, || R[1) and ps(r) = O(a, BO3, || R||1).

Proof. Since

~ ~

O-0=pH(1-0—7—n)=p(2r6 — Mom — R—7) = —p(Me + I)(m — me) — pR,
one has that
O =0 — pal+ X(0))en(©) — pB(1+ A_1(0))e_1(O) — pR, (4.11)

from which, reading off the first two components and applying Lemma 3.19 (f, g, h),
it follows that

01 = ) — pa(l — 20, + O(67)0(61) — pB(20; + O(}))(—1+ O(©1)) — pfy
— 01 4 O(a®y, 6,) — pRy

©2 = 0y — pa(1l — 20, + O(67))(1 + O(81)) — pB(20; + O(67))(1 — Oy + O(6))
— pRy = Oy — 2)(1 — ©,)013 + O(a, BO?) — pR,,

having used the smoothness of the eigenvectors to linearise as © approaches the edge
E4, and the relative compactness of 55’6* to estimate uniformly the Jacobian term as

[e< 54

in the concluding remark of Lemma 3.21. O
Lemma 4.12.
6= ~La(1 + pu(r) + palr) (112)
B=—B1=(2-p) 6] +ps(r), (4.13)
where py(r) = O(a, 01 |RL), pu(r) = OB, B0 R, ps(r) =

O(a?, af, 3?04, 363, HRH1)

Proof. By Lemma 4.11 it follows that o = O + O(a, 8O, IR|1), because O3 =

1— @1 — @2 =1- @1 — @2 + O(a,ﬂ@l) + ﬁ(Rl + RQ) = @3 + O(O&, ,6@1) - ﬁR3 We

plug this estimate, along with that of Lemma 3.19 (g), in the terms next to a and

B, in (4.7) and (4.8). This yields, due to smoothness of the eigenvectors’ components

and relative compactness of %6* s, the following estimates for those terms involved in
'8

(4.7):
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ey (©) 68)1((:)) ey (0) eb(0) »
@(©) @) o) o) T IO I
() { A @) A = (%) i)

€p (®> 671(@> € (@) 61(@)‘—{—(9 &) R
P©) @) o) ey T IO
4O O] o) o) |

j j A (i i + O 5 @ 5 R
e(0) ¢(®) |eni(e) (o)) T ORI
&) (& ONTe o i) (#)

T RO O DO o 0. 14
$6) ) o) e T OOl
RO e (6)

R 5O) | IRllea©)]

~

1
e’ (6) e“_a<cf>>H
e(6) ¢%(6)

= O(||R|),
) ([[1=]1)

)

where the last estimate follows by Hadamard’s inequality (which holds for the Eu-
clidean norm), the fact that the Euclidean norm is always smaller than the 1-norm,
the boundedness away from zero of the determinant in the denominator, the fact that
le_1(©)||y approaches 2 as © approaches the boundary and Lemma 3.19 (h). Hence
(4.7) becomes

e (0) (6
e'(6) (O

G—a (_g +o<@1>) (1+ O(a, 501, | B]1))

+5(= (1-5) =5 + 060 Ot 04, 121) + Ol

— (=5 + 000 ) (14 Ofa, 504, 1R1) + 5 (-1 + O(©) Ofar 801, 1)
+ O = a (=5 + Ola. 01, I1R11)) + 50(a. 364, L&) + Ol

= —La(1+ 0,01, |R]1)) + O(Ba, 561, |R]L).

Doing the same with the corresponding terms in (4.8) yields

WO '(©) (o) 4o :
5) (A j j g + O s @, R
@(©) gl _|do) def T IO IE
(@) (& @) (& RO (@)
ep' (©) €(0) €o (©) e—_l(@) o) 0. IR
$6) ) e et oo
@) (& (©) i i
¢y (©) e(0) ey (©) €2(0) »
(G J j +O ) @7 R
¥(©) o)l _|epo) ey T IO I
() (@ @AV |e® (i)
ey’ (©) €e1(0) €o (©) 6—_1(@) Lo o, IR
$6) @) laie) ey T O IOn I
(@) (& (i
e(0) RO
$©) B | o @IRL
§©) @) [[4'©) %(©)
') @) ler©) “®)
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hence equation (4.8) becomes

i=a(-5+0@1) 0. s01 1)

_I_

Kl . _> 1420, + 0(62)) - g] (1+ O(a, 864, | RlI1) + O(| B]l)
o

a2, 0801, | R|l) + []ﬂ%?—m@1+OKﬁ%H%aﬂ@thﬁ
1)) = O(a®, B0, e[ Rlli) — B[1 - (2 — p) O]

O
O(ap, 8201, 863, B R[1) + O(|R|l1) = —B[1 — (2 — p) ©1]
O(a?, a8, 3201, 563, | R|1),

having again used the determinant in the denominators being bounded away from
Z€ro. O

The constant 1 < v < ,/u has yet to be fixed in its range of validity: its choice
will depend on p > 1, entailing some additional technicalities. Let

7 > 9
. L 57 IU/—
vV =V =
(k) {ué‘ﬂ, l<p<2,

then ¥ = ¥(p) can be determined such that 0 < ¥ < 1/2 and such that the conditions
listed in the next lemma hold. To give some intuition, note that if ;1 > 2 the choice
of v is consistent with the fact that, in Lemmas 4.16 and 4.17 and Theorem 4.18,
for 1 > 2 it will be required that v is greater than 4/3. This is the easiest case, as
it is possible to identify a value, 4/3, with respect to which all the estimates, which
we will derive, hold uniformly for all 4 > 2. Now, 7/5 satisfies both being greater
than 4/3 (as 21 > 20) and smaller than /2 (since 50 > 49 is equivalent to 5v/2 > 7).
Since /i > /2 in this case, 1 < 43 < 75 < V2 < /i, v = 7/ is a consistent
choice. As to the case 1 < p < 2, the choice will be less explicit, as it depends on
w through the function 9(u), which, in Chapter B, we determine constructively to
be possible to be fixed as the constant 1/12, on the grounds of slightly more relaxed
conditions than those seen for p > 2, which are still sufficient for the arguments
of Lemmas 4.16 and 4.17 and Theorem 4.18 nonetheless. In proving the following
lemma we avoid the constructive approach, for the sake of brevity, since it is possible
to verify the claim through mere computations. These are beneficial for the reader, as
they allow to familiarise with the quantities involved, which at this stage might feel
somehow detached from the context. However they will be the key to the arguments
aforementioned.

Lemma 4.13. Let n =n(p) == min{p,1 — p} and

T > 9
piz, 1 <p <2

Let 0 < 6 <1/2 be
i o> 2
1
Y] 1<p<

Let
ptn+(d+p+n)l

a=a(l,pn) = 5
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and 6. 1)
a(f, p
b="0b(0,u) = ;
(6:4) (8, 1)
where
1 2—p+n+20
d = d(6.p :[1_(1__)9 [1_2 vii - 1)6]
o Vi sy VY
Thenfarallu>1,0<a<b<1andd>a>%.
Proof. Note that
= =min{p,1 —p} =
1= n(k) {p.1—p} {m <<

since for all g > 1, p > 2 is equivalent to 1 — p < p, as p = (. — 1)/p, thus implying
also that p < 2 is equivalent to p < 1 — p. Note that 0 < § < 1/2: this is trivial for
1 > 2, while for 1 < p < 2 it follows from

2+1 1
<"~ 1==
<37 5
and )
2+ 5= 4 2 4 1
2
0> V2 1= —1>—-4+-—-1=0.
5-1 5 592 55

This implies the positivity of the two factors appearing in d.
e Since pu > 1, (1 — 1/\3/ﬁ) 0 < 0 < 1/2, thus the first factor is positive.

e Since
2—p+n=2-p+min{p,1—p} <2,
we have that
2—p+n+20 yﬁ—1<@ﬂ—1<l
3(1+ ¥/n) L+¢pn 1+

due to the parabola 2x(1 + ) being increasing in (0,1/2) and valued 0 at 0 and
3/2 at 1/2; thus the second factor is positive too.

(= 1) < 229(1 + )

The constant # = 6(u) has been constructed along with ¢(u), such that, for all u > 2,
0<a<3/s,0<b<1and3/s>1/; while for all 1 < u < 2 it only satisfies the less
restrictive conditions 0 < a < b < 1 and @ > /. That this is true for all u > 2, is
easily seen. In this case, if § < (13 — v/145)/12 < /12,

a§1+59 3

<
2 4
and, since 1 — 1/ < 1 and since we have just verified that

2—p+n+20, 4 8
—1)0 < =0(1+0) <=-0<230
d> (1—0)(1—360), thus implying
1
b < 50 < 1.

= 21— 0)(1— 30)
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The estimate on a follows because at /10 > (13 — 4/145)/12, it holds that (1 +
5x)/2 = 3/1 and the slope of the line on the left-hand side of this equation is positive.
The estimate on b follows since the function (1 + 5x)/(2(1 — z)(1 — 3x)) = 1 at
(13 —+/145)/12 > /13 (which is verified by rearranging and squaring both sides), and
on (0,1/3), the function is monotone increasing due to its derivative being [3(3 — 2z —
52%)]/[2(1 — z)?(1 — 3x)?] and the concave quadratic 3 — 2x — 5% having roots at —1
and 3/5. Thus 6§ = 1/16 satisfies the requirements. The value of # chosen draws also
motivation from another requirement that will be crucial in Lemma 4.17: it ensures
that d > (1—0)(1—30) > 3/4, because the convex parabola (1—x)(1—3z) is subunitary,
decreasing for 0 < z < 2/3 (note that the vertex of the parabola is exactly at 2/3) and
hits 3/1 at (4 — v/13)/6 > /16 (seen by rearranging and squaring both sides).

We now show that all the conditions are met also for 1 < p < 2. First of all
we show that a > 1/v. Since in this case n(u) = p =1 —1/u, 2+ p = 3 —1/u, by
construction

24+ 12—1—L 1 1 1

1 v
I

w
|
==
3
t\

Secondly, we show that 0 < a < b < 1. Note, from the previous line, that a = /yg;
clearly 0 < a < 1, since 1 < pu < 2; as to 0 < b < 1, it is equivalent to 0 < %/d < 1
and since a = !/ym, we can just show that 0 < 1/a < ¥u, in order to yield the
claim. We already verified the positivity, while the upper bound is verified by showing
equivalently that

§1+\3/ﬁ> 0(2—p+n+20)
29p—1"1-

Y

T -y

which holds, since the denominator of the right-hand side is positive. Recalling that
2 — p+n =2 and that all fractions have positive numerators and denominators, due
tof <12 and pu>1,

0(2—p+n+20) 20(1 + ) 3 1 31
- L T 1 I <321 I T 21 2
- (1-47)1) vil1-(1-47)0) a3 (-4 Vit

_ 31t ve
C2yp—1

Note that d > a holds automatically since it follows from b = @/a < 1. This will be
crucial for Lemma 4.17. [l

The index K will be required to be large enough, to ensure that p—n < p,.1 < p+n
for all n > ngk.

Lemma 4.14. Let the positive constant

5::§(¢§—1>.

There exists ¢ > 0 and M > 1 such that for all sufficiently small ¢, on the closure
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H_s it holds that

1 N
()] < (1 _ ﬁ) 60, + M| Bl

[p2(r)| < claf + ©1]8] + M| R]

|ps(r)| < é0 + M| R]|,

|pa(r)] < cb(laf + ©45]) + M| Rl|,
0 A

[ps(r)| < o (lad + ©48]) + M| R}

Proof. Let 6 > 0 fixed small enough, and € > 0 arbitrarily small (possibly dependent
on ¢ and to be further reduced) so as to ensure well- deﬁnedness of all quantities
involved. We will work exclusively on % . 3, 50 denote H =K. e

Starting with p;, by Lemma 4.11 it holds that on & there is some ¢; > 0, such
that [p1(r)] < a©1(|la| + |8]) + a||R||l1. If now we further restrict

()
\?//_L 2617

N 1 “
101 (Jal + 18]) + erl| Bl < (1 _ ﬁ) 60, + 1| Bl

it follows that

since

1
<
el + 13 < 22 < (1= == ) .
yielding the desired estimate. Further restricting ¢ is consistent with c;, as the same
constant upper bound applies on the new 7*, as it shrinks, being ¢ fixed, as explained
in Lemma 3.23 (this mention will be implicit in subsequent steps).

Moving on to ps, by Lemma 4.11 it holds that on & there is some ¢, > 0, such
that |py(r)] < ca(|a] +[6]O7) + CQHé”\l. Let ¢ := ¢y and further restrict € < '/e. Then
co(|al +[B]07) + ol [RIly < c(la] 4 [|R[1) + [5]O1, s since ¢©; < ce < L.

As to ps(r), by Lemma 4.12 it holds that on % there is some ¢ > 0, such that
1ps(r)| < es(|a| + ©1) + c3|R||;. We add the restriction e < é0/(2c3), then it follows
that e3(|a] + O1) < 2c3e < 6, yielding |ps(r)] < 00 + ¢s|| R

For p4(r), by Lemma 4.12 it holds that on % there is some ¢, > 0, such that
1p4(r)| < es(|8]|a] + 5261) + cu|| Rl = eal Bl(|a| +15]©1) + || R|)1. Further restricting
e < cf/cy, it follows that cy|f| < cye < @0, yielding |p4( )| < eb(|la|+|B|01) +cal| Rl

Lastly ps(r). By Lemma 4.12 it holds that on H* there is some ¢5 > 0, such that
195(1)] < s+ |8l + 5201 +|8I6%) + 5| Rlls = (|l +18])|al +c5(18]+©1)04 18]+
cs||R||1. Further restricting e < 6/(4csv), it follows that cs(|a| + |8]) < 2c5e < 6/(2v)
and ¢5(01 + |B]) < 2cse < /(2v), yielding

0 .
05(r)| < 5 (Jal + 18164) + 5| Rl

All in all, from a given initial € defining constants c;, ¢, c3, ¢4, c5, we further

restrict it so that
< mi 1 0 1 ¢ c8 0
¢ < min —_— = —, —
- N 2c;1" ¢ 2¢3” ¢y 4051/

and denote M := max{1, ¢, ¢, cs3, ¢4, ¢5}. Then all previous five estimates will hold
on the newly constructed # " [
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It will be necessary, for further arguments, to add restrictions on ¢, given 4, v, c,
¢, ¢i, M, 6. To sum up all those added so far and the ones that will be needed from
this point on:

120y —1 1Y 60 1 ¢ co0 606 6 0
€ < min l—— = =
18" 3 14+ /i’ N4T

201 ¢ 2c3" ¢y’ 2c5 A’ B
1 3cv
A:=14
{(3+0)<1—a+( dl/—l )+V—1( V—l)]’

2+ o595 1 3v
-1

4 1
(3+C)(L - (y—1))+y—1( +y—1>

and ¢ =k + 1 € N, where

where

B =8

k= max{keN: (av)* < 6%(k+1)}’

and is finite due to av > 1 by Lemma 4.13. This definition ensures that for all £ >«

6(k+1)
v

Finally, we will add the implicit condition, given the fixed 6 = d(w), that £ be small
enough to allow # 2,5 tO MmOt intersect Ey and Fj3, and every point in % 2,5 1O be
closer to F; than to E2 and FE5. This construction of € is consistent Wlth all the
constants already defined, since further reducing € at any step necessary, keeps the
new set within the one constructed out of the previous more relaxed e, and therefore
the constants keep holding uniformly.

Consider now, for any fixed w € ", the random times

(av)* >

J J
Tk:—inf{n>nk @<2¢|:§,1—§}}ENUOO
We already saw that there is an arbitrarily large K = K (w) such that for m = ny, for
any k> K, 0 € [0/2,1 -9/ ||, |Bn| < eforallm >mand ||R,q|1 <3v " ! <e
for all n > m (that is the subsequence of the orbit is in #*;). It is left to show that we

can satisfy, by choosing a suitable k large enough, letting m = ny, also that ©) < ¢
for all m < n < 7. In order to do this we will put on K one more requirement: since
on {{ =0}, ||On11 — On]l1 — 0, we can choose K = K (w) large enough, such that
for all k£ > K,

2 2 1 3 2 5 6 2
05 — 0P| < émm{@i)—g,l—g—@i’}

and for any n > ng,

1 ) )
Opi1 — O < zmin<OP — - 1— - —-0% .
[0~ €4l < min {02 — 1% — 6
This assumption ensures that for all £ > K, 7,, > ni + 1 (so that there is always
some ng < n < T), since

O, <6y, -0 ]+07 -6 +6Y < min {@fj’) — g, 1— g - @f>}+@§f> < 1—%
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and
O 2 O — [0, — O + 0 — 60| = 0 — (|O]7),, — O] + |5 — 6

5 d 4]
@ _ i @ _ 2 @)
> 0.Y — min {@* 8 ~3 — O] } 3

Additionally, since with all parameters set as such, the subsequence of the orbit stays
in the set %E*é , the constant M always holds, and therefore we can take the index K
'8

large enough, such that

< €.

VK
Lemma 4.15. For almost every w € &", there exists k = k(w) > K large enough
such that, letting m = m(w) = ny, for allm <n <7, O <e.

Proof. For n = ny, it is trivial. For n > nj one needs to distinguish between two cases
and proceed by contradiction. The core of the argument is the same for both events,
only the preparation slightly differs.

If w € &" is such that 7, € N for all k¥ > K, suppose by contradiction that there
is a subsequence {k; },en (with k., > K) such that for all r, for some ny, <n < 7y,
O > e. This implies that there is a subsequence {©,,} for which O’ > ¢ and
OF € [°/s,1—9/s]. From this subsequence, for almost every such w, a subsubsequence
{On,, }sen can be extracted - denote it {O,, } for simplicity - such that ©;,’_; < ¢ and
e < ©f) < 2e. This is true because for every w considered, at least @Sﬁrs < g, so the
sequence exits (0, ] after having been inside the interval at least one time, and one
can choose n; as the first time of exit from (0, ¢]. Furthermore, for every w considered
the potential vanishes, thus for almost every w considered 19, — O,-1]i1 — 0 by
(4.4) and Lemma 4.1. Thus for all [ large enough, [©f;) — | < |©n, —On—1]1 <&,

and therefore for almost every w considered,

nll

e<Ol) <O -0 |+06 | <2

At the same time, by construction 9/s < O < 1 —5/8, since ng, < mny <7, . Consider
now the set {(0,7g) : © € R} where R = R_ g = Hoes \ Z. 5. By construction of

e, every © € R does not lie on 0% and it is closer to Ey than to the other two edges.
Note that ©,, € R. For every O, fixing a small enough ¢’ < ¢ = dist(R, F;)/2 (since
we are working as usual in 1- norm), letting ¢ the positive subunitary constant such
that || Le(m — me)|1 < ¢||7m — mel|; for all © € R (following the same construction as
in Lemma 4.5, it is known that this constant holds uniformly on the whole compact
Y./, so in particular it is uniform on R C ¥./); one can set, by recalling that \ :=
max{e, v 1},

8/

§ =
o A
Then since |7, — 7o, |1 — 0, for some large enough I, (O, ) € U((Ony, ﬂ@nl,), 5,
hence by Proposition 4.8 it is known that for almost every w considered, for all n > nj,
O, € B(O,,,¢'). Indeed the proposition applies since by construction &’ < dist(R, 0%)
and therefore for every © € R, ¢/ < dist(0,0%). But then eventually dist(0,, ;) >
dist(B(On,,€'), E1) > dist(R, Ey) — &’ > 2e — ¢ = ¢, which is in contradiction, for
almost every w considered, with @}j}i — 0.

If w € & is such that for some k > K, 7; = oo, then for all k > k, 7, = oo.
Suppose again, by the same construction as above, that, by contradiction, there is a
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subsequence {0, }, for which ©) > ¢, n, > n;, for all » € N, k, > k. Note that
this time it automatically holds that ©f) € [9/s,1 — 9/s] (since all 7, = oo for all
k, >k, ©® € [0/s,1 — ¢/s] for all n > ng, in particular the last condition imposed on
K is not necessary for this case). This case does not require any degree of control
on the ©®-component, and we can just proceed as in the previous case. Another
subsubsequence {6y, }ien can be extracted such that ©)) ; < e and e < OF) < 2¢}
along with 98 < © <1 —9/s. It is clear enough that the previous argument can be
repeated verbatim. O

In the following all the proofs are made with respect to the large enough m = ny,
with £ > K, existing by Lemma 4.15, and therefore the corresponding 7, will be
simply denoted as 7.

Lemma 4.16. For almost every w € &Y, for allm <n <,

n m

|| < max {a" e, 0P8, |} + IM—
V?’L
Proof. Proceed by induction. If n = m, the statement |o,,| < max{e, ©|8|} = ¢

*

is trivially true for all © > 1 by the definition of the time m and of

5 .

'3

~ Ifn=m+1 <7, recall that for almost every w € &Y, being (O, T, Riny1) €
H = %:g, by (4.12) and Lemma 4.14 it holds that

O, p+n 3M
o] € s 200 4 o)D)+ pa(r)] < 25 (1 o+ m) + 6o
3M

pymtl ’

+ 005 | Bm| +

which applies by definition of m. Then from 3Mv~" < € and |ay,| < € it follows that

2 0 3M
ol < o (LELECELEI0Y | poys, 4 (14 ) 22
2 2 Vm—f—l
If € > ©|5|, then
p+n+2+p+n)d e\ 3M OM
|Oém+1|§€< 9 +0€+(1+§> l/m+1<a€+W7

since 1 4+ ¢/2 < 3. In principle, one should now consider the scenario when instead
e < OW|5,,| and proceed with showing the claim again, however, due to the definition
of the time m and of the set #*, we know that ©()|3,,| < e? < e. So, and this holds
specifically for the times m and m + 1, there is no need to do so. It will be necessary,
however, when performing the induction step past the (m + 1)st time.

Assume now the hypothesis for any m +1 < n < 7. This time in carrying out the
inductive step, it will not be possible to appeal only to the definition of m, but it will
be necessary to rely on Lemma 4.15 as well, which ensures that (0, 7,, R,1+1) € H
for almost every w € ", and therefore ensures that the same lemmas aforementioned
apply in the corresponding steps of the remaining part of the argument. The constants
involved in the error terms will require different estimates, depending on whether
pw>2or 1< p<2 Recall that in Lemma 4.14 we denoted

ézzg(\/ﬁ—l)<1.



If u > 2, for almost every w € &.”, we have that

3M

Vn+1

—+ - - »
o] < 2 . Ta (1 a0+ ) + &ay| + 0OV B, +

p+n+2+p+n)
2

< || 5

+ 00018, + (1+2) sM

Vn+1
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by (4.12) and Lemma 4.14. By induction hypothesis, for almost every w € &”, it

follows that

n m

|, | < max {a”‘m6,92)|ﬁn|} +9M

VTL
If w is such that a" e > OW|3,],

|| < a e + oM™= m,
V?’L

and then

2 0 14300 —
n_mp+77+(2+p+77) o oM +2 n—m
I/TL

ant1] <a

+a" "0

1+ -

3M 4 6 1+309M(n—
+< 6) _an_mp+n+( +,0+77)54r + (n—m)

2/ yrtl 2 2
(0590 < e Wl () 0
gt IM(n—m+1)

pntl )

since by construction (1 +30)/2 < 5/7 =1/, (as (1 +3/16)/2 = 19/32 < 20/32 = 5/3) and
14 ¢/2 < 3. If instead w is such that a" e < O{|3,], then the induction hypothesis

becomes

n m

Y

| < O8] + IM=—
VTL

and therefore

p+n . 3M p+n N SM\n—m
|| < T@g>|ﬁny (1 + ¢ + ,,n+1> +9MT <1 + ¢ + e
~n M) ~ n—m  3M _p+1n.a &)
+2¢00."|5,| + c09IM e + e < 5 OV |Bnl(1+6) + 200 |5,|
e23M 9 € n—m 3M
. el p < &)
2 ynJrl + 2 <1 + 369 + I/) M I/nJrl + VnJrl S CL@n |Bn|

27 n—m 2\ 3M

The last inequality follows since ¢ < 1/18 < 6 and 3¢ < 1 implies
) 12
14300+~ <140+20=1+—0<1+20,
v

and 9v/2 = 63/10 < 6.75 = 27/4. Thus 6 = 1/16 yields

2
Z7(1+29)<8,

implying

‘an+1’ < CL@SJWM' + 1’

8M(n —m) +( i) 3M

Vn+1 1 +5

(4.14)
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By (4.9) and Lemma 4.14, for almost every w € &,

()Sil<+-yn+1
L
1—(1—%>0

Note also that for almost every such w, the induction hypothesis implies that |a,| <
e|Bn|+9M (n—m)/v™ by Lemma 4.15. This yields, by applying (4.13) and Lemma 4.14,
that

CyD <

(4.15)

Bra] 2 1Bnl (1= (2= p+m)O) = [ps(rn)| > |8a] (1 = (2 = p+n)e)

0 0 3M
— ] = 5OV 1Bl = 2 > |l (1= (2= p - m)e) — 2265
09M(n—m) 3M 2—p+n+20 6 9M(n —m)
- = — 1—-2 30— 1 Rt S
9 pntl pynt+l — ‘6”‘ 3(1+ \?/ﬁ) (\/ﬁ )9 2 pntl
3M
_-Vn+1’

hence

IM
‘5n+1‘+‘9 JZ;;n)_Flﬁﬁﬁ

|| < :
T 2% (- )6

Thus plugging the bounds in (4.15) and (4.16) into (4.14) yields that
3M OM(n—m) 3M 8M(n —m)
(1)
a1 <0 (@nﬂ - n+1) (lﬁnﬂl + pntl - Vn+1> T pntl

e\ 3M L L M \ Mn—m
+ (1 + —) V < 0,11 Bnia| + (8+9@§l’+1 +27 > ( )

(4.16)

2 Vn+1

. 3M\ 3M . OM(n—m) 9M
+ (1 tg T O + | Bl + ) T < O 1Bl + s
. OM(n —m + 1)
=041 Bns1| + e , (4.17)

where the last inequality follows from

M 9¢
(1)
8+ 90 + 27— €t~

1
§8—|—98(1+—> <8+ 18 <9
v

due to € < 1/18, and

3M 1
1+2+®§3)+1+|6n+1|+ <1+35+L§1+a(3+;)<1+4e<3

due to € < 1/2. In conclusion, we showed that

+1-—

n
a1 | < max {a" e, O |Bsa| } + IM e

If 1 < p < 2, we start again with

LI (1+c

3M

Vn+1

M - ~
| 41] < +1> + 0|, | + 00| 8, +
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by (4.12) and Lemma 4.14, but keep ¢ in the estimate, as € is possibly not as small as
in the case u > 2. Next, by the usual induction hypothesis holding for almost every
w € &Y, if w is such that a" e > OW|8,/,

n—m

|| < a" e+ 9M
Vn

and then we have that

3M 3M —
|an+1|ganmgg(1+ee+ )+9M¥(1+59+ )m

Vn—f—l Vn—f—l yn

_ 3N 4 0
4 200" e + 9eoM L cqpmPtnt@ el

yn pntl 2
9 M(n — 3M
+- (1 + 36 + E) Mn—m) | (1 + f) <a"t e
2 v yn 2/ pntl
IM(n—m) 9M nt1em_ IM(n—m+1)
+ pntl pntl =a £+ pntl ’

where the last inequality follows since by construction 1+¢/2 < 3 and, having ¢ < /18
for 1 < p < 2 by construction as well,
1+360+25 1
_— < —.
2 v
This claim is easily verified by recalling the definitions of all constants involved for
this range of u. It is equivalent to v 4 3¢v + ¢ < 2, which is equivalent to

2+ o=

n

Hence we only need to verify that

2+ o=
5<2—,u152—(\/§—1)< ?—1).

I

We can simply find a lower bound for the right-hand side, which exceeds 1/is > e.
Then noting that

2+ o= 21 21
2—#152—(\/5—1)<3 3“’1—1>>2—2152—‘[2 >2—f—f =

1
I

5-3vV2 5-2 1
> —_
2 2 4718

the claim follows.
If instead w is such that a"™e < OV|5,|, then the induction hypothesis yields

n—m

o] < OD[B,] + 9IM

VTZ

for almost every such w, and therefore

3M 3M —
lanir| < 20018, (1430 + com? N (1 e nom
2 l/n+1 2 I/n+1 yn

+ 200D B,| + IM —
]/TL
e23M 9 5
£ V(1 + 3¢ —)M
2V”+1+2<+30 +,/

3M
o < P ewIB (14 6) + 2001015,

n—m 3M
Vn—f—l + Vn—f—l’
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yielding (4.14), by factoring out all the ©|3,| and estimating ¢ < 1 only in the
corresponding term. This follows since for 1 < pu < 2,

9 e\ 9 s 2+ 37 9e
(1430 —):—* 1+2(v2—1) | —¥ 1 i
2(+c+y S +2(v/2 )<3_i + 5

which is, by the condition aforementioned, strictly less than 8 as 9¢/2 < /4 and the
convex function added to it achieves its maximum on [1,2] at 2 with value

9 s 2+ 55 9 [9-2v2 1 31
S0t [1+2(v2 -1 1| = e o=
212 -+ (\/_ )<3_% 2% 5 <8 1 1

The last inequality holds true, since it is equivalent to

12
9—2v2 31\ .
_— < | = 2
5 36
and while (9 — 2v/2)/5 < (9 — 14/5)/5 = 3125 (whose power of 12 is easily verified to

be less than 14), 31/36 > 5/6, (whose power of 12 multiplied by 27 is easily verified to
be larger than 14). The convexity of

flz) = %1+2(\/§—1)<23+7_1>] %[3—2f+2(\/§—1)<2+75>]

_1
T

31

(and thus of 9f(x)/2) on [1,2] follows easily from computing f”(x) to be

5 2+ 4 Lo BN+ A2+ 3)
12212 [3_2\/§+2(\/§_ 1) <3—)] —2(\/_ 1)z (3_ %)2 .

x

Setting f”(z) > 0 and rearranging by first multiplying both sides by 273 and then
multiplying out the factor of x thus produced in the subtracted term yields, by finally
moving the subtracted term to the right-hand side and dividing both sides by 2(y/2 —
1), equivalently,

3_2\/-+2+3 wtns T
> .
2\avE-y B33 )7 ey

At last, multiplying both sides by the quadratic denominator yields
5 3-2 1\? 2 3 1
V2 3——=| +6——+—— ——,
12 2(\/§ —1) x R R
which rearranged gives
5 3-2 1\? 2 4 5
6+ — V2 3—=| >——F+—+—F.
12 2(\/5_ 1) x Jr  x  3zdx

Finally, noting that the left-hand side is greater than 6, while the right-hand side
is less than 6, we can easily conclude that f”(z) > 0 is verified for all 1 < z < 2.
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The fact that the convex function 9f/2 has maximum at = = 2 follows directly from
convexity and the fact that

9
A

2132

2+ ==
1+2<\/§—1)<3+ f—1>] :gf(2)>gf(1):%.

This is seen by rearranging the inequality into

4 3 1 .
1+g(\/§ 1)(Z+%>>\/§

and noting that, since v/2 < 4, the left-hand side is greater than 1 4 4(v/2 — 1)/5,
which is in turn, given that v/2 > 7/s, greater than 33/25, which, raised to the power
of 12, is trivially greater than 2. Having recovered (4.14), from now on one can
conclude the same as for y > 2: by (4.9) and Lemma 4.14 we have (4.15) and again,
since under this case the induction hypothesis implies |a,,| < ¢|8,| + IM (n — m)v=™"
by Lemma 4.15, we can apply (4.13) and Lemma 4.14, to get (4.16); plugging the
bounds (4.15) and (4.16) into (4.14) yields (4.17) by the same estimates as for the
case [t > 2. O]

Let
dve

(dv —1)?’

which is well-defined since by Lemma 4.13, d > a > 1/u. Let also

n

nf'j —m
Dm,n = Zd ‘77.
j=m

For all w € &, define the stopping time
o:=inf{n>m: a" e+ Dd"" < OV|B,| +9MeD,,,,} € NUoo.
Lemma 4.17.

a) For almost every w € " N{r < oo}, 0 <7 and OP € [0/1,1 —9/s];
b) For almost every w € " N{o < oo}, forallo <n <7

a"Me + DAV < OP|B,| + IMeDy, .
Proof.

a) For every w € & N {1 < oo}, if w is such that o = m the claim is trivial, since
by definition of m, for almost every such w, O € [0/2,1 —9/2] C [0/s,1 — /4] C
[0/8,1 — /8. Also 7 > m = o by definition. If w is such that ¢ > m, for all
m < n < o A7, by definition of o,

OD|3,| < a"™e + Dd""™ — 9MeDy .

Note that
A"~ j—m - " dv
e v (dv —1)2’
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since dv > 1 implies

> 1 — 1 dv
@~ S @ g @I
and therefore
OMed™  dv 3dye?
MeD,, ., A" ——— < DA™,
IMEDmn < v (dv —1)? < (dv —1)? <

since 3¢? < ¢ as € < 1/3. This implies that Dd"~™ —9MeD,, , > 0, and therefore
OV|B,| < a" e+ DA™
and
max {a" "e,0|8,|} < max {a""e,a" e + D"} = a" e + DAV

As a result, by Lemma 4.16, for almost every such w,

o] < "™ + D™ 4+ 9M -
Vn
which implies that
n—m
|| < a" e+ Dd"™ 4 3¢ :
I/n—m

By (4.10), Lemmas 4.14 and 4.15 (Lemma 4.15 is used as in Lemma 4.16, to
ensure that the bounds on the errors hold even after time m) for almost every
such w it follows that

oAT—1 oAT—1
02, =021 < > 165, =0 = Y [2pn1(1 —O2)O B, — pa(ry)]
oAT—1 oAT—1
3M
(1) (1)
<2 OVIBI+ D clanl + 015+
oAT—1 oAT—1 oAT—1 1
(1)
<3 Z O15,| + ¢ Z || + € Z T
oAT—1 oAT—1 ONT— 1
3 n—m 3 qrm 3
D SR N A LD IRt
oAT—1 [e's) i
+e Z S 3—1—652@1—1- 3+0)D2di+3cez;
=0 =0 =0
+€°° L __|3fc 3+c dv 2 N 2
- — C
— v l—a 1—d(dv—1)2 (1_l)2 1-1
A - 1)
= £— —
4 4

since by construction € < 9/a. Since O € [9/2,1 — /2] and for almost every
w € & the travelled distance has been less than 9/4, it follows that for almost
every such w, O\ € [0/s,1 —3/a] C [0/s,1 — 9/s]. This implies that for almost
every w € &, o A7 # 7 (by definition of 7, if c AT =7, OFX. & [0/s,1 — /5], s0
if there were a nonnegligible event in &' such that o AT = 7, we would reach an
almost sure contradiction on &S"). Hence for almost every w € &", 0 AT = 0,
that is 0 < 7, and in particular O € [9/4,1 — 9/4].
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b) Note first that for almost every w € &" N {0 < oo}, o(w) < 7(w), because for
every w € &Y N{oc <} N{r = oo} trivially o(w) < 7(w) = oo; whereas by
part (a) for almost every w € &” N{r < oo}, o < 7, thus implying that for
almost every w € &" N {0 < oo} N {7 < o0}, o(w) < 7(w). Hence the remark
follows. We can thus consider, for almost every w € &" N{o < 0o}, 0 <n < 7.
Note that by definition of o, the case n = ¢ > m is tr1v1ally true. Assume the
claim to be true up to some o < n < 7. The steps in Lemma 4.16 yielding (4.15)
and (4.16) can be reproduced now under the induction hypothesis

A" e + DA™ < OL|B,| + IMeDyy

which implies, due to Dd"™™ — 9MeD,,,, > 0, that a" ™e < ©{"|3,| and there-
fore, being max{a" "¢, OV |5,|} = ©V|B,], by Lemma 4.16 we have that

n—m

This ensures that (4.15) and (4.16) can be derived again as in Lemma 4.16. By
using 6 < /2, 90/2 < 9/2 < 3 in (4.16) and by (4.15), we have that, rearranging,

) 3M m+ 1 )
(@;;1 i ) (wnm i 3M—) > 400 |6,

>d (a”_mg + Dd"™™ —9MeD,, ) > a" e + DAV — 9Med Dy,

where the induction hypothesis has been used in the second last inequality, and
the last inequality follows from Lemma 4.13, in particular from d > a. On the
other hand note that

1 3M m+1 ) n—mi1
<@iﬁ+1 + ) <I6n+1| +3M—1) < 09 Bust| +3 Mg(ynT)
: ! (n—m+1)
(1)
<1 + n—m-+1 + Vnerl) < @n+1|5n+1| +9EMT'

Hence putting the two results together and rearranging, yields the inequality

— 1
a" e 4+ DAY < ©0) | Busa| + 9eM (dDmv” T (nyn#)) ’

Note that

(n—m+1 . +1j (n—m+1)
dDm,n +— Z a7 ‘|‘ ol - Dm,n+1

and thus the induction step is complete, as we have shown that
a" e 4+ DAY < ©0|Busa| + 9eM Dy
O

Theorem 4.18. For almost allw € &, T = oo and the sample path {(©,(w), m,(w))}
converges to (O.(w), To. (w))-

Proof. We start with partitioning & = (&;” N {0 = 0o}) U (&" N {o < co}), where
o is the stopping time defined just before the previous lemma.
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Consider first w € &” N {0 = oo}. By Lemma 4.17 (a), for almost every w €
&Y N{r < oo}, o(w) < 7(w) < o0, hence " N {0 = co} N {7 < oo} is negligible,
and we can focus only on w € & N {0 = oo} N {7 = oo}. By Lemmas 4.11 and 4.14
to 4.16 and the definition of o, we can estimate as in Lemma 4.17 (a) for all n > m,
yielding

>89, — 02 =3 [20051(1 — L)L B, + pa(ra)]

Therefore for almost every such w, O converges within [¢/4,1—9/4] C [/, 1—9/s]. We
know that for almost every w, there is a subsequence 6, (w) — ©,(w) € E\NF _ e
and also that € > 0 can be chosen arbitrarily small, which, by Lemma 4.15 applied
with 7 = 0o, means that for almost every such w, O!”(w) is eventually arbitrarily
small. Therefore, for almost every w € & N {o = 0o} N {7 = oo} fixed, eventually
©,(w) does not exit any set %67 s with ¢ is arbitrarily small and § = §(w) fixed small
enough, while 0% (w) — O (w) € [9/s,1 —9/s]. Thus O (w) — 0, finally implying
that ©,(w) — O.(w) € E1 N %5%. Then the convergence of m,(w) — Te, () for
almost every such w trivially follows from ¢(w) = 0 for all w € &,.

Consider now w € & N {0 < co}. By Lemma 4.17 (b), for almost every such w,
o < 7. Note that by (4.13), Bni1 + Bn = (2 — pnt1)O B + p5(1,), and that for any

integers q > p,
q

D (1) (Bugr + Ba) = Brr + (—1)7778,.

n=p

Thus for any 0 < k < T,

k k

Bk+1+(_1)kigﬁa = Z(_l)kin(ﬁwﬂ +6n) = Z(_l)kin [(2 - pn+1) 5n@;zl) =+ p5<7“n)] :

] ) (4.18)
By definition of o, Lemmas 4.14 to 4.16 and Lemma 4.17 (b) for all ¢ < n < k, for
almost every such w,

3M 0 —-—m+1

n
W
pyntl < V@n |5n| +3M pyntl

0 0
— AW
ps(r)| < o lanl + 5O B +

Indeed, being 9MeD,, , — Dd"~™ < 0, it holds that

|| < max {a" e, 006, + op 2 — ™
Vn

< max{0}|B,| + IMeD,,, — Dd"™™,00|5,]} + oM’

m

L
n m

Y

=0 |B.| +9IM

7/77/
then 90/(2v) < 3/v implies the claim. As v > 1, we can conclude that

—mAt1
ps(ra)| < 0008, | + 32—

T’ (4.19)

We now use (4.19) to show that {8,}*_, has either alternating sign or an almost
geometric decay, and that the transitions between the two regimes are such that it
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will be possible to bound, uniformly in k, the term Zﬁzg O |8,| appearing in (4.18).
First note that by (4.13) and (4.19) and Lemma 4.15, for almost every w considered,

Bn+1ﬁn = (_1 + (2 - ;On+1> @S)) 673 + ﬁnpt')(rn) S (_1 + 26511)) 62

n—m+1
+ [Ballos(ra)l < (=1+2617) B, + 00178, + 3M|Ba| — 77—
4 — 1
< [—1 + o0+ 92} 8 4 3m|p, L
3 n pyn+1
as O < e < 20/3 by construction. If
n—m+1 0

then it follows that (as long as (3, # 0, because in this case the term would not even
count in the contributions to the series we are trying to estimate, so we would just
skip to the next nonzero one)

4 1 3
Bri1fn < {—1 + (§ + 6) 6+ 02} 32 = <—1 +50+ 02) B2 <0,
since for all 0 < x < !/2 the parabola —1 + 3z/2 + x? is increasing, valued —1 at 0
and 0 at 1/2. By Lemma 4.13 this fact implies that for all choices of 6, depending on
1> 1, the factor is strictly negative. Which means that the sign of the 3, alternates

at this time. If . 0
n—m -+
SMT > 6|5n|7

Vn
it is possible to estimate

I8Mn—m+1 n—m+1
|ﬁn’ < 0 pntl < pyn—m+1 7’

which produces an almost geometric upper bound, implying, were it to continue, the
convergence of the series we are seeking to estimate. We then need to control the
number of transitions between one regime and the other. Recall that we are working
for all 0 < n <k < 7, and define two new stopping times sequences for all 0 < n < 7
as follows: for all

0
< g pnio <ocpney
denote 1y := o and for all 7 € N define

— 1 0

yntl
and
o; = inf {n > Mi-1 3Mn—1/n—n11+1 > g‘/ﬁn‘}’
for all
w€ N = {3MU_VU—”:F1 > glﬁgl} N{o < oo} N&",

for all 2 € N denote o( := ¢ and define

— 1 0
;= inf {n Z g;—1 - 3Mu S ’Bﬂ’}
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and

_ n—m+1 _ 6
;= 1nf{n2m: 3MT>6|B7L|}'

The crucial fact is then the following: that the condition

1I8Mn—m-+1
9 Vn+1

|Bn| <

defining the o; random times can be combined with Lemma 4.17 (b), which ensures
that for almost every w € &' N {o < oo}, |B.] > OP|B.| > a" ™ + Dd"™™ —
9MeD,y, ,,, for all 0 < n < k < 7, for all k. For the range of n considered then this
yields

1I8Mn—m-+1

a" "e+ DA™ —9MeD,,, < 7 eS|

Recall that by construction Dd"~™ — 9MeD,, ,, > 0, thus implying

BMn—m+1 6sn—m+1 6en—m+1
2] Vn—l—l 0 Vn—m—l—l o Qv pn—m '

n—m

If we rearrange this, we get

6(n—m+1).

(av)"™™ < 0

This condition cannot be satisfied infinitely often, as by Lemma 4.13, av > 1 and we
would have an exponential sequence upper-bounded by a linear one. Let

ﬁ::min{mgnEN:ijn, (av)? =™ > 7
v

6<j—m+1>}_

Note that 7 —m = . For almost every w € &" N{o < oo}, there will be a uniformly
bounded random time ¢ = i(w) < ¢ such that: on N<, + = n; < oo and 07,; = 00
and for all i > i+ 11m = 0; = 00; on Ns, ¢t = 1; < oo and 0; = oo and for all
i >i+1mn; =0; =co. On both events, the number of transitions between oscillatory
and almost geometric decay is bounded by ¢, which is deterministic. This observation
allows us to work on &’ N {0 < 0o} = N< U N-, and we will show that for almost
every w in this partitioning, 7(w) = oco. It is enough to show this in full detail on N~
as the argument is similar on N<, with the corresponding ordering of the n; and o;

random times.

Since for almost every w € N, for all k > m, |Bx| < €, and the sign alternates as
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aforementioned, for all n; < n < kA (0; — 1), for all 1 <4 < i, by (4.18) it follows that

k/\(ai—l)
’ﬁk/\(ﬂi*l)ﬂ + (_1)kA(0i_l)_mﬁm = Z (_1)k/\(ai_1)_n[(2 - pn+l)@g)5n + p5<rn)]
n=mn;
kN(o;—1) kN(o;—1)
= | D (=PI sign(8,)18u] (2 = pa)OY + Y (=1 ps ()
n=n; n=mn;
k/\(aifl) k/\(aifl)
= | > sign(Bine, )IBalOY (2 = pusa) + Y (DI ps ()
n=n; n=mn;
k/\(o'ifl) k/\(o'ifl)
> Y 2= par)IBal®F = > (1) s ()
n=n; n=n;
k/\(o‘i—l) k/\(o‘i—l) k’/\(Ui—l) k/\(o‘i—l) n—m + 1
> > B0 = N ps(ra) = (1—=0) > (B0 —3M Y T
n=mn; n=mn; n=mn; n=mn;
kN(o;—1) kN(oi— o
_ 1 _
> (1-0) Z 5n]©7” — € Z S nemAl )
n=mn; n=mn;

where the second last inequality follows by (4.19). Since

|Bkn(oi—1)+1 + (—1)“(‘”71)77“@% < 2e,
by rearranging we can conclude that
kn(oi—1) kA(oi=1) n—m41
2+ m—m
Z @(1) |5n ZTL 1777, 9 v +1 c. (420)

n=mni;

It is known that we have finitely many sums of this type, and the number of them is
uniformly upper-bounded by ¢. As to the other sums, the estimate is simpler, since
forallm y <n<kA(n—1), forall 1 <i<q,

EA(ni—1) EA(n;—1) m1

n J—

n=0;_1 n=o;_1

In conclusion, for any ¢ < k < 7 we have an upper bound uniform both in k£ and in
w, achieved by splitting the whole series into these segments, and adding up the two
estimates’ contributions:

k 0 v
24 3% nomil —m+1 24 55 v
(1) nml,n n—m+1 (V 1)
2OV < e 1 e Z g S\ T )

n=o

As mentioned earlier, for almost every w € N, for all n,_y <n < kA (0; — 1), for all
1 <i <4, one can proceed with estimating in the same way, to get (4.20), but with
the appropriate indexing of the random times, that is

kA(o;—1) 2 zk/\(m—l) n—m+1

+ —n. n—m-41
@(1) n n=mni-1 v c.
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One derives similarly also (4.21) for all p; <n < kA (0; — 1), for all 1 <i < u:

kEA(ni—1) EA(n;—1) n—m41
1) _
Z ®n |B”| <de Z pyn—m+1l

This shows that the bound

i@<1)|ﬁ|< o, (4.22)
Pl =TT g (v —1)2 ‘

n=o

applies uniformly in m < k < 7 € NU oo and for almost every w € &’ N {o < oo}.
Thanks to these results we now show that & N{o < oo} N {7 < oo} is negligible.

For almost every fixed w € &" N {0 < oo} N {7 < oo} one can use (4.22) with

k =1 —1, and by Lemmas 4.11 and 4.14 to 4.17, one has the following (recall that

o < 7isensured by Lemma 4.17 (a), while "¢ < ©|,,| is shown as in Lemma 4.17

(b)):

T—1 7—1 T—1 7—1
1
OF =P <Y |00 —OR1 <3) 0018 +c) lonl+ed ——y
n=oc n=o n=c

n=o

n—m

anm

T—1 T—1
<3 OW 1Bl + e max{a" e, O8]} + 3¢

T—1 o]

T—1 o

n=o n=m n=m

(v—1)2 1% 1%
<(3 4 3
<( +c)€<¢ T (V_1)2)+ e(y_1)2+5y_1

B 4

=¢e 3 < 3
But since w € &’ N {7 < oo}, by Lemma 4.17 (a), O € [¢/1,1 — /4] for almost every
such w, and since it has just been proved that O has travelled a distance less than 9/s
for almost all w € &V N{o < co}N{r < 0o}, OF € [6/s,1—9/s] for almost every such
w, that is an almost sure contradiction with the definition of 7. Hence the considered
event must be negligible. Thus we can consider just & N {o < oo} N {7 = c0}. We
can perform the same exact estimates as above (except invoking Lemma 4.17 (a) of
course): thanks to Lemmas 4.11 and 4.14 to 4.16, and Lemma 4.17 (b), it holds that
for almost every w € & N{o < oo} N {7 = o0},

m

(e 9] (e 9] [e.9] n —
D100 Ol < B+ YOIl +3e Y

— 1 B 6
+ 5nz;n m < €§ < g
The last step follows from (4.22) holding uniformly for any & > o. This finally
yields the convergence of O in [¢/s,1 — 9/s] for almost every w € & by definition
of 7. Exploiting again e being arbitrarily small, as we did on & N {o = o}, we
conclude that ©( vanishes. Thus similarly, for almost every w € & N{o < 0o}, the
convergence of ©, to some O, € F; implies the convergence of 7, to me,. O

Remark 4.19. On &\” with i € {2,3} one can proceed by exploiting the symmetry
of the model, define o and T accordingly in terms of the corresponding coordinates,
and show an analogous version of Theorem 4.18 for i € {2,3} as well, thus yielding
convergence of sample paths for almost every w € &.
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4.5 Convergence on &-

The main goal of this section is to show that {©,,} converges almost surely on &~. Let
us start with an introductory remark corresponding to the one opening Section 3.5,
but adapted to the random setting.

Remark 4.20. For almost every w € {{ > 0}, there is no subsequence {O,, }ren
bounded away from 0%. Thus ©,, — 0% almost surely on {{ > 0}.

Proof. Consider that for almost every w € {¢ > 0}, ||v,|l1 — ¢ by Lemma 4.5, and by
Lemma 4.1 we also have that ||R,41||s — 0 for almost all w € {¢ > 0}, as n — c©.
Assume by contradiction that there is a nonnegligible event A C {¢ > 0} on which
a subsequence {0, }ren is bounded away from the boundary. For almost all w € A,
at the times {n;}, we would be able to apply (4.5) from Proposition 4.7, with some
constant 0 < ¢(w) < 1, yielding

[onctall < ellvnlly + [ Bl

Taking the limit as & — oo on both sides yields ¢ < ¢/, which implies that ¢ = 1
for almost all w € A, since £ > 0. Thus a contradiction has been reached. n

Define the event

V= {El{nk}keN, WeV: lim 6, = v} > .
Note that 7" = | J;_, 7@, where for every i € {1,2,3} we define
7Y = {E{nk}keN : kli_1>noo O, = vz} )

The following lemma corresponds to Lemma 3.34. For reasons that will soon be clear,
we anticipate its proof in this part of the section.

Lemma 4.21. For almost every fived w € 7" and any subsequence {ny}, such
that ©,,(w) — v € V, the set of accumulation points of {(On,—1,Tn,—1)},
{(Ony, M)} and {(Ony41,Tny41)} is a subset of {(v,m, & Le_1(v))}. Moreover, if
the considered w and {ny} are such that also {m,,} converges, {mn, -1}, {mn,} and
{Tnes1} asymptotically oscillate between 7, = m, £ Le_i(v) and &, = m, F Le_1(v),
while {O,,-1},{On, },{On,+1} all tend to v: that is (On,_1,Tp,—1) —> (v, 7s),
(Onys Tny,) — (v,74) and (Ony 41, Tnypt1) — (v, ) as k — 0.

Proof. By symmetry, without loss of generality, assume that w € 7' and let {ny, }ien
be such that (@nkl,ﬂnkl) — (vg, ) as [ —> oo. For simplicity relabel as n, the
subsubsequence {ny, }. The first part of the argument is the same as in Lemma A.26,
with p,q replaced by ©,7 and the p coefficient being now time-dependent. Briefly,
note that, by (2.32), as r — oo,

(1= PO+ pu(L— 7, —7) 0 (123
(1- pnr)®(2)71 + pn, (1 — Wﬁf)fl (2)) — 1 (4.24)
(1= )0 + o (1= 78, — ) >0, (4.25)

and therefore (4.24) implies that 7.’ + 7® — 0, since 0 < 7, < 1. Hence,
@ — 0=7? and O | — 1, which also 1mphes that for i € {1 3} ey, —0,
that is ©,,_1 — vy t0o0. (4.23) and (4.25) directly imply also that for i E {1,3},
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T +m | — lasr —s oo, then foralli € {1,3}, 1—7% -7 | — O as r — oo.
Since by Lemma 4.5 for almost all w € 77®, V(O,, ,m,.) — V(vg,m) = l(w),
one can determine 7,. Indeed the definition of the potential has not changed from
Lemma 3.34 so, by the same argument from the corresponding part, we have that

either m, = ((144)/2,0,(1 —¢)/2) or m. = ((1 —¢)/2,0,(1 + ¢)/2). Without loss of
generality, assume the latter scenario. Then since it has been shown that
0, 1 =2
1, i#2’
quite trivially 7,1 — ((14+¢)/2,0,(1—¥¢)/2) =: 7., the complementary form of 7.
The same holds for 7, 1.

The argument now slightly differs from the one in Lemmas A.26 and 3.34, due
to the presence of perturbation terms, which, however, vanish almost surely by
Lemma 4.1 and therefore do not significantly change the proof of the last fact. As

r —s 00, R\, — 0 almost surely, so by (2.31),

LIS CIS 1+¢
1) — r (2) nr (3) (1) y
7Tn7«+1 - @%1) + @S,) 7an + @%1) + @;Lz) 7Tn,« + Rnﬁ-l 9 )

T & T 1 — {

because
®3)

Ny
“er+en ="
and 7?) — 0 for almost every w € 7'®, while

0

(2)

Ny
emron b
and 7Y — (1 +£)/2 for almost every w € 7"®. By (2.31),
O %, 7 4 n, O L R®
e en e e e

as both terms next to ) and 7, along with R{’, vanish for almost every w € 7"®.
Therefore m, 1 — 7. and 7, + m,, 11 — (1,0, 1) for almost every w € 7'®. As a
result

@Tbr"!‘l = (]‘ _pnr+1)@nr +10nr+1[1 - (ﬂ-nr +7an+1)] — (1 - p)UQ +p(1 - (]‘7 07 1)) = UQ

and 7o, ,, — Ty, = (1/2,0,12) as r — oo, for almost every w € 7'®. As
in Lemma A.26, we now start from an arbitrary convergent subsubsequence of
{On+1(W), T, +1(w)} and of {©,,, 1,7, —1}. We will denote them {O,,, 11,7y, 41} and
{On,—1,Tn,—1}, and their limit will be, in each case separately, denoted as (O, 7,), to
be determined. The underlying hypothesis is that for the w considered 6, (w) — v.
In the case of the convergent forward shift subsubsequence, by (2.32) we can see that
_ (L = pn,+1)On, — On, 1 Y1 — (1 —pv—0, F1—F =,
Pry+1 p

so we have that (©,,,7,.) — (v,7.) and we obtain, through the same argument
as the one shown above, that the forms of m, and 7, are the claimed ones, and
that ©, = v for almost every w considered. We proceed similarly in the case of the
convergent backward shift subsubsequence. By (2.32), we can see that

T, = (1 - pnr)@mfl — O, t1-m, — (1 - pnr>@* — v

Pn, Pn;

so (On,, ™, ) — (v,7,), and we can repeat the same strategy just discussed in the
previous case. The second part of the claim trivially follows by taking n, = n; in the
argument above. O]

Ny

_*_1_7?‘.* ::71—*7
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4.5.1 Convergence with boundary initial conditions

In this section the probabilistic model is forced to admit boundary initial conditions,
to briefly study its corresponding asymptotic behaviour. Although the main objective
of our analysis is the model having ©( ¢ 0% (regular initial conditions), it is interesting
to study, like we did for the dynamical system in Section 3.5, also the evolution of
the stochastic process with boundary initial conditions. The asymptotic behaviours
we will observe give precious intuition regarding the regular case. At the same time,
the system is much more rigid, with boundary initial conditions, hence the results are
easier to obtain.

Lemma 4.22. Let ©g € E; for some i € {1,2,3}. Then for almost all w € ) there
exists O,(w) € E;, such that ©,(w) — O,(w) as n — 0.

Proof. Without loss of generality, by symmetry, assume ¢ = 1, that is ©y € Ej, or
equivalently ©)” = 0 and 0 < ©F < 1. It follows immediately, from the form taken
by Mg,, similarly to the initial part of the proof of Lemma 3.29, that

0 11 7 4+ 7y + RY
T = 1— @62) 0 0 o + R1 = (1 — @[()2))71'((]1) + R(f)
oy 00 oy’ + R

However, since B{® ~ Bin(uN{”,0) and B{” ~ Bin(uN{,1), as 6§’ = 0, B{” =
and B{¥ = uN§” almost surely. Then (2.28) implies that almost surely

By —pNo”  nlNo” = By — pulNg?
o1 01

Ry = 0.

It follows that almost surely
O = (1= p)O} + pi(1 =’ = 7 ~ni?) =0

and therefore, by induction, one has that almost surely ©V = 0 for all n € N. Note
also that almost surely, as a consequence of R” = 0 for all n € N and R, € Iy :==
{x € R®: x1 4+ 29 + 23 = 0}, we have that R®Y = —R® almost surely. Due to this
fact, Mg, has the same form as Mg, for all n, almost surely, and it follows that

0 11 T 4 7@
Tap1=(1—-02 0 0] m+Rop1= | (1—02)7H + RZ,
o 0 0 O ~ R,

Therefore, by (2.32)

(2) (2) (2) (2)\ (1) (2) (2)
@n—l-l - @n - pn+1[1 - @n - (1 - @n )Trn - Rn—l—l -, ]

= Pt [(1= O)(1 = 1) = 72 — R,] = poa[(1 - O2)(1 - )
~(1-02,)r%, — R® — R?,].

n—1
Since almost surely O = 0 for all n, by (2.32) we also have that almost surely
7’ =1—70 for all n € N, and thus that

Ol — Oy = —pu (1 —70)(OF — 6,2, +1,), (4.26)

n

where 7, := R® + R |. Note that by Remark 4.2, there is a deterministic mn large
enough, such that for all n > m,

l—p _ p+1
a1 <p+—L ==L <

1
2 2 ’
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hence p,1(1 — 7)< p for all n > m.
We show that © converges almost surely, by showing that for almost all w € €,

o
> 166, - 6] < oc.

Fix 1 < v < ,/p, by Lemma 4.1 for almost all w € Q, there is m = m(w) such that for
all n > m, |[R?| < v~". Let m = m(w) := max{m, m(w)}. For all n > m we iterate
(4.26) down to m, and it follows that

0~ 0 = (~1 i T (- )0 - 02)

k=m+1
n

+ Z n k+1~n k+1 H (1_71.](;))70]w

k=m-+1 j=k+1

and since for almost all w for all n > m, |r,| < |RZ,| + |RP| < 207, if we define
A = max{p, v '}, the following estimate holds,

n
05, -0 < meN 0@+ Y i < 5O, — 0y
k=m+1
n ~n—k+1 n
+2 Y ° <A, — 0@ 42 Y ARk
k=m+1 k=m+1

— NP, — 0P| 4 2(n — m)A™T!

@(2) —0®
— )\ <2)\ (1__) w>
n nA™

Thus O, — 02 = O,(nA"), which shows the claim of convergence of the series
of absolute increments. Since for all n, ©) = 0 almost surely, the almost sure
convergence of O implies the almost sure convergence of ©, to some O, in the
closure of FEj. O

Note that Lemma 4.22 already implies almost sure convergence of the stochastic
process with boundary initial conditions. However, due to the perturbations, we lost
the alternating series estimate of Lemma 3.29, and as a result we cannot exclude the
vertices on F; from being possible candidates for the limit of a boundary sample path.
For this reason, we needed to prove Lemma 4.21 earlier than we did with Lemma 3.34
in Section 3.5. We can now exploit it to make progress in understanding the sample
paths of {m,}.

Corollary 4.23. If O € L, then for all 7o € ¥ and almost every w € (1, the set of
accumulation points of the sample paths is {(O., me, + fe_1(0.))} for some O, € E;
and > 0. Moreover, f = W)/,

Proof. f w € D, ©,, — O, € V, and the claim follows from Lemma 4.21. Assume
w € D and without loss of generality, by symmetry, let ¢ = 1. In this case by
Lemma 4.22 the limit ©, € E;, and we can exploit continuity of the nonautonomous
iteration map

®,41(0, ) = (( prs1) ﬁé;( m @W)) + ( p]?:jH H)



121

on By x 3. Using 1 — ©,, = 2mg, and rearranging (2.32) we obtain
1

Pn+1

(I -+ M@n)ﬂ'n == 27T(—)n - ( (®n+1 — @n) -+ Rn+1> .

By Lemmas 4.1 and 4.22, almost surely ©,,,1 — 0,,, R,.1 — 0 as n — oo, thus
implying that (I + Mg, ), — 2me, almost surely. It then follows that
I+ M,
——"7T, — Te,
2
and therefore I+ M
T@*(W n—To,) — 0

almost surely, as

I+ Mo,
2

I+ Mg, I+M@*} I+ Mo,
. 7Tn+—

Tp — Te, = |:

and almost surely

I+ M

%WN_WG*H07
while ey [ Y

{Jrg C +2 @*}_ﬂ)

by continuity. Thus we conclude that, like on D, for almost all w € D°, 7, — me,
either becomes aligned with e_;(0,) as n — oo or vanishes (in which case § = 0).
Lemma 4.5 ensures, even though without monotonicity, the existence of the limit ¢ for
V(©,,m,) also for boundary sample paths (indeed, note that the proof of Lemma 4.5
does not make any hypothesis such as O being in the interior of the simplex). There-
fore one can proceed to determine (8 as in Corollary 3.30. It suffices to change the
notation in p, ¢ to ©, m; then the argument is exactly the same, and there is no need
to repeat it here. O

Proposition 4.24. If ©g € E;, then for all my € X and for almost all w € Q, there
exists O, € E; and 8 > 0 such that the boundary sample path approaches the 2-cycle
{(O, 7o, £ Be_1(0.))}, with B = |Bo|, where Ty = me, + apen(On) + Foe—_1(Op).

Proof. We only need to show the cycling between the two accumulation points, since
Proposition 4.7 ensures that the set of accumulation points is as per the claim. Unlike
in Proposition 3.31, we need to consider the vertex as a possible accumulation point.
However, whether ©, is a vertex or not, with the usual choice of eigenvectors intro-
duced in Proposition 3.31 and Lemma 3.34, which extends to the vertices as well, as
far as e_; is concerned, we have

e-1(On41) — €-1(0,) = (0,1, — ©)eo.
Then for a boundary sample path (4.2) reads

ant1€0 + Bnr1e-1(Opg1) = P aneg — Bne_1(0,) + (1 — Pn+1> R,11, (4.27)

2 2
which yields, being R}, = 0 and R}, = —R\"}, for all n as shown in Lemma 4.22,
_Bn+1 = ﬁn
py1 + (1 — @S))Bn—&—l = —pn;loén — Ba(1 — @S)) + <1 - pn2+1> RSJ)A

—Qn41 + @S)Bn—s—l - pn2+1 Op — ﬁn@;f) - (1 - pn2+1> strl
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for almost all w € €. The first equation plugged into the second makes the latter a
scalar multiple of the third, so, as in Proposition 3.31, we keep only the first and the
third equation. Simplifying the third equation by means of the first yields

sy = —p"2+1an + 5.(02 —0% ) + R?), (4.28)
5n+1 - _ﬁn‘ (429)

We can also rewrite ©,,.; — O,, in eigencoordinates by rearranging (2.32) and using
Tn — TO, — O‘nGO(@n) + 571671(@7»' It yields

®n+1 - @n = pn+1(2ﬂ-6n — Tp+1 — 7Tn) = —Pn+1 [(M@n + I)(ﬂ-n - W@n) + Rn-i—l]
= —Pn+1 (aneO + RnJrl);

which implies that O — O2 = —p,11 (an + Ri/.;), which turns (4.28) and (4.29)
into the following system, almost surely,
1 1 @)
Unt1 = Ppt1 | Bn — 5 ) ant |1+ P B — 5 Ry (4.30)

These equations hold almost surely, so by (4.31) it is clear that almost surely £,
oscillates between By and —fy. The asymptotic 2-periodicity will follow from showing
that «,, vanishes almost surely. The same estimates of Corollary 3.30 leading to
|Bn] < 1/v3 apply and allow us to prove this claim. We iterate (4.30) once more and
plug it into (4.31), yielding

An4+1 = Pn+1Pn (ﬁn - %) (ﬁn—l - %) Qp—1 + Pn+1 (571 - %) |:]- + Pn (Bn—l - %):| RS)

1 1 1
+ [1 + Pn+1 (571 - 5)] Rifh = —Pn+1Pn (571—1 + 5) <5n—1 - 5) Qp—1

1 1 1
— Pnt1 <5n1 + 5) [1 + Pn (5n1 — 5)] RY — [1 + Pnt1 (ﬁnl + 5)] Rffjrl

1
= —Pn+1Pn <57211 - Z> Qp—1 + Tyl

where

1 1 (2) 1 @)
T'nt+1 '= —Pn+1 5n71 + 5 1+ Pn ﬁnfl - 5 Rn — 1+ Pn+1 5n71 + 5 Rn-‘rl'
Note that for all n > m, since

4
bt <=t < —= < -,
far 25 B2 B3

1 ‘ 1 1 2

1 11 e 1] e A\ 1
[Pl < | Bama + 5| {1 |Bar = | IR+ | 4 Bar S| Bl < (145 ) -0
This leads to
1 6
1| < P2 (B2-1 — =] |an1| + [Pat1]| < =|ana| + —.
4 12 v

Recall that, in Lemma 4.22, we showed that:



123

e By Remark 4.2, there is a deterministic m large enough, such that p,.1 < p <1
for all n > m and for all fixed 1 <v < \/p;

e By Lemma 4.1 for almost all w € €2, there is m = m(w), such that for all n > m,
[BRP|< v

Thus let m = m(w) > max{m, m(w)}. For all n > m,

| 6
ans1] < T5lan] + . (4.32)

Set A := max{!/i2, v~ }. Then for any k € N, if n+1 = m + 2k, iterating (4.32) down
to m yields

k—1 k—1
1

7=0
D \mH2k=11 _ )k

_ )\k - 6)\m+2kz—1— _ )\kz . 6
|| + oo || + =Y

< Mlap| + 62 — 3 (o] + 6
Aml TOT TN T ml TN

Similarly, if n + 1 = m + 2k 4 1, iterating (4.32) down to m + 1 yields

k—1 k—1

1 11 1 1 1
|Qmsznsr] < Toplame + 6y To7 gz = 1gn Q1| +6 Yoo (o) pmiiiah1-2;
j=0 j=0

X )\m-{—l ) A\
A |am+1|—|—61_)\ <A |Olm+1|+6m .

Let M := max{|ay,|, |am+1|}. Then for all n > m,

)\m nt+l—m 1 +1 n+1
a1 < (M+6—) AL <—(M+6—)\/_" ( fJ).
I=A VA"

Thus for all n > m,

| < ﬁ (M + 61)\_—m)\> oo (4.33)

This yields a geometrically decaying upper bound on the first eigencoordinate. That
B = |Bo| almost surely, is obvious by the alternating 3, coordinate. In particular,
almost surely, = 0 if and only if 7y = me, + apeo(Op) for some real ay. O

Remark 4.25. The geometric upper bound on the decay of |ay,| for a boundary sample
path is uniform on the simplex, by the same reasoning as in Remark 3.52, hence there
exist a constant M, dependent on w € ), such that for almost all w,

| < MVA" (4.34)
Equivalently, o, = O, <\/Xn>

Theorem 4.26. If ©g € E; for any i € {1,2,3}, {©,} converges almost surely to an
almost surely E;-valued bounded random variable ©.
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Proof. For almost every w € €, {0,(w)} converges to ©,(w) € E; by Lemma 4.22,
thus by defining ©9(w) := limsup,__,.,O%(w) for all j € {1,2,3}, we obtain a
random variable © to which {0©,} converges almost surely, which is well defined on
(Q,F, {F,},P), since it is F,-measurable, and is almost surely E;-valued, since by
construction P(w: O(w) = O,(w)) = 1. O

The following is an immediate consequence of Theorem 4.26 and Corollary 4.23.
Recall that ¥* denotes the medial triangle in ¥ (boundary excluded).

Corollary 4.27. Let ©y € E; for any i € {1,2,3} and my = 7o, + apeo(Op) +
Boe—1(00). Then {m,} either almost surely diverges if |Bo| > 0, or almost surely
converges to mg (which is almost surely 0¥ *-valued) if By = 0, where © denotes the
almost sure limit of {©,,}.

4.5.2 Structure of the set of accumulation points

In this section we go back to regular initial conditions. Unlike in Section 3.5.2, we
will not make direct use of the results in Section 4.5.1, since in Proposition 4.29 we
will be able to rely directly on the dynamical behaviour of deterministic boundary
orbits to understand sample paths approaching the boundary. It is useful to describe
the stochastic process as a dynamical system having nonautonomous iteration map
®,,. 1, including a random perturbation part, which is vanishing by Lemma 4.1. The
iteration map has almost sure limit ®, which is continuous on ¥y x X:

(Srmt) = owa@um = (Gl ™)

— ((1 - pn-l-l)@n + pn-i-l(l — Tn — M®n7rn)> + (_pn-i-an—i-l)

M@nﬂ-n Rn+1
where
._ (1 - pn+1)® + pn-l-l(]- - = M@ﬂ-) —pnr1Rnp
®n+1(@,71') '_ ( M@ﬂ' + Rn—l—l
(1-p)O+p(1—7— Mom)\
— ( Mon = ®(O, ).

Remark 4.28. For almost every w € ) fixed, the limit map ® is a uniform limit for
®,,. 1 with respect to the variables © and © and the 1-norm.

Proof. By Remark 4.2, the boundedness of ¥ and Lemma 4.1, we have that

1 1
sup [ (8, 7) — Dyir (€, 7)1 < 2(|p — pusa| + [Rusall) = O, (; + —) |

EoXE n Vn

The limit is possibly pointwise in w, since the random time, at which the geometric
upper bound starts being active as per Lemma 4.1, has not been shown uniformly
bounded. O]

Proposition 4.29. For almost every w € {¢ > 0}, the set of accumulation points of
the sample path {(O,(w), m,(w))} is a subset of

{(©, 79 £ Be_1(0)): © €%, V(0,10 £ fe_1(0)) =Ll(w)}.
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Proof. First recall that by Remark 4.20 for almost all w € {¢ > 0}, for every {n},

*

©,, — 0X. Consider any convergent (©,,,m,, ) — (OF, 75) as k — oo, for some
©F € 0¥, my € X. If wis such that ©f € V, then w € 7, so by Lemma 4.21, for
almost every such w,

U(w
71'6k = ey + %6_1(@3);

since then, due to ||e_1(Of)|l1 = 2,

= H@m(@m

= l(w),

1

|75 — Tex

the claim follows. If w is such that ©F ¢ V, then ©f(w) € E; for some i € {1,2,3}.
We need to show that for almost every such w, 7g is of the form gy + pe_1(0f),
where 3 > 0 is such that V(6§, me; + Be_1(6;)) = {(w). For every such w, con-
sider then {(©,, 1, Tn,—1) }ren, which, by boundedness, has a convergent subsequence
(Ony,—1, Ty, —1) — (01, 7]) as s — oo. For simplicity denote n, = ng, — 1. We
claim that for almost every such w, ©f(w) € V. In fact if such w’s constitute a non-
negligible event on which the subsequential limit ©7 € V, for almost every such w in
the nonnegligible event, for some v € V, (0, ,m,.) — (v,7}) as r —> o0, where
7 — m, is in the eigenspace spanned by e_;(v); then by Lemma 4.21, it must follow
that for almost every such w in this nonnegligible event, (0,, +1, 7, +1) — (v, 7}),
where 7] denotes the point complementary to 7}, as per the notation in Lemma 4.21.
The contradiction for almost all such w’s is thus reached, since n, + 1 = ny,, so we
concluded that with positive probability ©,, — v € V, while it was assumed that
©,, — O € V for all considered w.

Since for almost every w considered, ©f(w) is not a vertex, the limit map & is
continuous at (©%, 7}), therefore for almost every such w,

(67,7}) = @ (1m (O,,m,,)) = lim ® (O, 7,,) = lim By, 11 (O,,7,)
T—00 r—00 r—00

= ri_go<®m+lv7rnr+l) = Sh_{glo(gnksaﬂnks) = ( 0777())7

where the crucial part is the third equality, which is the main difference from Proposi-
tions A.27 and 3.35, and it follows by Remark 4.28. Indeed, as r — oo, by Lemma 4.1
and Remark 4.2, for some 1 < v < ,/u fixed, for almost every w,

19 (O, = B (€ ) s = O (4 1)

e
and since both ® (©,, ,m,.), and ®, 41 (6, , 7, ) have a well defined limit, then both
limits must be the same, for almost every such w. In conclusion, for almost every
such w, we can treat the sequence of limit points yielded by iterating this procedure
(exactly as done in Propositions A.27 and 3.35), as a deterministic finite segment
of boundary orbit, since the limit map ® is the same iteration map as ®,, used in

P
Section A.5: @™(OF %) = (OF, 1), and ©F, € FE; for any m. We can see that 7
is on the eigenspace spanned by e_;(0f) for almost every such w in eigencoordinates,
exactly as in the conclusion of Propositions A.27 and 3.35, by formally changing the p,
¢ notation into the ©, 7 one. It is worth noting that we did not need to use the results
about boundary sample paths, in particular Proposition 4.24 and Remark 4.25. It was
enough to rely on the limit deterministic map’s driving force, to show that |ag| = 0,
where 75 — Tex = apeo + foe—1(0;). Working pointwise in w, this leaves only two
choices for ) on the eigenline: the values 3, such that V(©f, me: + Be_1(05)) =

U(w). O
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Note that for almost every w € {¢ = 0}, Proposition 4.29 follows trivially with
B =0, that is {(0,71¢) : © € X}.

Remark 4.30. For every fized w € &~ consider any {ny}ren such that {©,,} con-
verges, that is ©,, (w) — O.(w) € E; for some i € {1,2,3}. For almost every such
w, the set of accumulation points of {(On,, 7, )} and {(On, 11, Tn,+1)} s a subset of
{(©4, o, £ Pe_1(0,)) : B = P(w) >0, V(O,, e, £ fe_1(0.)) = l(w)}. Moreover,
for almost every such w for which also {m,,} converges, {m,, } and its shift {m,, +1}
asymptotically oscillate between m, = g, £ fe_1(0.) and 7. = mo, F fe_1(0.), that
is, if the considered w is such that (0, ,m,, ) — (O, m.), then for almost every such
W, (Onyi1, Tnpt1) — (O, ) as k — 00.

Proof. We exploit the continuity of the limit map ® on E; x Y. Starting with
©,, — O, € E;, to find the accumulation points we must extract any conver-
gent { (6nkl’ﬂ_nkl>}l€N and check its limit. To simplify the notation we relabel it as
{(©n,, T, )}. For the m-component’s shifts we have that by Proposition 4.29, for
almost every w € &, T, = M, + fe_1(0,). Since

To, F Be_1(0.) = 7. == Mo, 7, = Mo, (1o, £ Be_1(0.)),

(2.31), Lemma 4.1, and Remark 4.28 imply that, for almost every w such that
©, — O, € E; and 7, — m,, we have that 7, ., = Me, m, + Ry 41 —
.. Therefore, like in Remark A.28, we start with an arbitrary subsubsequence
{(On, +1(w), T, 41(w)) }ren convergent to some (O,7,), both to be determined un-
der the hypothesis given. Having that O, (w) — O.(w) € E;, by (2.32) we know
that

1 —py ®n _@n 1-p)06,—06
. :( Pr+1)On, rt1 Tl _>( p)

T
pnr+1

+1 -7, = 7.

We can repeat the argument above by applying Proposition 4.29 and (2.31), so as to
show the claimed form of 7, and 7, for almost every w considered.

For the ©-component’s shift, since m, + 7, = 27g,, and having already showed
that for almost every w considered 7, — m, and 7, 1 — 7.; if ©,,, — O,, then
by (2.32) it follows that

= 06,,

as 1 — (m,+m,) = 1 —2mg, = O,. Hence if we start with an arbitrary subsubsequence
{(On, +1(w), Tp,41(w)) }ren convergent to some (O, 7,) with only © left to be deter-
mined, it follows that ©® = ©, for almost every w considered. The rest of the claim is
trivial by taking n, = ny. O]

Note that Remark 4.30 trivially holds also for w € &, with £ = 0, 7, = 7, =
To,, B = 0. The next corollary can be proved as its deterministic counterparts
Corollary 3.37, the only difference being that some steps hold only almost surely.

Corollary 4.31. For almost all w € {{ > 0}, ©,.1 — ©,, — 0 as n — 0.

Proof. Denote d,, = ©,,.1 — O,,. The claim is equivalent to showing that d, — 0
for almost every such w. Since d,, is bounded, if every convergent subsequence d,,,
converges to 0, then d,, converges to 0. Consider then a convergent subsequence
d,, — d. We will show that by Lemma 4.21 and Remark 4.30, d = 0. There are in
fact two cases, depending on whether {(0,, ,m,, )} converges or not.
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e If w is such that {(©,,,m,, )} converges, it could be that ©,, tends to a vertex
or inside an edge. If it is a vertex, ©,, — v € V by Lemma 4.21 as k — oo,
Op,+1 — v too for almost every such w and therefore d,, — 0 for almost
every such w. If it is not a vertex ©,, — O, € E; for some i € {1,2,3}, then
by Remark 4.30 ©,,41 — ©, too for almost every such w. Hence d,, — 0.
In any case, d = 0.

e If w is such that {(©,,,m,, )} does not converge, by boundedness again one
can pick a subsubsequence (©,, ,m,, ) that does so. Since d,, — d, also
dp,, —> d as ¥ —> oo. However the previous argument applies to d,, since
(On,, T, ) converges, thus falling into the previous case, and therefore d,,,
vanishes for almost every such w as 1 — oo. Then for almost every such w,
0=d=1limg_00 dp, =lim, o dy, .

]

Note that for almost every w € {¢ = 0}, Corollary 4.31 follows trivially from (4.4)
and Lemma 4.1.

Remark 4.32. For almost all w € &, by Remark 4.3 and Corollary 4.31 there exists
a subsequence of {©,} bounded away from V.

The following claim holds trivially also on {¢ = 0}.

Corollary 4.33. For almost every w € {{ > 0}, as n — 00, a, — 0 and |5,| —
.

Proof. We first show that «,, vanishes. Considering that in eigencoordinates (4.11)
holds, which can be rearranged as

Ony1 — 6, = _pn+1(05n(1 =+ AO(Gn))eo(@n) + ﬁn(l + Afl(Qn))efl(@n) + RnH)v

and considering that for almost every w € {¢ > 0} by Remark 4.20, ©,, — 0% and,
as a result, by Lemma 3.19 (f), 1 + A_1(©,,) — 0 and 1 + \y(©,) — 1, and by
Lemma 4.1, R,+1 — 0; by Corollary 4.31 and Lemma 3.19 (h) it follows that for
almost every such w, a,, — 0 as n — oo.

We now show that |3, (w)| — /2 for almost every w € {¢ > 0}. Since |3,
is bounded, consider any convergent subsequence |3, (w)| — ¢(w). Assume by
contradiction that ¢'(w) # “«)/2 for all w belonging to a nonnegligible event in {¢ > 0}.
Since O, is bounded, extract a convergent subsubsequence {@”jz hen. Relabel it with
{ny} for simplicity. Since for almost every w considered the potential limit along this
orbit is {(w) > 0, we have ©,, (w) — O.(w) € 0¥ by Remark 4.3, and |5, (w)| —
U'(w) # @) /2 by assumption. Recall that by Remark 4.20, P({¢ > 0} \ (&~ UD-)) = 0.
So we only need to consider two events: the one for which w is such that ©,(w) € V
and the one for which ©,(w) belongs to 9¥ \ V. If w is such that O,(w) € V,
|Bn,. (w)| — @) /2 for almost every such w by Lemma 4.21. Since {n;} is a subsequence
of {n;}, and |B,,(w)| — {'(w), this leaves only a negligible event, on which we could
escape a contradiction with the assumption ¢'(w) # ‘@ /2. If w is such that ©,(w)
belongs to E; for some i € {1,2,3} (recall that 9¥ \ V is partitioned into Ej, Es,
Es), by symmetry, without loss of generality, consider any such w belonging to the
event for which + = 1. We show the argument explicitly only on this event, as on
the events, for which ¢ = 2 and ¢ = 3, the argument is the same, upon interchanging
the coordinates according to the symmetry of the model. For w such that ¢ = 1
fixed, by the smoothness of the eigenvectors proved in Lemma 3.19 (h), it is known



128

that €g(©,,) — (0,1,—1) = €¢(0.) with ey(0,,) — eo(0.) = O(0,, — 6O,), and
e_1(0y,) — (-1,1-02,09) =:e_1(0,) with e_1(0,, ) —e_1(0,) = O(O,, — O.,).
Thus

Hankeo(an) + Bnke—l(@nk)nl = Hank [60(@7%) - 60(@*)} + /Bnk [6—1(@7%) - 6—1(@*)]
+ a0 €0(0) + Bre-1(04)[[1 = [[O(On, — Ou) + an,€0(0.) + Br,e-1(0.)[1
= [0w(1) + Bu,e-1(04)]1,

since o, — 0 for almost every w considered. Thus

V(@nk7 Wnk) = ”ow(l) + 57%671(@*)”1'

Since w was assumed such that |3, (w)| — ¢'(w) # ‘@) /2, being {n;} a subsequence
of {n;}, also | B, (w)| — ¢'(w), and this would imply that

0= V(On,, o) =€ = [|0w (1) +Bn,6-1(0:) 1= = |Bn, [[| 0w (1) +e-1(O.) [ 1= — 20'—¢

because ¢ # 0 (otherwise V (O, ,m,,) — 0, as k — oo, but w € {¢ > 0}). Thus
for almost every w considered, 2¢'(w) — ¢(w) = 0, or equivalently ¢'(w) = “«) /2 which
leaves only a negligible event on which we could escape a contradiction with the
assumption ¢'(w) # ‘@ /2. We have thus shown that for almost every w € {¢ > 0},
{'(w) = *@) /2, where '(w) is the limit of an arbitrary convergent subsequence {|f,,|}.
Since for almost every w € {{ > 0}, any convergent subsequence {|f3,,;(w)|} of the
bounded sequence {|5,(w)|} tends to «)/2, it follows that for almost every such w,

|Bn (@) — ). —~

For almost every w € & fixed, by Remark 4.32 it follows that there is a subse-
quence {O,, };en bounded away from the vertices. By boundedness, this implies the
existence of a subsubsequence {©,,; }ien (relabelled with ny for simplicity) such that
O, (w) — O.(w) € E; for some i € {1,2,3}, for almost every w € &-. Define

&Y = {we & : Hmren, On (W) — O.(w) € Ej ask — oo}

Thus
3
P <€g> \ U%;“) = 0.
=1

By symmetry, similarly to what done on &, without loss of generality, we will show
arguments that apply almost surely on & only on &;”. The following is the first such
example.

Remark 4.34. For almost every w € &, ¢ < 1.

Proof. Without loss of generality, let w € &, so that there is {n,} such that
O, (w) — O,(w) € E;. By Remark 4.30 and Corollary 4.33, for almost ev-
ery such w, the limit points of {m,, } and {m,, +1} are, without loss of generality,
T, = o, — fe_1(0,) and 7, = T, + Be_1(0,), with § = )/2. Note that mg’ = 1/2
and that ngkﬂ = (1-0)),,)/2 <1 forall k €N, since ©} ., > 0 by definition
of the model. Note also that for all £ large enough, due to the nonzero angle that
the eigendirection of e_;(0,) forms with Ey and FE3, and due to 5 > 0 and the el-
ementary geometry of the simplex (see Figure 3.5), we have that o) — ﬂgik > 0,

2 _ () () (1) 2 _ () _ -3 _ 3 n
Ty — o, <0, () T, + 7o ﬂ@nk) =T — e, <0, andm, -7, <0,
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@ __® M @  __® G ) N € )
Tt — To, 4 > 0, (’/Tnk_H To, o1 T Mgl W@nk+1) = Mol — o, 4y > 0.
Therefore,
_ (%) (%) _ (1) (1) (2) (2)
Hﬂnﬁl MO, 11 |1 = E |7Tnk+1 - 7Te)nﬁl| = _<7Tnk.+1 - 7T@n,€+1) T M1 — T On, 41
i€{1,2,3}
1
1) @ @) (@) _ eH) ) L
J— (ﬂ'nk+1 - Tr@nk+1 + 7Tnk+1 - 7T®nk+1) — 2<7T®’"«k+1 7Tnk+1) < 2 2 — ]_

By Lemma 4.1 and Corollary 4.33, for almost every such w, we can fix 1 <v < /u
and let m = nj, with k large enough, such that for all n > m, |R,1|l; < 3v ™! and
T # To,; then for all n > m > m,

1V (@nst, us) = V(O M) <~
by Remark 4.4. Lemma A.8, rephrased in ©, 7 notation instead of p, ¢ notation and
with a time-dependent parameter p,, 1 instead of p (it is trivial to verify that these are
only formal changes and do not alter the substance of the argument of the lemma),
applies to V(@nH, Tne1). Indeed ©,, ¢ 0% for all n, according to the model. Thus we
can conclude that V(0,, 7,) is strictly decreasing for all n > m, and is subunitary at
time m (recall that at time m, we define V(0,,,m,) == V(O,,,Tm), as per definition
in Remark 4.4). We show that this set-up implies that for almost every considered w,
V(0 (w), m,(w)) can only converge to subunitary values of ¢(w).
Assume by contradiction that ¢(w) > 1 for all w belonging to a nonnegligible
subset of & . For every such w in the nonnegligible event, define

0<d<

vV —

small enough, such that V(0,,,7,,) <1 — 4. The parameter § exists by the previous
part of this argument. By monotonicity, for every such w, V(©,,1, Tn41) < 1 — 6, for
all n > m. There exists m’ > m large enough such that, for almost every such w,
for all n. > m/, [V(On41, Tni1) — V(Oni1, Tui1)| > 9/, since if £ > 1, there will be m/

such that for all n > m/, V(0,41,m41) > 1 — /2 for almost every w considered. Let

6
m = max m/ m
" logv '

By construction of m, for all n > m,

_ 3 1 )
V(©ni1, T —V(Opy1, ™ < — < -
[V(Ont1, Tt1) ( +17T+1)|_V_1Vm_2
since ;
log ———
7 > &1
- logv
and therefore
B log 7(uf1>5 | log 4(1,,61)5 6
m > Tog o — ogvr log v — .
o2 e

However m > m/, so the inequality should be reversed and strict, which leaves us with
a contradiction, which we could only escape on a negligible event. Hence the subset,
assumed nonnegligible, must actually be negligible. O]
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4.5.3 Convergence with regular initial conditions

We proceed with considering, without loss of generality, only w € &, for which,
following the same line of reasoning at the start of Section 3.5.3, there exists {ny }ren
such that {©,, (w)} is bounded away from the vertices, and for some ©,(w) € Ej,
O, (w) — O.(w) as k —> oo. Because of the almost sure structure of the ac-
cumulation points of the sample paths {(0,,(w), m,(w))} proved in Proposition 4.29,
the properties of the shift of {(0,, (w), 7, (w))} shown in Remark 4.30, and Corol-
lary 4.33, by the geometry of the simplex and Remark 4.34, it will be possible to fix
such a subsequence, so that
Moy () — () 1= o,y + 561(04()

as k — 00. Let us fix § = §(w) > 0 small enough, so that 6 < OP(w) <1—-146,6 <
TM(w) < =0, 7¥(w) > d. There will be an £’ = ¢/(w) small enough and K = K (w)
large enough such that, having defined m = ng, if O (w), |am(w)|, ||Bm(w)| =4« /2| <
g, then 6 <OP(w) <1—-9,0 <7 (w) <12—§,0 <7P(w)<1-0, 1P(w) >4
and |ay,|, |8, — 42| < € for all n > m for almost every w. Recall that a,, and f,
refer to the eigencoordinates of m, — mg,. Moreover, since ||m — mg||; < 2 (due to the
diameter of the simplex in 1-norm) by Lemma 3.19 (g, h) there is a constant B > 1
large enough such that |5| < B, and then by (4.11) for any ¢ fixed small enough,
there is a ¢ < § small enough (to be further restricted) such that,

lea®®ls (1 4 5@ + 1l

< 3lal + BOle-1(0)[1 (1 + O(€1)) + | Rl < 3B(la] + 1) + || R
for all ©; < e. Recalling that p:= (1 + p)/2, define

2

¢’ < min £ c
R’ 2(6B+1)

(¢/ is to be further restricted too). Finally define

16 — 0| <3|a|+B

and

KL 5= {(@,ﬂ') €¥?: 0< 09 |,

l
|5\—§’§6’,5§@(2>§1—5},

and similarly K.5. Note that there is a large enough m = m(w) € N such that
3v™™ < ¢ and for all n > m, for all i € {1,2,3}, |R,,| < v™""! by Lemma 4.1,
0 <Pl<pupr <p<l,rnrfp, <3/2 (as it tends to 1) and p,1 — pn < € (as it
converges). Then by additionally requiring K to be large enough such that m(w) =
Nrc(w) > M(w), we ensure that for almost every w € &, (0,,(w), Ty (w)) € ICQ(; with
7 < 12— 4§ and for all n > m, for all i € {1,2,3}, |R\,,| < v ™" ! < </ By
construction

1Omis — Ol < (6B +1)e' < g (4.35)

thus ensuring, having defined § := 9/2, that
O | < OW + |Opst — Oplli < &'+ % < (4.36)
02, <02 1 [Omi1 — Omlh <1—5+§ <1-4 (4.37)

02, >0 — [|Oms1 — Opll >0 — g > 4 (4.38)
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When there is no ambiguity, we will often simplify the notation as K := K£,75 C K=
ICg(;, and omit w as customary. Through these parameters, these sets are clearly
defined pointwise for almost every w € &. The intuitive picture to always keep in
mind is Figure 3.5.

On & we define the stopping time

Jzzinf{n>m+1: @S)glg,l—g]}eNUoo.

We derive some iterative formulas and bounds.

Remark 4.35. For almost every w € %S) and m<n<oao,
O, < ROY o

Proof. Since for any m <n < o,

€)) 1) (1) T Ty & 2 ey 1 2 1
l—m4—m, =06, 1— + — Ac Rn+1<6(1_ ) — Rn+1§5_Rn+1»

hence, being § < 1/2,
Ot < (1= pat1)OY + 2pg+1 O + puri|Ry | = {1 + Pt (% - 1)} e,
+ pora| Ry L
Hence the claim follows by definition of m. O]
The next two remarks establish two more iterative formulas.
Remark 4.36. For any n > 0,
Sj—Q @(1) { — Pnt2) + Pni2 [(1 - Wélll)ﬁnﬂ - @n+1pn+179n+1 + 000, + 7”n+1} }
- Pn+2Rn+2»

where Uny1 and V), are defined as in (3.33) and (3.34) in Remark 3.42 (with the
usual formal change from p, q notation to ©, w notation),

1-— n
V1 = ¢19n+1 + 4 (4.39)
Pn+1

and (2 (3)
Ry . R,
(2) (1) (2 -
1- @nJrl @n+1 + @n+1

Tptl = _Rillj,.lﬁn—&-l + (4.40)
Proof. For any n > 0,

(2) (3)

Thn+1 Tht1
6511?1—2 - (1 - p"+2)@n+1 + p”+2@n+1 (1 — 5(2) ) + oW ) 7_1:@(2) 1) - pn+2R£Ll—;-2
n+ n+ n+

@(1) ( —p 2)+,0 2 709 1+@ ! + RS}H + RS—)H
S S T

- pn+2R7(11—>&—27
by the second step (in which we rearranged the factor in the brackets) in the proof of
Remark 3.42, and since by (2.32)
1—pn 1
m = (L) + e — el — R,
Pr+1 Pn+1
the claim follows. O
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Remark 4.37. For anyn > 0,

"

O =0 = —ppioml) (@fil — O + &1 T~ Mo — T T Mgy T 7“n+1)

where Ny, M1, My and 1) are defined as (3.35) to (3.38) in Remark 3.43 (with
the usual formal change from p, q notation to ©, ™ notation) and

o® L 1
L (1) n+1 Pn
€n+1 T @nl+1 1+ +1(1)

(1)
1-— @n—l—l Tn
o 1
5/ L @(1)@(2) Pn+1
n+l T “n n+1l (1) (1)
Tn (1 - @n+1>
(3)
7"/ L Rn+1 Rn—i—?
n+1l " (1) (1) @ -
(O +O7) ™oy,

Proof. For all n > 0,

(2) (2)
@(2) @ @n-‘rl (1 + @”-H (3) R(2) _ @(2)
n+2 n+l = Pn+2 1— @(1) Thnt1 @(1) 4 @(2) Trnt1 n+2 n+1
n+1 n+1 n+1
(1) (2) (2 (2) (1)
= Prta |:@(2> ( Tl —1- Rn+2) + @n+1 (7'((1) @n 4+ @ @n
- Mn +1 1 2 1 2 1 2
RN e C Ot ST O N S C L
(1) 1 (3)
+ R® = Dpiad OF S 14 SiN a4 Ry
1 - Fn 1
" - @S)H (O, +6y)( @(2>) @sznﬂ + G)Sjrl
(2) (1) (2) (1>
o Rn+2 + @(2) Ty @nJrl _ @(2) (1) @(1) oo Pn+1
o® — e eh 1+ e® = Prn+23 Ynt1 T gm
n+1 n+1 n+1 n+1
1
— (1) (2)
—Qw 1 Pnt1 + @n (2) + Rn—i-l . Rn—ﬂ}
n (1) (1) (2) (2) (1) (2) (2)
1-0,1 (0,1 +6,5)(1 -6y ) Oni1+60h11 Ony

oy O,k
n n 2
+ O (1 + 1_—@(1>) (1 - W) } = —pns2, [@%il -6
n n+1 n+1

QW O 14 Pnl-‘rl —1 +eme® - Pn1+1
+ n+1 1— @(1) 71_7(11) n+1 (1)(1 _ @(1) )

n+1 il
—ew Ot ™ @(2) S + W O
(O + 61— ) m —ow e e,
e oW O Rn+1 R, ] |
1-67' 0,0, +05 ™’ (0,1 +O5h)  m™'er,

since by (2.32),

(1)
) om 1 %’

1—al, =70+ (1—
= Pn+1

Pn+1
and therefore

(1) (1) (1) 1 —
Thn+1 1 1-— Thn+1 @nJrl _ ﬂ—;t) 1 Pn+1 @(1)
(1) - _ - (1) (1)
1-6,1, 11— @n+1 1 =6Onno L— @n+1 1-0,1
(1) (1) (1) _ 1
B ®n+1 i @n+1 ) @(1) n Pn+1 @(1) Pn+1
) n n+1 (1) (1 -
Prt1(1 ®n+1) 1-0,4 1-0,4, 1-0,4,

Thus the claim follows. O
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Fix a small enough
4 [1—p
0 in{ —p° 23 —~%
<m1n{105p, 3+/§)}

y = 5(8) = \/ max {1 @)+ 2o, 1}.

and define

p v

The constant v is positive subunitary, since 7' := * = max{1—p*(¢')*+35(8')*/p, v~}
is. Indeed 0 < v7! < 1and 0 <1 — p*(¢)? + 35(8")3/p < 1 since —px? + 3523 /p is
negative monotone decreasing on (0,2p%/105) and it takes minimum at 2p%/105 of
value —212p%/105% > —212/105%. Recall that

2

Further require

pd'(1—+°) pd'

() 2 )

e < min ¢ (§)°,

Define also

pafa(me ) ] (v ) s (w5 =5) o5 (5-1) + ol

N 1 /4 3
b= *5(5‘1)+<6'>2

and let I" be a constant such that

W

5/
0<I'< = ,
(1—&)
A = max{y, p} and
R:= R’ 1.

+ 1= +

Finally further restrict

& i € £ e(1—~%) oTA(1—))
R+ 25'2(6B+1)" 4D 7 2(R+T)

This has ultimately determined the size of K (the smaller set needed to kick start
the arguments in the lemmas that will follow) while * (the larger set, on which all
constants defined so far exist, and apply uniformly as the orbit travels through it)
had been already previously fixed, to determine the constants necessary to define .

Lemma 4.38. For all w € & such that for all 0 <1 < 2k — b,

3
0w < (Ml [eWw
m+l—(7)2 m+Vm(1_7,) )
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where b € {0, 1}, it holds that for all b < j < 2k,

/ (1) /
0" < Mpyopj < 3 -9

if § is even and

1
§+5’ m+2k ; <1-=¢

if § is odd.

Proof. Tterate the first component of (2.32) after rearranging it as

1—pm 1
Tost = L= Ty + —— Pt Ot — —— Oy
Pm+l Pm+i
It yields
Mot =
W _ l=pmi1im =1 +1 1 1—pmijt1 o 1 A0
= Tm pm +:“ O + Z ( 1)’ (Pm+j T pmﬂil >®m+j pm+z @m-i-l [ even
W 4 =pmi1 @) 1y (2 lpmiiri Y @® 1 4O
1w + = el +Zj:1( 1)/ (pmﬂ_ T o )@mﬂ - @mH [ odd.
(4.41)
Recall that by construction
51—~
. < M
8 (R + g)
Then since 7{}) < 1/2 —
1— p 2k—j—1 1 P
R ) m+l ow l+1 — Pmtl+l )
oy =T — + + o
A Pm+1 Z (Pm+l Pmti+1 ) "
2k—j | 2kd )
1 1 4 8
- o <-—6+-) O ——5+—( )5 7!
Pmton—y T2 P 12:; s P 1=0 "
1 1 € 1
<=-=9 R <-—4 4.42
2 +p< +1—V>1—7’ 2 (4.42)

for all even b < j < 2k (with the bound for j = 2k holding also with 4, by adopting
empty sum convention) and

L — pm+1 ijl 1 1 — pmti1
& _ & mtl o) m &
Tprop_i = 1 — T + ———0, + E ( + )@m
2k Pm+1 Pm+l Pm+i+1 H

1 L1 8 1
0 Z O > 5 +3 - ( ) S
l

Pm~+2k—j

1 8 1 £ 1
45— (R —4 4 4.43
> 5+ p( + 7 7) > -+ (4.43)
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for all odd b < j < 2k. Similarly, since § < 7{) <1 —9,
2k—j—1

1-— 1= pmi 1-—
) — m+1 (1) § ' l+1 Pm+i+1 1
71-erZkfj =Tm — + + @m+l
Pm+1 Pm+l PmA4i+1

2kj
1 ) ) 1
- @in)-%-Zk’j § :6()l>5_;(R+1_7/)8 E :(/y/>l

Pm+2k—j
8 1 €
>——|R > 4.44
p( +1—’7’)1—’7’ (444
for all even b < j < 2k and

1—p =N l—p
" B 1 m+1+1 ©)
7T7rlz+2k—j =1- W’(# T o @<1 Z <Pm+z * PmA4i+1 67711”

S RS B N %ZJ@“ <1-96 §< ! )e 2 )
Prok—y TR “ p 1—v) " 4

8 1 €
1—60+— 1-9 4.4
< +p(R+1—’y’)1—7’< (4.45)

for all odd b < j < 2. O
Lemma 4.39. For all w € & such that for all 0 <1 <2k — b,
3
W < (N5 [ ew
@m—‘rl — (’Y) 2 (Gm + Vm(l _ ,Y/)) )
where b € {0,1}, and §' < @<2+l < 1—4¢, it holds that for all b < j <2k — 1,
|@(2)

m4-2k—j @(2+2k j— W <e.
Proof. Recall that
e(1—7)
4D
Iterate Remark 4.37 setting n = m + 2(k — 1) — j down to time m, it yields

e <

2%k—j—1 2k—2

’@m+2k —J @g—&-%—j—l’ < ‘@;21) @@)‘ + Z Em+l <3 + Z Em+l>
=1
"

where Eriy = &t + ot + Mt + My + Mmri—1 + Mgy + Ny + [75,5]- Note
that the hypotheses allow to apply Lemma 4.38, thus ¢’ < W;,IL)_’_Z_l < 1 -0 for all

1 <1 <2k —j—1. This implies that, using Remark 4.35 and the assumptions, for
all 1 <[ <2k—j5—1,

) ¢ (4.46)

-1
77m+l1<@m+11<(7)2j( 1—~

-1

1
Mt < ROy + —5 < {R (

1 —
@xg _ 1 -1 1
777/n+l < (5/+)l2 L < (5’)2(7,)L ol (R—I— = 7,) g (4.48)
1 1 1 1 =t -1
Tt < 5 (R®(1+l 1+ > <3 [R <R+ - _,y,> +()LE J} ()= e

(4.49)

- 1
Ml < @7(711)+l L < (Y )L%J (R+ ) o (4.50)
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and similarly we can estimate the three error terms
1 /2 1
Emti < [1 Ty (‘ - 1)} (R@S:-Fl 1T m+l)
1 /2 1 =1 -1
[ Coflar ) e

1 /2 1 -1
< (5 1) (o) e )
|R(3)+l |R(2)+z+1 2 2(7’)1 /
Il < U + n < e. (4.53)
" irlz)—i-l 1(@(1+l + @m—H) Wﬁb)Jrlﬂ@gL)Jrz (¢7)2pmt (67)?
Hence -
Epu < DY), (4.54)

which yields a bound uniform in £ on the increments of the ©®-component,

/

€ € 9
Ok 1~ 0ol < 5 +D€Z PRty <e (43)

]

Lemma 4.40. For almost every w € %;1), forallm+1<n<o,

3
O <Anmt (R@;;g o 72)> :

Proof. Recall that

5?35 1
v = 72:rnax{1—,02—( 2) —{——(5’)3,—}.
P p v

We will first show, by adopting empty sum convention, that for almost all w € &,
for every k > 0 such that m + 2k < o,

2k—1
1 / 1 1 / !
O o < (V)FROY) + — (3 > () +2Ay )”“) (4.56)
v = k+1
O <0010+ 5 (3 S )
I=k+1

and, if m + 2k = o, we only show the claim up to (4.56). Recall that by construction
2 11— p
¢ < mi
e { 105" {348 }

pd'(1—7')

78(R+1%7/)

and

£ < min { (¢)°

Recall also that
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and 3v~™" < ¢’. Choosing n = m in Remark 4.35 yields (4.57) for £ = 0 (for k = 0,
(4.56) is trivial, since R > 1): for almost every w € &

)

/

1
O < ROY + —— < RO + -

Let n =m in (3.33) and (3.34) (after changing formally to ©, 7 notation) and apply
the hypotheses made in (4.36) to (4.38), and |0, | — O] < ¢/, which follows from
(4.35), and is crucial to (4.59), the same way it was to (3.54). Then the estimates
(3.53) to (3.55) follow, as in the corresponding step at the beginning of Lemmas A.38
and 3.46, for almost every w € &.":

2
< — .
Ot | < 5,<1_€), (4.58)
3
[Oma1] <2+ 1— (2 + 5,) , (4.59)
1/ 1 2
Ol < 5 ( 5+5,+6). (4.60)

Plugging (4.58) to (4.60) into (4.39) applied to n = m, yields

2 2 2 1/ 1 2
r< (21 <(Z-1)-—"— 4=
e (p )meHw nl (p )5/(1—8)+5’ (1—€+5’+8>

1)

Y

) 1[/4 12
[Vl < 5 Kp—l) 1_€+5,]. (4.61)

By plugging (4.58) into (4.40) applied to n = m, yields

| < 1 WG] + 2 < 1 2 . 2
T'm = T T m ~ = < |
=y s ) S omti \g(1—e) T

thus yielding, for almost every w € &\, that

and therefore, for almost every w € &5

4
5/(1 _ €)l/m+1 :

Plug the estimates (4.58) to (4.62) into Remark 4.36 applied to n = m, it yields

’Tm+1| <

(4.62)

1)
002 < O] (1= pousa) e |20 = m) + o (245 ) 4 et 2
mt m m 1—¢ o’ Pmi1 0'(1 —¢)

@%) 4 1 2 1 1
+t { (— - 1) 17 5,} + ‘rm+1|} } + Ryl < @;L)Jrl{(l — Pm+2)

p

1 3 2 2 11 /4 1 2
921 — 7 24+ = —_— -—1 ~
+:0m+2|:< m+1>+8{1_6( +5/)+ §'(1—¢) 5/[( )1—8+5’]}

4 1
+ m} } t o < @i}@{(l — Pmya) + P [2(1 _ m 1

+2e<1i6+<%+1> 5,(11_5)+(5})2> 1—65}

J+
<@%H{(l—pm+2)+2pm+2(1_ﬂm+1)+25(1_€+ (1 ) §(1—¢) (;)2) }
1
ymt2

+

Vm+2

+
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for almost every w € &Y. In the last inequality we used & < ¢/2. Recall that
< (8")? < 2°/105°. Then 7V < 1/2— § implies that for almost every w € &,

1 — pri1 1 1 2 2 1
P =1 7O + m+ @(1) 1) > 46— ZeWw _ (R@(l) + )
m " Pm+1 Pm+1 m 2 p " P " ymtl
1 4 1
>—+4+0——-(R+1e>=-+¢
5t p(+)e 5+

by construction of . Since

(1 - pm+2) + 2pm+2(1 - 7Tm+1) + 2¢ (1 —e

+2
1
<1 —pms2 + 2pm+2(1 m+1) + 2¢ 5, +13

1 8
+4O+ ) <1—pd +—(8)3,
GE p “)

by (4.56) applied to k = 1, for almost every w € & we have that

8 1 1 /
00y < O (104 200 ) 4 i <00 + s < ByOR 4

ym+2 — m+2

+

2
/) (1) 2 A2
Vm+2<R7@m+Vm(7)

Note that for any &' > 0, 7 > 1 — p2(§")? + 35(8")3/p > 1 — pd’ + 8(0")3/p since it is
equivalent to p — p28' +27(8")?/p > 0, and p — p?x + 272%/p > 0 is a convex parabola
with symmetry axis parallel to the y-axis taking value p > 0 at 0 and having negative
discriminant p* — 108/, (since p < 1, the discriminant is less than —107). If w € & is
such that ¢ > m + 2, the case £ = 1 is not yet concluded. By the geometric decaying
upper bound proved so far and the construction of &', for almost every w considered

3
@<1+2<(R—|— )6’<5.

By the definition of o and the fact that &' < p{2), < 1—¢§, also the same estimates in
(4.58) and (4.60) to (4.62) apply, for almost every such w, to ¥Vp,yo, ¥, .5, U1, ., and
T'ma2, with the due shift of time indices. However, (4.59) does not apply automatically
since nothing guarantees that the same bound applies on the shifted increments of the
©®@-component. Let us first assume that indeed it also holds that [0, , — 0% || < ¢
for almost every w considered, and therefore that also (4.59) applies for almost every
w considered, with the due shift of indices. Plugging these into Remark 4.36 applied
to n = m+ 1, and recalling that for all n > m, Pn+1/p, < 3/2 and p,1 — pp < €, yields
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that

1
@%)Jrs < @Sﬂz {1 — Pms + 2pmys(1 — 77%12) +4 (1 * > (07)2 } + pm+3‘Rm+3|

1—-p 8 ¢ 1
) +2
< Omiz {1 Tt s (”’?“ T s Ot o @55#2> m} o

8 € 1
< {@:711)“ [1 — Pmt2 + 2pma(l — ’I(?}L)+1) + ;W] + m} ll — Pm+3 + 20m+37T%)+1

1 8 ¢ 1 1 8 ¢
- 3@1(n)+2 + __):| + < {61(%)+1 [1 — Pm+2 + 2pm+2<1 m+1) + —m:|

(5/ Vm+3

1 8 1 "

+ pm+2 1 - Pm+3 + 2pm+3ﬂ-m+1 +e |3+ —3 (5,) + Lm+3 < ®m+1 I Pm+2
8 le 8
2pmaa(l — 7V ——— 1= pm 20m 3

+ P +2( 7Tm+1) + P (5,)2:| |: Pm+3 + P +37Tm+1 +e€ ( + = ((5')

1 8 1
+ Lm+2 |:1 — Pm+3 + 2pm+37r;7?+1 + (5/)5 (3 + (5/)2> :| + m+3

8 ¢ 8
eow - Dm 20mao(l — ) 3= pm 20’ 3
< m+1[ Pmt2 + 2pmy2(1 —m) ) + = (0 ] [ Pm+3 — +5< +p(5’)2>1
+

+ l/m+2 pym+3 92711)4»1 |:1 — Pm+2Pm+3 + 4pm+2pm+377';,11)+1(1 _ ﬂ-?(?}L)Jrl)
8 24 ¢ 8 8
mas = Pmra) (2 — 1 3 = 2 3
+ (Pm+s — Pmt2) (2704 )+ < + p(6)? >+ PRCOE +e ()2 + P
2 1
+

Vm+2 + Vm+3

for almost every w considered, since the condition

60 <223

W
+ 1
o 00| ™)

ensures
8 ~ 8 13
1 — pss + 20miaTomin + (6)° ( 34+ — 202 <l+p+ 3+; 6" < 2.

Noting that for almost every w considered

L = pm+2pm+s + 4Pm+2Pm+37qu?+1(1 - W%)H) + (Pm3 — Pm+2)(27ﬂ(711)+1 —1)

—|—5(3+ 8))+% R <3+ (;))Sl—p2(5’)2+(5’)5

p(0")2) — p () p(d")?
AY) %/3 %/8 /6% _ 208\2 /32 N2
+3(5)+p(5)+p(5)+(5)p2<1 p(6)+(5)[p+4(5)

64 24 35
_5/3+_5/5:|§1_ 25,2+—6/3,
pg() p() p (&) p()

we can conclude that (4.57) holds for almost every w € & considered, for k = 1:
0 . 35 2 1
Onks < O51 (1 — (0" + ?@,)3) + m+2 + m+3

1
<YROW +— (B3(v)?+ (+)?).

2
10 (1)
@ m+1 + + pym+3
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We now show that the upper bound on the ©®-component keeps applying for almost
every w considered, by using Remark 4.37 applied to n = m, yielding the upper bound
corresponding to Lemma 3.45 by defining E,, 1 = &na1 + &g + Mmtt + Moot T m +
Mt + My 4 |70,41], that is

|@m+2 @(2+1| < |@;r21)+1 — 0P|+ Enya.

Since, as previously mentioned, for almost every w considered, ' 'to < &, by the defi-

nition of o, which ensures that also ¢’ < @7(721)“ < 1—¢’, and by exploiting Remark 4.35

applied to n = m, we can estimate

CIICI
= e <O o
s 1Omi1 1
Nm41 = M < R@xg + ol (464)
Ot + O pmtl
2) e ow
Mgy = % o = o) (4.65)

7T7(—rlz) @(1) 1 + @m—H _ @(2) (5/)

@(1) 1— 5/ 1 1
" — @(2) m+1 < R@(l) R@(l)
M1 m @m—H T @’E’VQL)-Fl S m T pm+1 5/ + pmA1

(4.66)
" e o)) @Sz)—i-l @%)
T G + O, O + O

0 1 1 /2 1
— m m (1)
Emt1 = m 1+ +1(1) O < {1 + — 5 (— — 1)} <R@£,? + ,/m+1)

(4.68)

<ol (4.67)

1

@(T)i) 'm—+1 B 1 1 2 1
f;n+1 = @(2)+1 ++(i)(3)+1 P ;—;rll) @in) < 5— (; ) @( ) (469)
(3) (2)

:
| < e+ 6 * 6 < B

for almost every w considered. Then by recalling that O, v™™ < &’ and R > 1, we
have that for almost every w considered

1 /2 3 2
E 2 Z -1 D1+ — "< De'.
m+1<{+5,( )+(,)2+(R+)(+5/)]5< 5

Therefore, by construction of ¢ we get, for almost every w € & considered, that

Epi <

| o

Since |©%) | — ©®@)| < ¢/, this yields that for almost every w considered

0., — 0% | <;+4 <e.
Apart from the base cases, this estimate will be less immediate in further steps and
we will rely on Lemma 4.39.
To summarise what we proved in this two steps argument: there is a constant 7' =
7'(¢',v) holding uniformly on K* almost surely on both events in &Y: {o =m+2}
and {o > m+ 2}. For almost every w in the first event, O}, ; < (7/)°ROY) +~'v™™
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(case k = 0), and O, < v/ROY + 2(7)>v~™) (half case k = 1); for almost every
w in the second event both 04 ; < (v)°ROY + ~'v=™) (case k = 0), and O, <
YROY + 2(7)>v™™) and O\, 5 < YROL + v=™(3(v)? + (7)) (full case k = 1).
Note, before proceeding, that the estimate on 7("’s oscillations above and below 1/2
has to iterate at each step. For example, for the next step it will hold for almost every

w € & considered, because for all j € N,

1 1 - Pm+j 1 + 1 - Pm+j+1 < é

Pm+j7 Pm+j 7 Pm+j Pm+j+1 p
hence
My = L= i+ 00, -, — ) - LN+ e,
Pm+2 Pm+2 Pm41 Pm+1
1—pm 1 1 1—pm 1 1—pm
L I e )
Pm+2 Pm+2 2 Pm+1 Pm+1 Pm+2
€] L oo 1 4 €) 1 / (1) 1
m—+2
< ! 6+8(R+1)e(1+ ") < Ly
2 P RN

by construction of e. If w € & is such that m + 3 < n < o, we show the claim for
n+1. There are two steps to perform, each requiring a separate argument, depending
on w: the even step from n = m + 2k — 1 to n + 1 = m + 2k and the odd step from
n=m+2kton+1=m+42k+1, for all £ € N such that n is in the mentioned
range.

e In the even step, putting (4.56) and (4.57) together, one has the induction
hypothesis that for almost every w € & considered, for all 1 < j < 2k — 1,

2k—j 1 —G— _ .
oo JOEIREN g (3D 0 20 )even
T ()R + & (3 S e () () ) ,  jodd

=2 |41
(4.71)

so that for almost every w considered

2%—j
2k—j 3 2k—j 1
O gy < ()7 (R@Sﬁ +— Z(v’)l> < () (R+ — ,y,) e,
(4.72)
and (4.56) needs to be shown. As to the oscillations of 7, they are ¢’-bounded
away from !/2 in the correct order, for almost every w considered, thanks to

(4.72), which allows the use of Lemma 4.38 with b = 1. For almost every w
considered,

M /
T 2k—j < 5 0

for all even 1 < j < 2k (with the bound for j = 2k holding also with ¢ by
adopting empty sum convention) and

1
M
Tmtok—j = 5 T &

for all odd 1 < j < 2k (with bound for j = 2k holding also with ¢
by adopting empty sum convention). All that remains to be shown is that
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O op <YOL oy + pr~™7%* by using 7)., > 1/2+ §' for almost every w
considered. Since (4.71) holds, 1mply1ng

2(k—1)

_ 1 _
Oz < (V)IROY + = (33 () + ()%
=k

for almost every w € & considered, and since w is such that o > m + 2k — 1,
which implies that & < ©%) ,, | < 1—0'; the estimates in (4.58) to (4.61) apply
also to Vpgak—1, Vpyyop_q and 9 o ¢ (with the due shift of time indices) for
almost every w considered, because by Lemma 4.39 with b = 1 we know that
0% 1 — O 1| < e, for almost every w € & considered. Plugging the
aforementioned estimates into Remark 4.36 applied to n = m + 2k — 2, yields

the same estimate as that obtained for ©,,, earlier, that is,

O3 < O { (1= pmes) + 21 = 7l ) + 22 (1

2 2\ 1 S T P
*6/(1—@(”) (5))}+,,m+2k @m““(l ”‘”p(‘”)

1 / (1 (’7) 1 N\k—1 )
2(k—1) Nk
o N 2k—1 (7)
— 13
+ > () + () +

for almost every w € & considered, which is (4.56).

In the odd step one has the induction hypothesis (4.72) for all 0 < j < 2k — 1,
since we have just shown, for almost every w € & considered, (4.56) for the
even step, so that the new range is extended by one index, and we need to show
(4.57). For the oscillations of 7™, we proceed similarly to the even step but
with a different range for j, by exploiting Lemma 4.38 applied with b = 0. For
almost every w € & considered

for all even 0 < j < 2k (with the bound for j = 2k holding also with ¢ by
adopting empty sum convention) and

1
T ok ;>3 +5’
for all odd 0 < j < 2k (with bound for j = 2k holding also with §, by adopting
empty sum convention). All that has to be shown explicitly is that for almost
every w € & considered

2 1
8 19D
Ororir <V Omior1 + ok + BTETTESE

by using

1
Monp2ko1 > 5T ¢,
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Since, like in the even step, (4.71) holds, implying

2(k—1)

_ 1 _
Ozt < (V)FIROY + = (33 () + ()%
=k

for almost every w € & considered, and since w is such that ¢ > m + 2k,
implying that ¢’ < @flﬂr% < 1—0’; the estimates in (4.58) to (4.61) apply up to
Umiok, Uy iop and 07, o (with the due shift of time indices), since Lemma 4.39
with b = 0 ensures that for almost every w considered [0%) ,, — O | < ¢
as well; we will use explicitly also the previous step’s estimates for 9, 011
and ¥/ ,,._,. They are vital, since in this step the bound needed is yielded by
iterating the previous even step into the current odd one, producing a two-step
estimate, because a one-step estimate would not yield a subunitary constant due
to W%)_i_% < 1/—¢' which would imply 2(1— 71';11)_’_%) > 1. Therefore, by plugging
these estimates into Remark 4.36 applied to n = m + 2k — 1, and also using the
estimate from the previous even step, yields the estimate corresponding to the
one obtained for @(1)

8 €

p(0)?

{1 — P2kl + 2Pmiok 1T o1 + € (3 + ) }

1

8
) 5
+ T2k [1 — P2kl T 20mi2k 1T oy + (6) <3 + W) 1

@;11>+2k+1 < @m+2k 1 [1 — Pm+2k T 2Pm+2k(1 m)+2k 1)

2 1 1
/ (A1 REOW !
ymt2k+l <7 @m+2k 1T Lm+2k + mA2k+1 <7 (y)" RO, + 7
2(k—1) . )
Ay N\2k—1
3 (O 2
1=k

/ 1 2k—1 / /
< (V)'REL + (3 > () +y )zk“) :

I=k+1
which is, for almost every w € & considered, the sought estimate: (4.57).
We conclude that, by factoring out (7/)¥, (4.56) and (4.57) yield
&) 3
© ma2k < ( ) RO, + m

3
(1)
O iy < (V) <R@m+—m(1_y)).

Recall that v := /7’. We have shown that for almost every w € &', for all integers
1<i<o-—-m
3
0V < () (ROW + —2 ).
m—1 (/Y) 2 m + I/m(l _P)//)
Since

it follows that
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Then the two-steps geometric decaying upper bound can be expressed as a one-step
geometric decaying upper bound. It has been shown that for almost every w € &,
for all integers 1 <1 <o —m,

3
(1) (1) -
e, <4~ (R@m+ym(1_72)).

Hence for almost every w € &, for all m < n < o,

1 n—m— 1 3
@;l) <7 ! (R@;n)—i—m) .

For every w € & fixed, for any 7 > m define a hitting time

— e -epl 1
g._mf{n>r. R@$)+y—n—1<f :

Lemma 4.41. For almost everyw € & such that there exists a time m(w) < 7(w) <
o(w), such that
R@(U ( ) + V*T*l

<T,
07, +1( w) = 0% (W) ~
it holds that for all T(w) <n < ((w) A o(w),

0011 (w) = O (W) < 5" MO (w) — O (w).

m

Proof. We show the claim for almost every w € &’ N {r = m} first. For every w
considered, ( = m + 1, thus ( A 0 = m + 1; for almost every w considered it is also
known that:

e O)), < ROYW + v~™"! by Remark 4.35 with n = m holds;
e the condition RO +v~™"1 <T1OF, | — OP] is satisfied;
e the hypotheses made in (4.36) to (4.38) are satisfied.

Since trivially both O v=""1 < ROW + =™ 1 as R > 1, by (4.63) to (4.67) it
follows, for almost every w considered, that

(1) (2) (2)
< ®m < F|®m—i—1 - @ml

1
N1 < RO ot < reys ., —oey|

! 1 F 2 2
Nm+1 < (5/) 9() (5/) |@;n)+1 @in)l

1 1
77m+1 <5 S5 (R@ 2+ m+1> < EF‘@SL)—H o @;?”

" (1) (2) (2)
Mhm+1 < @m < F‘@m-i-l - @ml

1 /2 o 1 /2 .
v [ D) (oo 20 <o (2 ) e e
, 1 /2 1 /2 ) i
£m+1<§<;—1>@ <§<——1>F|@§n)+1—9§n)\

, 2
‘Tm-i-l' < (0")2m+1 < (5/)2

rleg, - ;)
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Plugging these estimates into Remark 4.37 applied to n = m yields, for almost every
w considered,

|@§721)+2 - @(2+1‘ < pmy! (1 + FD) lG;?H =6l

Since by construction I' < ¢'/[D(1 — §')],

. 5 (1)
V(14 TD) <7 (1+ ) = Tm <y,

and therefore it follows that
‘@;i)w m+1| < p’@Sz)—I—l - @g?‘

for almost every w considered, and the first step of the induction is complete.

If w is such that {(w) > m+ 1, then ((w) A o(w) > m + 1. We have already seen,
in the previous step, that ¢ < d < 7)) <1—9 < 1— ¢ is crucial for the argument,
so we will have to make sure it iterates for almost every w considered. Recall that

pd’

RJr% '
4(1+ )

Since for all m < n < ((w) A o(w), by Lemma 4.40, it holds that for almost every
such w, O < 4"=m=1(ROW + 3™ /(1 — 7)), or equivalently

3 1
1) ., 2 k—1 /
) +k<7 <R@m+ym(1_72))<7 (R+1_72)6

for all k£ € N such that n = m + k is within the bounds above; by (4.41), for almost
every w considered, for all such k’s

(o k 1 k ;
=AY O, =6 -t (14 (R4 45) i)
>(5—‘—*5(1—|— f>>5’, k even
R F L))

R
25—;5(1—1— >>5’ k odd.
\

e<

(1)
7Tm+k Z

m+J>6—‘—‘g<1+(

by construction of €. This ensures that when estimating 7/, &,, &, and ), with the
constants, which upper bound the reciprocals of the 7”-component, can carry out
during the induction step, for almost every w considered. As to the constant, which
lower bound the reciprocals involving the 7*-component, one can proceed analogously
for almost every w considered:

) .
7T7(711>+%Z§:0@1(711>-&-j < 1_5+45 <1+ <R+ﬁ> Zf:ow)

#
<1—<5+‘—‘a(1+ ><1—6’ k even

1 q%)+2pz 0 m+]§1_6+ €<1+< 1,72>Z?:0’yj>

1
<1—5+;5(1+ 11‘7”><1—5’, k odd.

(1)
m+k <

\

The inductive hypothesis is then that, for almost every w considered, for some k > 0

such that m(w)+k+1 < ((w)Ac(w), |05, 1 —O% | < pF|OF), | —02] and it needs
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to be shown that |03, , — O% 1| < p*HOL, | — O] for almost every such w,

which will be done by showing that |@(2+k+2_@£721)+k+1| < plOY . —0%. | for almost

every such w. Since by the definition of o, it still holds that ¢’ < @(2) e <1 =0,

by the definition of ( it still holds that R@%)Jrk + MRl < F|®S3+k+l — @fﬁ“ and
the geometric decaying upper bound of Lemma 4.40 ensures the bounds on 7T£n)+k and

€]

mky1 for almost every w considered; it follows that for almost every w considered,

T

)
Ntk < @m+k < F’@m+k+1 -0 +k‘

Mmtk+1 < R@(1+k + +k+1 <TI0 k1 — Ol
77;71—1—1@—&-1 (5/) @;iz+k ( ) ’@m+k+1 _@<2+k‘

1 1
( (2) (
7];;+k+1 5/ (R@ 1+k + m+k+1> < §F|®rr21+k+1 © 2+k|

" (1) (2) (2)
Mntkr1 < ®m+k < P’@m-s-k;-i-l - @m+k

1 /2 1 1
fm—l—k—‘rl |:1 "‘ 5/ (— - 1>:| (R@( Tk + m)
1 /2 9 2)
< {1 5 <_ N 1)} L1031 — Ol

1 /2 | 1 /2
s <5 (o= 1) O < 5 (2= 1) 116100 - O3
2
/
|Tm+k+1| < (5/)2ym+k’+l < (5/)2

TO5 k1 = Ol

m+k+1

Plugging these estimates into Remark 4.37 applied to n = m + k yields, for almost
every w considered,

O irs = Ol < A (14 TD) 100,01 — O,

Since by construction I' < &' /[D(1 — )],

5/ 7T.(1) N
P (1+TD) <7, (1+ 1_5,) = 1’j+5, <1

for almost every w considered, and therefore it follows that

|@m+k+2 m+k+1| < p|9£,i)+k+1 — @(2+k|

for almost every w considered, and the induction is complete.

If we &’N{m < 7 < o}, one proceeds analogously: since (0,,7,) € K*
by Lemma 4.40 and definition of m and o, all the estimates of the base case just
completed apply with 7 instead of m, and the inductive step stays the same. O

Theorem 4.42. For almost every w € &, ©,(w) — O.(w) € E.

Proof. On &, define ¢y, := m, and a doubly sequence of (possibly infinite) hitting
times {(;}, {7} for all i € N, and the usual stopping time o:

| 05, — 6

Tizzlnf{nZC2'1:R@(1)+Vn1_F}ENUOO
. 18 - O]

Cz-:lnf{"z”' ROy + vt F e
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Note that for all i € N and considered w, such that (;_;(w) < oo, 7(w) > (;—1(w), and
for all i € N and considered w, such that 7;(w) < oo, (;(w) > 7;(w). We prove first
that o = oo for almost every w € &.”. To this end, we work first on &’ N {0 < oo},
and show that it is a negligible event, by reaching a contradiction for almost every
w in it. For any w € & N {0 < oo}, oo A ¢ = ¢ by convention, thus by also using
empty sum convention, we have that the sum

[e%¢) Tit1N\o—1 Cit+1A\o—1
(2) (2) (2) (2) (2) (2)
‘@o' _@m| < E : § ‘@n—i-l_@n ’+ § |@n+l_@n ‘
=0 n=_N\o n=T;+1A0

is a finite sum, since w is such that there is a i(w) € N, for which either §; < o < 75,4
or 1; < 0 < (;. Therefore, these two events partition & N {o < co}.

In the part of the event where §; < 0 < 75,, for all G < n < o, |07, — 0P| <
1 (ROY + v~ 1). By Lemma 4.40, the almost sure geometric decay of the ©®-
component carries on at least until ©", which means that for almost all w considered,
for all (G < n < o,

1
o5, — o < [mepy + L

Vn—i—l

3
<T! [Rv”_m_l (R@;jg + —2y—m>
1—n

= ! ] < [yt [R (R@;lg + 27 > ;L }

I/nfmfl ym 4 2 1— ,}/2 I/_m

<oty {RQGSJ + (

< (1 + ?) Al

and the same argument applies for all (; < n < 7,4, for all i < 4, if there are any. On
the other hand, for all ; < n < (j, a different argument is needed (and similarly for
all 7; < n < ¢ for i < i, if there are any). In fact, for the w considered, rearranging
the condition in the hitting times definition, for all 7; < n < (; one has that

(1)
_ & _r
(2) @) — 7
|@n+1 - @n |

R
1 5 + 1) l/—m:| < F)\n—m—l(‘,_:/
-7

which is the type of condition relating to Lemma 4.41. This condition, for n = 7;,
yields that we can apply Lemma 4.41 for almost all w considered, implying that

O~ O < X HeR — 6|

for all ; < n < GG = GG Ao. Observe that [©F — @ff_ﬂ falls in the range treated
earlier, hence

R
]@g — @5?_1] < (1 + f) ATl

and therefore (note that it is for this very step that the addition 1 + R/r has been
introduced) for almost every w considered

_ B R o
00), — 0P| < X' [O® — 9| < ArTit] <1+_ \r-lemel

r
R
(1 ) /\nfmflgll
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In the part of the event where 7; < o < (, one proceeds the other way around,
for almost every w considered: forall ; <n<o=GAcand 1, <n < = ( Ao for
all i < i (if there are any), O, — f)| < (1 +B/r) \»=™"1¢' by Lemma 4.41; while
forall G_; <n <mforalli<i |OF, 02| < (1+8&r)\""" 1 by Lemma 4.40.

In conclusion, for almost every w € & N {o < oo}, for every m < n < o,

0%, - 02| < (1 + ?) Al

Therefore, since by construction

o—1 ~ o—1 ~ oc—m—1
R R 5/ .
(2) (2) (2) (2) / n—m—1 i
|@U _®m|< E |@n1_®n|<<1+_ g E A —(1+—>—)\ E A

i +T 5
<< ))\Z)\ 5 Y <3

For almost every w € &’ N {o < oo}, one has reached a contradiction, since for
almost every w in the event, 2 € [0,1 — 4], and having ©% travelled less than 9/
away from O, for almost every such w, we have that

0 )
(2) _ — _
0, € [2,1 2},

against the very definition of o. The contradiction can only be escaped on a negligible
event. Thus P(&Y N {o < co}) = 0.

Since o(w) = oo for almost every w € &, O — 0 for almost every such w by
Lemma 4.40. As to ©, one can apply the strategy already used in the argument
by contradiction, but for any n (replace ¢ with n and n with k£ for previous time
indices, when necessary), getting - with respect to any possible realisation of the

doubly sequence of random times, which defines some event in &’ - the geometric

estimate 3
R
|@Sjrl — @f)\ < <1 + F) Al

for almost every w considered. This yields
Z 0,11 — O] < <.
Therefore O — O € [0/2,1 — ¢/2] for almost every w considered, yielding overall

convergence of ©,, — 0, € E; for almost every w € &.". m

Corollary 4.43. For almost every w € &, as {0, (w)} converges to some O,(w) €
By, {m,(w)} is asymptotically 2-periodic to {me, &+ Se_1(0,)}.

Proof. Recall that for almost every w € &, by definition of m(w), 7 (w) < 2 —§
By Theorem 4.42 and Corollary 4.33, it is known that for almost every w € &\,
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{Omir(w)} converges to some O,(w) € Fy, with ayy, —> 0 and |G| — 42 as
r — oo for almost every such w, where

Tmtr = MOmqr — U r€0(Omir) + Brir—1(Omir) = 0u(1) + Brnyre_1(Ox).

Hence by Lemma 3.19 (h), we have that

Tm+r = TO, + ﬁm—l—re—l(@*) + Ow(]->

with || — ¢/2. By Remark 4.30 it is also known that if w is such that m,, 9, —
To, —%e_1(0.) as k — oo, then for almost every such w, T 2641 — To, +5e_1(0,)
as k — oo. This is the only option for the sample path considered, as in the argument
of Lemma 4.40 (precisely in the inductive step) it has been shown how the even shifts
of the mW-component, starting from m(w), stay below !/2, and the odd ones stay
above (and this now trivially carries on for all k, since 0 = oo for almost all such w,
by the argument in Theorem 4.42). Hence we obtain the asymptotic 2-periodicity of
Tmir @S 1 — 00, for almost every w € %<>1 ). O

Remark 4.44. On & with i € {2,3} one can proceed by exploiting the symmetry of
the model, define o, (; and 7; accordingly in terms of the corresponding coordinates,
and show an analogous version of Theorem 4.42 for i € {2,3} as well, thus yielding
convergence of {0, (w)} to some O,(w) € 90X\ V and asymptotic 2-periodicity of
{mn(w)} to {me. £ Le_1(0.)}, for almost every w € &-.

4.6 Convergence of the stochastic process

In this section we put together all the convergence results gathered so far, so as to
show firstly, the almost sure convergence of {©,}, secondly, that {m,} may or may
not converge, depending on the event considered.

Proof of Theorem 1.1. For every w € D, ©,, converges to one of the vertices by defini-
tion of D, that is O, (w) = v; € V for some ¢ € {1,2,3}. For almost every w € B, ©,,(w)
converges within the interior of the simplex by Proposition 4.7, so O, (w) € 3. For al-
most every w € &), O,,(w) converges within an edge of the simplex by Remark 4.19, so
O.(w) € 0¥\ V. For almost every w € &, O,, converges within an edge of the simplex
by Remark 4.44, so again O,(w) € ¥ \ V. These sample paths’ limits, denoted as
O, (w) == lim,_, 6O,(w), are defined almost everywhere, since D, B, &, &-, almost
surely partition 2. Thus we can define, componentwise for all w € €2, the random
variables ©@(w) = limsup,,_,. O (w) for all 7 € {1,2,3}. Then by construction,
the stochastic process ©,, converges almost surely to the random variable ©, which
is well-defined in (Q, #,{F,},P) by the standard theory, since O is F,,-measurable
and almost surely X-valued, since by construction P(w : O(w) = 0,(w)) = 1. O

Recall that ¥* denotes the portion of ¥ delimited by its medial triangle (boundary
excluded).

Corollary 4.45. Almost surely {m,} does not converge to any vertex of 3.

Proof. For almost all w € {¢ = 0}, {m,} converges in ¥ (which is bounded away
from V), since for every © € ¥, mg € ¥, and for all such w, m, — To, — 0,
with ©,, converging for almost every w by Theorem 1.1. For almost every w € D-,
{m,} diverges by Lemma 4.21. For almost every w € %, ¢ = 0 by Proposition 4.7,
so it is only left to consider w € &-.. For almost every such w, {m,} diverges by
Remark 4.44. O
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4.7 Typical asymptotic behaviours of the ERBRW

The main result of this section is Theorem 1.3, through which it is shown that two
typical asymptotics of the model are nonnegligible: convergence to an internal equi-
librium (0O, 7g), and convergence of {©,,} to the boundary (with {m,} diverging).
We first start by showing, in two lemmas, that with positive probability, in a large
enough (finite) number of moves, the process can get arbitrarily close to an internal
equilibrium configuration and to an oscillatory boundary configuration. This can be
done by following a suitable algorithm (whose steps have positive probability), which
forces the system as close to either of the configurations, as many steps are run. For

ease,
11
={(33)}

will be chosen for the internal equilibrium configuration and

oo {((033)- (D) (022 (1Y)

will be chosen for the oscillatory configuration at the boundary. Consider firstly,
keeping Figure 1.1 in mind, that with positive probability all particles can be, at
some finite time, at vertex 1 (this argument is obviously symmetric, but for simplicity
we base it at vertex 1). Indeed, since for all i € {1,2,3}, T¢” > 0, if the initial
particle is not there at time zero, there is a positive probability ¢(©’, ©F)* (with
i, 7 depending on which vertex one starts with) that after branching, all particles go
to vertex 1. More generally, at any time m, when particles are more spread out,
there is a positive probability that they all go to vertex 1: first, conditionally on F,,,
there is a positive probability ¢(©, @;i))“Nf('pqS(@%),952))“N*('?)¢(@§}l), @fﬁ)“N’(’?) that
at time m + 1, after branching, all the particles in vertex 1 go to vertex 2, those in
vertex 2 go to vertex 3 and those in vertex 3 go to vertex 2, merging with those that
previously were in vertex 1. Similarly, once the particles are all in vertex 2 or vertex
3, conditionally on this event, there is a positive probability (based on the updated
parameters entering the binomials’ probability parameters) that, after branching, all
particles go to vertex 1 from both vertex 2 and vertex 3. Since vertex 1 had no
particles at time m + 1, at time m + 2 all particles are in vertex 1. It is clear, after
this first discussion, that using the binomials’ probability parameters and conditioning
on previous events, the particles can make any prescribed move (in accordance to the
model) across the triangle, after each branching, with positive probability, so we will
omit, for simplicity, the specific probability and conditioning performed at each step.
Since with positive probability at some time the system can be forced to have all
particles in vertex 1, we will assume this, without loss of generality, to be the starting
point for the algorithm that takes us to any configuration sought (let us call this Step
0). Without loss of generality, we can also assume, due to previous considerations,
that m > 0, the starting time of the algorithm, is chosen large enough so that the
divisions in Step 1-2 produce all nonzero quotients (this will simply make the intuition
behind the algorithm easier, it is not a necessary assumption). Do not confuse this
deterministic m with the random time m(w) in the previous sections: from now on m
will solely denote a deterministic starting time for our algorithm. The role of m(w)
will later on be taken up by N. Finally, as customary, for simplicity of exposition,
we will always adopt the particle-like point of view, rather than the mass-like one.
This will come with no loss of generality, since all Euclidean division involved in the
argument naturally extend to divisions with nonintegral dividend, by allowing for a
nonintegral remainder.
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Lemma 4.46. With positive probability, at a time large enough the stochastic process
1s arbitrarily close to the configuration Cy.

Proof.

e Step 1 Starting with all particles at vertex 1 at some time m, with positive
probability each of these moves can be performed iteratively after they branch
and become pN particles: divide these particles in three lots (possibly with
remainder), that is uNY = 3¢,, + rpn, with r,, € {0,1,2} and ¢, > 0, and
send 2¢,, to vertex 3, ¢n + 7, to vertex 2. After this is done, N\, = 0,
N<2 1= Gm + T, N<3 +1 = 2Gm.

e Step 2 Then they branch, so that in vertex 1 there is nothing, in vertex 2 there
are [1¢, + ur, particles and in vertex 3, 2uq,,. Divide now the ur,, particles
into three lots again: pry, = 3¢}, + rm4+1, with 7,4 € {0,1,2} and ¢/, > 0.
Denote ¢m11 = f1gm. From vertex 2 send ¢p+1 + ¢, + Tmt1 to vertex 3, and
2q;,,, to vertex 1. While these particles are travelling along the edges (this
clause means simply that we always refer to the number of particles before the
movements had begun: even though we have to state the moves sequentially,
according to the model they happen all simultaneously), from vertex 3 send
Gm+1 particles to vertex 1 and qm+1 to vertex 2. Then N 2 = Gmt1 + 200,41,
N<2 +2 = dm+1 and N< +2 = gm+1 + qm+1 + Tmg1-

e Step 8 The particles now branch again, so we end up with ugm,1 + 2uq),
particles in vertex 1, pugm,11 in vertex 2 and pugm,+1 + pq., 1+ 4Ty In vertex 3.
Divide prp, 41 into three lots again: pirp,41 = 3¢}, o+ Tt With 7,15 € {0, 1,2},
@i > 0. From vertex 2 send all the juq,,11 particles to vertex 3, where we send
also pq;, ., from vertex 1. While these particles are travelling along the edges,
from vertex 1 send all the remaining (igy,41 + g, ; to vertex 2 and from vertex
3 send @), + Tmi2 to vertex 2 as well. While these particles are travelling
along the edges, the ugm41 + 14,1 + 24q,,, particles still remaining in vertex
3 go to vertex 1. Denote ¢ni2 = fiGmt1 + 1q,, .- Then, with all edge crossing
updated accordingly, N\ s = Gumi2 + 2010, Nihs = Gme2 + @oys + Tmie and
N 43 = Gm+2. This is the same partitioning of the imbalance as the previous
one, but mirrored with respect to the second and the third vertex. Hence one
only needs to show one more step, with the mirrored moves, and then cycle
between these last two sets of moves to keep the imbalance between the vertices
uniformly bounded.

o Step 4 The particles now branch, so there are g, +2+24q,,  , particles in vertex
L, U2 + 4Gy, 1o + [T m2 0 Vertex 2 and figy,42 in vertex 3. Divide ury, 1o into
three lots again: pr, 12 = 3¢, 3+7rm+3 with 7,15 € {0, 1,2}, ¢/, 3 > 0. We now
mirror the moves from Step 3: from vertex 1 send pq,, o particles to vertex 2,
where we also send all the pg,, 2 particles from vertex 3. While these particles
are travelling along the edges, from vertex 2 send the ¢, 5 + rn43 particles
just divided to vertex 3, where we also send all the remaining pgm12 + 14,
from vertex 1. While these particles are travelling along the edges, send all the
remaining figm2 + (G, 1o + 24,5 particles from vertex 2 to vertex 1. Denote
Qm+3 = uqm+2 + gy, 5. Thus, with all edge crossings updated accordingly, we
have Ny = Qs + 2013, N(2+4 = qms3 and N2y = @iz + Qoys + Tmas. Go
back to Step 3 (obviously replacing the previous time index with the current
one and repeat).
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We now state more rigorously the cycle, implementing also a stopping condition
for an arbitrarily small € > 0 fixed.

After Step1-2 are executed, let the time variable n = m+1 and repeat the following
steps:

e Step 3 The particles branch, so we end up with pg, + 2uq), particles in vertex
1, pg, in vertex 2 and pgq, + pg), + pry, in vertex 3. Divide ur, into three
lots: pr, = 3¢, + Tny1 with 7,4 € {0,1,2}, ¢,,;, > 0. From vertex 2
send all the pg, particles to vertex 3, where we send also pg/, from vertex 1.
From vertex 1 send all the remaining g, + pq,, to vertex 2, from vertex 3 send
@1 + Tn1 to vertex 2 as well, while the remaining ug, + ug, + 2q,,,, go to
vertex 1. Denote ¢,+1 = pg, + pg,. Then, with all edge crossing updated
accordingly7 N( +2 = Gn+1 + 2qn+17 NT(L2+2 Gn+1 + quﬂ-l + Tntt and N, 3)2 = Gn+1-
If | 7pi2 — 3]l1 < € and [|©,42 — |1 < &: stop. Otherwise: go to Step 4.

e Step 4 The particles now branch, so there are y1g,1 + 244, ,, particles in vertex
1, fiGns1 + pq, 1 + prpr in vertex 2 and pgn4q in vertex 3. Divide pr,yq into
three lots again: pir,41 = 3q;, 5 + Tnye With 7,0 € {0,1,2}, ¢/, > 0. We now
mirror the moves from Step 3: from vertex 1 send ug,,, particles to vertex 2,
were we also send all the ug,,, particles from vertex 3. From vertex 2 send the
@49 F7n42 particles just divided to vertex 3, where we also send all the remaining
UGni1+ g, ., from vertex 1. Lastly send all the remaining g1 +£4q), 1 +2¢;, 15
particles from vertex 2 to vertex 1. Denote gn42 = figns1+ p1q;, . Thus, with all
edge crossings updated accordingly, we have N;L:)_g = Qui2 +2¢, +2) N <2)3 = Qnio
and N(+3 = Qnt2 T qn+2 +Tpgo. If H7Tn+3 3 Hl < e and H@n+3 — 3 Hl < e: stop.
Otherwise: n <— n + 2 and go to Step 3.

It is clear from this algorithm that the largest imbalance between the {N,"} is even-
tually less than 3¢/, + r, = ur,—1 < 2p thanks to redistributing the newly generated
quotients step after step. The largest imbalance between the increments of the {Tfﬁl ,
when updating them, is 2u%. Indeed within the cycle, when redistributing the terms,
either we send gy, + ¢, +7rn41 particles through edge 1, g, +2uq;, +2q;, ,, particles
through edge 2 and pg, + pg, particles through edge 3 in Step3 (in this case the
largest imbalance is bounded by 3ug), + 3¢),,1 + Tni1 = 3uq), + prn, = pPra—1 < 2p?);
or we send corresponding quantities in the successive step, but in a mirrored fashion:
KGnt1 + G40 + Tnio particles through edge 1, pugn41 + £, particles through edge 2
and g1 +244q),, 1 +2q,,, particles through edge 3 (in this case the largest imbalance
is bounded by 3q), 1 + 3¢}, 4o + Tni2 = 3y + a1 = pPr, < 2p7). Hence

1 N()_ . 3N(1) Z NJ)
EaE RDILEH DM s B9V

i

7 J 2 J 2 ZM
S5 Z’N( Nﬂ_ Z’N( NMSSTMZU_—W

9,7 z>]

and similarly, no matter what 7, one starts with, eventually the largest imbalance
between the increments AT := T\, — TV < 2p% and therefore
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< T _ 76| — T _ @)
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i,j " i>j
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n—1
2 : . :
=3 TO —T9 4 Z AT — < il Z T — T
i>] k=m l>]
Ly S an - ary) < 312 73— T
z>] k=m Tn 1>]
F S S jary - a1l < 2 -1l 2 e
" k=m i>j 1>7
2 . o Ap(n—m)
< T _ ) —50

as m is fixed and 7,, ~ p"™'/(u — 1). These considerations prove that the algorithm
eventually stops and we are therefore arbitrarily close to the equilibrium sought. Also,
it shows that, given the initial conditions 7", there is a deterministic N > m, such
that ever after both ©,, and m,) are e-close to Cj as long as the index is large enough
and n = N satisfies

ol ¢
O
(@) @) ( )
3 Z T — T —|— <&,
i>7
with o, = " and 7,, = 79 + p(p™ — 1) /(1 — 1) by definition. O

We now describe the algorithm to approach the configuration C-.

Lemma 4.47. With positive probability, at a time large enough the stochastic process
is arbitrarily close to C-.

Proof.

e Step 1 Starting with all particles at vertex 1 at some time m, after they branch
and become p NV particles, divide them in eight lots (possibly with remainder),
that is u N = 8¢y, + 7m, with 0 < r,, <7 and ¢, > 0, and send 8¢,, to vertex
3, 8¢m + Tm to vertex 2. After this N\, =0, NI, = 8¢y, + Ty Nitvi = 8¢um.

e Step 2 Then they branch, so that in vertex 1 there is nothing, in vertex 2 there
are 8/4q,, + ur, particles and in vertex 3, 8uq,,. Divide now the ur,, particles
in eight lots: pr,, = 8¢, 1 + Tm41, with 0 < rpy < 7 and ¢, ; > 0. Denote
Gmt1 = MGm. Send to vertex 1, ¢mi1 + 2¢,,,; particles from vertex 2 and g, 41
from vertex 3. While these particles are travelling along the edges, from vertex 3
send the remaining 3¢,,1 particles to vertex 2 while from vertex 2 the remaining
3¢m+1 + 6q,,,, particles are sent to vertex 3. Then N(lﬁrQ = 2Gm+1 + 2¢,, 41,
NPy = 3qmer and Ny = 31 + 6}, 1 + i1

e Step 3 The particles now branch again, so we end up with 2/gn1 + 2puq),
particles in vertex 1, 3pug,41 in vertex 2 and 3pugm1 + 64,1 + (rm41 in vertex
3. Divide pry,41 into eight lots again: pirp, 1 = 8¢, 10 +7my2 With 0 < 70 <7,
¢yio = 0. From vertex 2 send all the 3pg,,41 particles to vertex 1, where we
send also 3pugp41 + 6puq,, ., + 6q,,,o from vertex 3. While these particles are
travelling along the edges, from vertex 1 send pgm1 + pq,,,, to vertex 3 and
UGmt1 + 1q,, 1 to vertex 2. While these particles are travelling along the edges,
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the 2q;, 5 + rmyo particles still remaining in vertex 3 go to vertex 2. Denote
Gmt2 = Wmt1 + 1q,,, ;- Then, with all the edge crossings updated accordingly,
Ny is = 6Gmaa+64, 19, Nivs = Gmio+2¢), 0+ Tma2 and NYig = Grngo. This is
the same partitioning of the imbalance as the previous one, but mirrored with
respect to the second and the third vertex. Hence one only needs to do one
more step, with the mirrored moves, and then cycle between these last two sets
of moves to keep the imbalance between the vertices uniformly bounded. Note
that only remainder terms were send through edge 1 (which is the edge whose
edge crossings proportion will have to be proved vanishing).

Step 4 The particles now branch, so there are 64,42 +641q),  , particles in vertex
L, pGm+2 + 20, 9 + irmy2 in vertex 2 and pgmo in vertex 3. Divide pry, 1o
into eight lots again: pirp, 1o = 8¢y, 5 + Tmgs With 0 < 7,43 < 7, ¢, 13 > 0. We
now mirror the moves from Step & to produce an oscillation, while sending only
remainder terms through edge 1: from vertex 1 send 3p¢y,42 + 3pq,, ., particles
to vertex 2 and 3pgm 2+ 344,, o to vertex 3. While these particles are travelling
along the edges, send all the jig,,42 particles in vertex 3 and figm+o + 20144, .5
of the particles in vertex 2, to vertex 1. While these particles are travelling
along the edges, from vertex 2 send the remaining 6q;, 5 + rn43 particles just
divided to vertex 3. Denote ¢ni3 = lgmi2 + 1q;,.o. Thus, with all the edge
crossings updated accordingly, we have N,(;ZA = 2qm+3 + 24,13 NT(EZA = 3¢m+3
and NSM = 3Gm+3 + 6¢, .5 + Tmts. Go back to Step 3 (replacing the previus
time index with the current one and repeat).

We now state more rigorously the cycle, implementing also a stopping condition

for an arbitrarily small £ > 0 fixed.

After Step1-2 are executed let the time variable n = m+1 and repeat the following
steps:

e Step 3 The particles branch, so we end up with 2ug, + 2uq), particles in vertex

1, 3uq, in vertex 2 and 3ugq, + 6ug), + pry, in vertex 3. Divide pr, into eight
lots again: pr, = 8¢/, + rny1 With 0 < 7y <7, ¢, > 0. From vertex 2
send all the 3pq, particles to vertex 1, where we send also 3jq, + 6uq,, + 64,
from vertex 3. While these particles are travelling along the edges, from vertex
1 send pq, + g, to vertex 3 and g, + pg, to vertex 2. While these particles are
travelling along the edges, the 2¢;, ; + r,41 particles still remaining in vertex 3
go to vertex 2. Denote ¢, 11 = ugn + pq,. Then, with all edge crossing updated
accordingly, N,y = 6¢n11+64),41, Nilo = Gni1 +2¢5 1 + 701 and NiYy = goyr.
Go to Step 4.

Step 4 The particles now branch, so there are 641g,+1+64q),,, particles in vertex
1, pgn+1 +2pq, 1 + prpgq in vertex 2 and pgn4q in vertex 3. Divide pry,4q into
eight lots again: pr,41 = 8¢, 0 + Tnie With 0 < 70 < 7, ¢, > 0. We
now mirror the moves from Step & to produce an oscillation, while sending only
remainder terms through edge 1: from vertex 1 send 3ug,11 + 3pq, ., particles
to vertex 2 and 3pgn11 + 34, to vertex 3. While these particles are travelling
along the edges, send all the pug,1; particles in vertex 3 and g, + 2puq,,,, of
the particles in vertex 2 to vertex 1. While these particles are travelling along
the edges, from vertex 2 send the remaining 6¢;, , + 7,42 particles just divided
to vertex 3. Denote ¢n12 = pgnt1 + g, Thus, with all the edge crossings
updated accordingly, we have Ny = 2,42+ 2¢), .5, N3 = 3¢ui2 and N5 =
3nt2 40 4o+ nra. I [T — (32,18, 1 8) |1 < € and [|©n 12— (0,12, 12) 1 <&
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and ||m,43 — (1/4,3/8,38)||1 < € and ||©,43 — (0,1/2,1/2)||; < e: stop. Otherwise:
n < n+ 2 and go to Step 3.

The algorithm eventually stops because it is such that ||, 1op+1 — (3/4,1/8,1/8)[1 — 0
and || 742k — (1/4,3/8,3/8)||1 — 0, while ||©41 — (0, /2, 1/2)||; — 0 if let run without
stopping condition (meaning, as k — oc). This can be seen as follows:

311 3 . 1 N 3
Y — |D _Z (@ _ D — | ImA2k1 2
Tom+2k+1 (47 87 8) . 7rm+2k+1 4‘ + Z 7rm+2k+1 8‘ Ot 2kt 4
1€{2,3}
£y Ny 1 _ Niyors 3
o8 Om+42k+1 8 8Gmrak + 8, 1op + Tmyor 4
n Z Noior 1 ' 6gm2k + 64,491 3 ‘
(28} 8Gmrak + 8¢, op + Tmiok 8 8Gm2k + 8 o) T Tmior 4

8mrak + 8 fop + Tmior 8

8Gmy2k + 8, o) T Tmroe 8

Gmy2k + 2G op + Tmyor 1 ’ ‘ qm+2k 1 ’

B '24Qm+2k + 244, o — 24Gmy2k — 24G, op — Tmi2k

40m42k+1
n ‘8Qm+2k + 164, op + 8"mr2k — 8Gmr2k — 8ok — Tmi2k
80m+2k+1
'SQerQk — 8Gm+2k — 8ok — Tm+2k _ 3rmgok 8ok T T2k
80m+2k+1 B 40 m+2k+1 80 mt2k+1
8Gmiok + T2k N 342k Wrmt2k—1 + 6742k X HTm+-2k—1
80 m+2k+1 - 40 m ok11 80 m k11 80 my2k+1
< 21 n T+ 42 + T 0
40miokt1 B0mioks1  B0miokt
and similarly

T2k — (17 §’ §) _ ’ 2Gm2k-1 + 200 051 _ 1‘
4°8 8/ ly  |8Gmiok—1+8G op_1 t Tmy2k—1 4

n ' 3Gm+2k—1 B §’ n 3Gm+2k—1 T 606G, op_1 T Tmt2r—1 3‘
8Gmtok—1 T 8 1op1 T Tmiok—1 8

8Gm2k—1 + 8¢ op_1 T Tmyon—1 8

/ /
. ‘8Qm+2k1 + 8qm+2k_1 — 8Gm+2k—1 — 8qm+2k_1 — Tm+2k—1

40, 4ok
‘ 24Qm+2k—1 - 24Qm+2k—1 - 24q;n+2]€_1 - 3rm+2k_1
80 m42k
’24‘1m+2k—1 +48q), on1 + STmton—1 — 24¢mion—1 — 244, o1 — Imt2k—1
80m+2k
_ Tma2k-1 24, o1 + 3mr2k—1 n 244, op—1 + Drmi2k—1 _ Tmi2k1
4Um-l—2k 80m+2k 8Um+2k 40m+2k—1
3ur _ 3ur _o+ 2r _ 7 21 21 14
+Mm+2k2+ﬂm+2k2 m+2k;1§ i e " n—+ Y
80 m+2k 80 m+2k domiar  B0miak  8Omiak

Lastly it is easy to see that O — 0, since for n = m + 2k, edge 1 is traversed only
by 2¢,, ,or + Tma2k < 8y yon T Tmi2k = Urmy2r—1 < T particles, so ATV < Tu; for
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n =m+2k+1, edge 1 is traversed only by 6q;, 51,1 +Tm+2k+1 < 8 ops1 T Tmy2k =
Urmior < Tp particles, so ATV < 7u again. Hence eventually ATV < 7u, and
therefore

— 0

T ) (
om — Tl + Zk =m+1 ATy < Ty n e m+1 AT, < T n Tp(n —m)
" Tn T T Tn T Tn

due to the geometric asymptotics of 7,, and m being fixed. Now, having ©{) — 0,
to show that the other two components tend to 1/2, it is enough to show that |© —
O®| — 0, as all components add up to 1. Since for n = m + 2k, edge 2 is traversed
by 32k + 61 0 + 6@ o1 + Hmt2k + 1o, = 4HGmer2k + TG, ok 60, ok 11
particles and edge 3 by 3jiqmior + [Gmi2k + 1y 1o = 4iGmi2k + G, op, Particles, it
follows that

AT — AT | = 61140 + 60 sok01 < 1o Tmaok1 + Wrmpor < T(1? + p);

for n = m 4+ 2k + 1, edge 2 is traversed by 3pugmyor+1 + UG, 1ops1 + Hmions1 =

41Gm12k41 + 3G, op 41 Particles and edge 3 by 3pugmiort1 + UG, ok g1 + HGmiokt1 +
201G s oh1 = HiGma2k1 + g, oy Particles, so it follows that

AT — AT = 20, yoppr < Wormpon < T < T(p + p).
In conclusion

2 _ 7® (2) (3) (2) (3)
<3>| _ Tm+1 m—+1 + Zk m—+1 ATk ATk < |Tm+1 B Tm+1
2=

0% -6

Tn Tn

Zk m41 |AT1§2) AT(J)| |Tr<rf)+1 - T(3+1| n T(1* + p)(n —m)

Tn Tn Tn

— 0.

Similarly to the conclusion of Lemma 4.46, this also shows that, given the initial
conditions T\, there is a deterministic N > m, such that ever after both ©,, and ,
are e-close to C\. O

Since the algorithms in Lemmas 4.46 and 4.47 have been proved to force the system
arbitrarily close to either of the two configurations in finite time; it is now enough to
show that the asymptotic behaviour expected of the stochastic process follows almost
surely in each of the two events, defined via the corresponding algorithm. This fact
will be at the base of proving Theorem 1.3, which claims the following:

i) P(AB) > 0;
ii) P(&-) > 0.

Let us denote by /¥ (Cy) and o/¥(C-) the events defined by performing N steps of
either of the algorithms introduced in Lemmas 4.46 and 4.47 respectively, to force
the system to be at least e-close to either Cy or C, with N large enough, such that
€ > 0 is so small, that we can proceed either with the argument of Proposition 4.8 or
with that of Theorem 4.42, if we were given that, for all n > N, for all i € {1, 2,3},
IR, | < v~ (that is, the deterministic N takes on the role of the random m(w)
in Chapter 4). Clearly we are meant to proceed with Proposition 4.8 if the limiting
configuration is Cy: in this case &€ must meet the conditions of ¢’ in Proposition 4.8,
with respect to a suitable &’ fixed so that B(%, ¢’) does not intersect 93. We proceed
with Theorem 4.42 if the limiting configuration is C'=: in this case € must meet all the
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conditions of ¢’ in Section 4.5.3, with respect to a suitable ¢ fixed, so that all the condi-
tions put on § in Section 4.5.3 apply with respect to ©, = (0,1/2,1/2), m, = (1/1,3/8,3/8),
7o = (3/2,1/8,1/8). Indeed Proposition 4.8 and Theorem 4.42 have as initial condition,
that the system is close to either of the two types of configurations respectively, at the
same time that the geometric decaying upper bound on the martingale increments
starts holding. In the context of those theorems the time constraint on when the mar-
tingale increments start being geometrically upper bounded is avoided by proceeding
pointwise in w and relying on Lemma 4.1. But in the present context, that approach
is not viable, as we are trying to show that the two typical asymptotic behaviours
are nonnegligible. Rather, we have just the initial condition, to which the system is
driven as close as long is the running time of the algorithm. However the driving force
of the geometric decay is actually the branching of the particles, that is the factor /o,
involved in the formula of R{),. This is the fundamental fact behind our confidence
that, with positive probability, we can force the system until a time large enough is
reached, at which the geometrically decaying upper bound has already started ap-
plying. As a last remark, before proceeding with the proof, one should note that
the strategy just described would not work for the nonoscillatory boundary limiting
point, say, for example, ((0,1/2,1/2),(1/2,1/2,1/1)). Devising an algorithm to force the
system near this point is not the issue: the proof of the convergence to such type of
limit points relies more fundamentally than the others on the asymptotic definition of
the event considered, namely, it requires knowledge that w € {¢ = 0} where ¢ is the
limit of the potential. For this reason we will not prove that the system converges to
nonoscillatory boundary limit points with positive probability. Moreover, on top of
such theoretical grounds, the simulations do not show this behaviour at all, suggest-
ing that it may be a negligible event for the stochastic process after all. To keep the
notation as simple as possible, we will not repeat the following argument twice, once
for #N(Cy) and once for AN (C.), since, except for the conclusion, it is the same;
hence we abuse the notation and simply write &~ denoting either of the two.

Proof of Theorem 1.3.

Step 1. Define
dN = m ATL?

n>N

where

3
A, =AY N4,

=1

and, denoting the complementary binomials as ESL = p NP — B;fjrl fori e {1,2,3},

(1) 1
A;zl) _ {‘Bn—&—l B MN,Q)qb(@if),@if))! < 1 }7

On+1 2pn

(2) 2 1 :
g = { B mNoER o0 _ 1)

On+1 2untt

(3) 1 2 1
ap = (B moEp o0 1Y

On+1 2untt
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Hm 1 2
Zm_{\BnH NSO, O] _ 1 }

" Oni1 2pntl

2o _ {|B£fil—uN,f>¢<®;fn@;;>>| ! }

" Oni1 2pntl

(3) 1 2
o _ {|Bn+1—uN,?>¢<@;>,@;>>|< ! }

" Oni1 2pntl

For nonintegral p1, the argument will have all B}, replaced by B&)_l in the corre-
sponding positions. Since by Lemmas 4.46 and 4.47, P(&/Y) > 0, we can show that
P(AN Ndy) = P(dy| N )P(4Y) > 0, since on this event, the arguments of Propo-
sition 4.8 and Theorem 4.42 can be started, each with respect to the corresponding
limiting configuration considered implicitly in the notation &/~ (Cy or C-.). This boils
down to showing that P(/nx|/Y) > 0. Denote by &% the complement of ofy. By
the monotonicity of the (conditional) probability measure,

. ) . (4.73)

M
N L
P(sl | o) ( ) = lim P (ﬂ A,
n>N n=N

Since by simply prescribing values for the binomial, as shown in the algorithmic part,
it trivially holds that P (Ay N AN) =P (Ax|Y) P (/Y) > 0, one can write

Jor(ie

(£

n=N-+1

P (Ml A0 N (A N 2)) p (4y 0 )
= P(Ay N oN) P (o)

: ) P (Axfa).

As long as we consider finitely many moves, preforming sequentially one move at a
time, one can always ensure by induction that, for every n < k < M,

k k—1 k—1
]P’(ﬂ Anmg@) :]P’(Ak’ N Anm,szfgv)P<ﬂ Anﬂ&@[) > 0.
n=N n=N n=N
Therefore, if we denote for all £ > N,
k
=) ANl
n=N
it we can see by induction that iterating yields
M
Q) =TT #(afar)e (o).
n=N

k=N-+1
If we also denote AY | := o/ we can express it in a more compact way:
N-—1 IS

b (nMN ﬂ;v> =TT e () = T 1B (a2

k=N k=N

M
P ( M An
n=N
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Step 2. In the last identity of Step 1, we expressed the probability using the comple-
mentary event, because it is easier to match the standard notation used for infinite
products. Since we need to show that

A]kv—1>] =

00
k=N k=N

M
0< lim [1—P(A;

M—

[1 P (A;

A{L)] , (4.74)

one can simply apply the standard theory of infinite products of the form [[7- \ (1—px)
with 0 < py < 1, and it is a well known elementary fact that [[,— (1 —px) = 0 if and
only if Y72 \ pr = co. In conclusion it is enough to show that

iP(A;

k=N

A{j_l) < 0, (4.75)

in order to have P(o/y|o/¥) > 0, which is the claim sought. We will do so by showing

the geometric decay of the probabilities PP (Ai A,iv_1>. First of all note that Af =

3 (e, e
Ui AU A s0

P (afa) < o (A |aR) + B (A42) = 308 [P (40 a2 ]
i=1 1=1
+E [ng (Z}j”") ‘A{f_l} . (4.76)

In this step we show that the identity follows by the tower property. In fact note

that the events AY | are F-measurable, so &}, = o (Aévfl) C F; let Iy, be any of the

indicator functions 1 . or 1 where i € {1,2,3}; the identity then follows if we
k

show that

70
I (Hk|AI]cV—1) =E (]E%Ik’A]kV—1> : (4.77)
This follows from the tower property applied to E(Ix|%|€x), which ensures that
E(l|F4|%) = Eg, () = Tax B[] AL] + Toay B [Tl (A7)
On the other hand
E(l|F4|%s) = Eg, (B Ix) = Loy BB I AL + Lan e E(Eg, Ll (A7)
Choosing w € AY | turns the identity
Lay B[ AR ] 4 Tiay B [T (A7) = Lay B [Eg T AL ]
+ Lay o [Eg I (AL,)°]
into (4.77).

Step 3. As a result of (4.77) in Step 2, it will be enough to bound geometrically all
the terms Pg, (AE?C) and Pg, <Z;j)c>. The argument will not differ for any of these

terms, since they are all of the same form, for what the argument is concerned. Hence
we proceed with

— opk+1

BY. — uNOHOP, QP 1
P, (Aﬁj)c) — Ps, <| k1 — M4V ( k k | > .

Ok+1
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It is possible to further simplify this expression. For brevity, denote P,ii’j) =
#(0), 0. Since

B(l) _ N(l)P(3’2) 1 o
Ps, <| k1 — MAVE g | > —Pj, (31(621 _MNIS)PIS,Q) > k+1 )

Ohi1 — 9pk+1 Qpk+1

+ Py, (Bl — uNO P < = M) = P, (B, = uNO PO + 5L

+ Py, (uN = (B}, — nNPPP) = pNy + 25

= Py, (BL) = nNPPY + S5 ) + P, (Bily = nV{ PP + 255

_p,, (B,Sll —aNORY ) LB, (PSL —uNIR )
Ok+1 IZas Ok+1 2ukt1

and the two terms obtained can be dealt with similarly, it is enough to show the
argument for the geometric decay of

(B;;z KNP )

P
7 Ok+1 20k
The main strategy in this step will be to find a Chernoff bound at a moderate devia-

tions regime from the conditional mean. Rewrite the term as

X N
ng ( il > e )

forrt — 2UkTl

where X](gl—i)-l = B;(clil — pN" P> and therefore Egleil—l)-l = 0 and Varg, X’Sil -
" N,il)PISZ) P&, _Clearly for nonintegral p the only difference is that, having de-
noted X/Sll = B/(:J)rl B MNJS)PJS’Q), Varg, Xl(ﬁl—i)-l = (LMNIS)J + {NNIS)P)PIE:B’Q)PIEZB) <
N PP PP Recall that 1 < v < /g, thus

VIk+1 k1

Jk+1 ’

with 7 := v#/y > 1. Therefore for any A € R,

X(l) k+1 A A
P, k+1 > Ui =Py, (exp ( X}(;J:l) > exp (_nk+1>>
VOk+1 2 vV Ok+1 2
A A
< exp (——nkH) Eg, (exp ( X,S)l .
2 vV Ok+1 *

Denote the conditional generating function term as

A A
P = XM .
7 <\/0k+1> i (exp <\/0k+1 kH))

For nonintegral p, having to use X ,iﬁl instead of X éﬁl, we will denote it as i)gk

Note that */,5777 — 0 as k — oo. The main idea here is that by the elementary
. . . . (1) ., .
properties of moment generating functions and the mean and variance of X 11, 1618

known that

dg (0) =1, g (0) =0, ®g, (0)" = uN" P> PEY.
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Hence, as K — oo, we should be able to exploit

A 1 A )
P ~14+ - NO p3:2) p23) ( ) =14 k_pB2pe3)y2 _ n] ’
F ( Uk+1> ok Tk Tr 9 “k Tk (1)

to conclude that this factor is indeed harmless to the overall bound (the conclusion
of this heuristic argument for nonintegral j yields similarly ®g, (*/z7) = O(1), due
to the estimate on the variance aforementioned). More rigorously, we can compute
directly the conditional moment generating function:

A A uNH A
(I)p;k < ) = (p}i&z) exp ( ) + P]sz,S)) exp (_ MN](;)PIis,z))
VOk+1 V Ok+1 \/m
= exp {MNlil) log |:Plis,2) exp ( MNlil)Plis,z) }

A )+@w]——i—
vV Ok+1 VOk+1

For nonintegral i, one can exploit the conditional independence of the Bernoulli from
the binomial term, which yields

A
) = exp { | N | log [P,éw) exp ( 0k+1> + P,iw)]

MuNY A
+ log {P]iag) exp (M) + P}f,s)} . _MNIS)PIS,Q)}.
VOk+1 VOk+1

- A
Bs, (
vV Ok4+1

Expanding in Taylor series to the second order at the origin, the exponential firstly
and the logarithm secondly, yields

A A A2
log | P*? exp < ) + P(2’3>> = log | P®? + P*? -
g< g VOk+1 F &1k b VOkt1  20k41
A3 A A2 A3
+0| = + P& | =log |1+ P> + +0| =
Opiq VOk+1 20141 o2
A A2 3 1 , A A2
e (A M o[ AN )) ey (A
VOkt1  20k41 ol 2 VOk+1  20k41

3

2
A3 A A2 A3
+0 |5 +o[ (P2)’ + +0 |5
VOkt1 20541 2

O ey
2 2 3

— P(372> >\ + P(3,2) )\ - P(S’Q))Q >\ + O )\

g VOk+1 g 20441 k 20441 U§+1

A 21 A2 A3

_ pGe2 I [Pw,z) _ (p© ] o)

RV = R o o

2 3

= .P,f’”—A + P,;f*‘*ZU_D,f’”—A +0 A :

VOk+1 20441

5
Ok11
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and similarly, since {uN"} <1,

‘ MunNY
log [P,f’m exp (—{uUkk1}> + P,im)} =
A/ +

(1) (1)
PIE&Q) A{MNkl } + P’f’?)p]fﬂ?ﬂw + 0O );3
vV Ok+1 2041 UEH

Plugging this expansions in yields, uniformly on the probability space, that

Oy A = exp |uNPPEY 2 A + uND peR ped N Lo /\SlgNiil)
VOkt1 VOkt1 20541 o2
A UNOPED | = exp | uNO P2 pes 2 N Lo )‘3N3N1§1)
VOk+1 2Uk+1 JI?H
' t )\2 )\3 (1) )\2 /\3
(1) p(3.2) p(2.3)
=exp |7, P"7 P, ——|—O< ) < ex —+(’)< > =e+0o(1
P S Fe g VOk+1 PIs VOk+1 (1)
and

1 2 )\ 1 2 2 )\2 2 >\ N(l)
) = exp [LMN; PED A v P pes A pea N )

~ A
b
. (\/Uk-i-l vV Ok+1 20k 41 Ok+1 vV Ok+1

+ P(g,z)P(z,s) )‘Z{MNIS)}2 + O AgHNlil) o A MN(UP(&Q)
k k 20k+1 0.% \/O-k-i-l F b
k+1
)\2 )\3 N(l)
exp [ ([N ] + NP PP PR 2+ 0 | =5k
20k+1 Uki+1

< exp :€+(9(1),

1) pB,2) p2 >)‘2 Ny \? A
L pG2) pea) 2 < M
. P, E +(’)<\/m> < exp 3 —i—(’)(\/m)

having chosen A = 24/2. Hence for both integral and nonintegral x (we adopt as main
notation that of the integral case, as usual)

Byl — pN P 1
P%( i = kit | = (eXp< f”m))

Ok+1

In these estimates only the following fact have been used: 0 < 7T](;) <1,0< P,ii’j) <1,
0 < PPYY < /s and all asymptotic behaviours are deterministically driven by

orr1 = pFTL. Thus the same estimates can be performed on the complementary
binomial:
B;clil uNy P 1 k+1
ng( Ok+1 = Ukl | (exp( V2 ))
Therefore

Ps, (Agcl)c) =20 (eXP <—\/§77k+1>> = (exp ( \/_77’”1))

The same argument, extending similarly to all other binomials, yields that for all
i€{1,2,3},

Py, (A;;)C) _ (exp( \/_nk+1>) Py, (A(wc) _ (exp( \/_nkJrl))
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Step 4. Plugging the geometric estimates obtained in Step 3 in (4.76) yields

P (Ag

ALY < S 0E [P (407 |AY ) < B [P, (A7) 42 ]
=1

s fo (50 4] = (e 2).

due to the uniformity of the O-constant on the probability space. Asn > 1, we obtain
(4.75) and thus (4.74). Hence using (4.73) we have obtained P( x| ) > 0.

Step 5. In Step 1 we argued that this implies that P(&Y N ofy) > 0, so if we now
note that

{RY, | <v ™' Vie{1,2,3}} D A,,

it follows that

(VAIRDA | <v ! Vie{1,2,3}} 2 (] A= gy,

n>N n>N

and therefore
P (IR | <v ™', Vie{1,2,3}, Vn > N|oY) > P(dy|dY) > 0.
In conclusion
P({|RY| <v ™ Vie{1,2,3}, vn > N}ngY) >0,
so there is a nonnegligible event on which we can repeat:

i) The argument of Proposition 4.8, when we take o = & (Cy), yielding non-
negligible convergence to an internal equilibrium point.

ii) The argument of Theorem 4.42, when we take oY = oV (C.), yielding nonneg-
ligible convergence to the boundary for {©,}, while it stays bounded away from
the vertices.

]

By Theorem 1.3, {©,} converges with positive probability both in > and 9.
Equivalently, both of the following events have positive probability: all three edges of
the triangle are asymptotically nonnegligibly crossed by the particles and exactly one
edge is asymptotically negligibly crossed.

We now prove Corollary 1.4, in which the following is claimed:

i) P(m, converges in ¥*) > 0.
ii) P(m, diverges in ) > 0.
iii) P({m, converges in ¥*} \ B) = P(B \ {m, converges in ¥£*}) = 0.

iv) P({m, divergesin X} N&~) > 0 and P({m, divergesin X} \ (& UD-)) =
P((&- U D)\ {m, diverges in X}) = 0.

Proof of Corollary 1.4.
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i)

ii)

iii)

iv)

By the conclusion of the argument in Theorem 1.3 (i), when using Propo-
sition 4.8 at Cj, we can set up the constants € and ¢ such that {m,(w)}
converges within a neighbourhood of % small enough to be contained in
>*, for almost every w in the nonnegligible event

{IRY | <v "' Vi€ {1,2,3}, Vn > N} NV (C).

By the conclusion of the argument in Theorem 1.3 (ii), when using Theo-
rem 4.42 at C, even though we do not know the value of ¢, similarly to
how argued in Remark 3.50, we can set up the constants € and d such that
{mp(w)} diverges, due to the almost sure oscillations of 7" (w) following
from Lemma 4.38 (which ensures that almost surely 7(" alternates between
values less than 1/2, bounded away from 0 and !/2, and values larger than
15, bounded away from /2 and 1), for almost every w in the nonnegligible
event
{RY | <v "', Vie{1,2,3}, Vn > N} NN (C-).

Assume that P(N) > 0, where N := {m, converges in ¥*} \ 9%, by contra-
diction. By Remark 4.6, N C &UD. Thus every w € N is such that either
w € & or w € D. Then we have the following cases.

e w € &), which leads to an almost sure contradiction, since by
Theorem 4.18 and Remark 4.19, almost every such w is such that
(On(w), T (w)) — (O4(w), To.(w)), With O,(w) € 0%, implying that
To.w) € OX*, against the hypothesis that {m,(w)} converges in X*
(recall that this set is defined with its boundary excluded).

e w € &-, which leads to an almost sure contradiction, since by Corol-
lary 4.43 and Remark 4.44, for almost every such w, we have asymp-
totic 2-periodicity of {m,(w)}, that is it has two distinct limit points,
and therefore it diverges.

e w € D, which leads to an almost sure contradiction, since by

Lemma 4.21, for almost every w, {m,(w)} only admits limit points
in 0%.

It follows that N is a negligible event. Moreover, P(% \
{m, converges in ¥*}) = 0 directly by Proposition 4.7, where, among other
things, we showed that for almost every w € &, {m,(w)} converges in ¥*.

P({m, diverges in X} N &) > 0 trivially follows from Theorem 1.3 (ii),
Corollary 1.4 (ii) and Corollary 4.43 and Remark 4.44 (the last two ensuring
that for almost every w € &-, we have asymptotic 2-periodicity of {m,(w)}).
In order to show that P({m, diverges in ¥} \ (&~ UD-)) = 0, assume by
contradiction that P(N) > 0, where N := {m, diverges in ¥} \ (&~ UD-).
By Remark 4.6, N C &, UDyU %. Thus every w € N is such that either
w € & UDyor we AB. Then we have the following cases.

e w € &y U Dy, which leads to an almost sure contradiction since by
Theorem 4.18 and Remark 4.19 and definition of Dy, for almost every
such w, (O, (w), T (w)) — (O4(w), To, (W), With O,(w) € 9X. Thus
{mp(w)} converges.

o w € A, which leads to an almost sure contradiction, since by Proposi-
tion 4.7, for almost every such w, (0,(w), m,(w)) — (O.(w), 7o, (W)
with ©,(w) € ¥. Thus {m,(w)} converges.
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Moreover, P((&~ UD-) \ {7, diverges in X}) = 0, since:

e by Corollary 4.43 and Remark 4.44, for almost every w € &~, we have
asymptotic 2-periodicity of {m,(w)}, and therefore divergence in ¥;
e by Lemma 4.21, for almost every w € D, {m,(w)} diverges in X.

]

4.8 No monopoly

In this section we show the negligibility of monopoly, which is, as per Definition 1.5,
the event M on which all but finitely many crossings happen along exactly one edge.

Proof of Theorem 1.6. If we can show the stronger claim, that all three edges are
crossed infinitely many times, then monopoly does not occur. Via martingale argu-
ments we focus on showing that for all i € {1,2,3}, T — o0 as n — oo. By
symmetry, without loss of generality, assume the index considered to be i = 1.

Denote Ef}rl = uN® — B, ~ Bin(uN®,P) and recall B, ~
Bin(uN®, P¥) conditionally on &%,, where P{*? := @1 /(01 + 0®) and P =
OW /(0 +06%). Then

O _ (2) (2) p(1,3) i (3) p(1,2) (2) p(1,3) (3) p(1,2)
Tn+1_Tn +Bn+1_luNn Pn +Bn+1_luNn Pn —I—ILLNYZ Pn +:uNn Pn

n+1 n+1 n
_ () (2 (2) p@,3) e 3) p@,2) (2) p(1,3)
=Ty '+ E By — pNy Py + E By — pN Py + E N, By,
k=1 k=1 k=0

3

T Z PN PP = TV + M2, + Mo + Y2, + Y0
k=0

—=(3) ~
For nonintegral p we will have B, = pNg — B, ~ Bin(|[uN@ |, P{?) +
{uN®} Ber(P?) and B, ~ Bin(|uN® |, PO2) + {uNP} Ber(P{?) conditionally
on F,, thus getting the corresponding decomposition
W W e @ |, T
T =Tg + My + M, Y00+ Y00,
~ ~ —®) =)
where N1, = SpEL B — N B and Wy = St By — N PO
The first step to prove that 7" —s oo almost surely is to show that Y@ +Y . —s
oo almost surely. Note that both P"?, P"? > ©1” and T,"” > 1 for all k > 0, so

Ok Ok

_ n n N® N® " g
Yy y® s } : N®LNOYQWL — Tk+1 [ Vg ko> kL)) 3y
n t¥n 2 u(N, +N,.")O), § ™ + k —§ ™ (me +7; )

k=0 k=0 k=0
Since p > 1,
k+1
Ok+1
e )
Tk To + /1’1271
hence by limit comparison,
"
k41 @ () _
(mp +m) =00
Tk
k=0

if

3



166

Therefore, to show that almost surely Y,® + ?S b oo, it is enough to ensure

that almost surely 77,(;) —— 1, meaning that almost surely there is a subsequence ﬂ,(il_)

bounded away from 1: this follows by Corollary 4.45. Finally, by showing that
(Y +Y) — oo} € {T" — oo}, (4.78)

it will follow that almost surely 7"’ — oco. By repeating a similar argument for the
other two components, it will follow that P(M) = 0. To show the inclusion, assume
Y® 4+ ?S " — 00 and consider that

(M(2)>n _ Z yN,iZ)P,il’?’)(l—P,il’g)) < Yf)v <M<3)> _ Z MN’is)P’iLz)(l_PIS,z)) < ?<3)

n
k=0 k=0

with all the possible cases being the following: (M®) and <M(3)> both converge,

one converges and the other diverges, or both diverge. Before procegding, note that

n

(M) = (LN ]+ (NP PP (1= PI) < (M®),,

k=0
n

—=3) -
(o ) = DN+ (NP P (1= Py < (M)

n
k=0

and therefore, the same argument we are about to show holds for nonintegral y. Thus
we explicitly treat only the integral case, from now on.
The standard theory of the angle bracket process applies. Recall that:

o if (M) converges, then M" converges almost surely by [50, §12.13];
o if (M®) diverges, then M\”/(m®) vanishes by [50, §12.14].
Therefore we have the following cases.

Case 1. If both (M®), and <M(3)> converge, then both martingales M > and MS)

converges, yielding T = T + M® + M. +Y,® +Y —s co.

Case 2. 1f only one of them converges, assume, by symmetry, without loss of gener-
ality, that <M(3)> is the convergent one. Then MS ) converge. On the other hand
(M®) ~— oo, which implies M:”/(m@) — 0, hence M;”/v,® — 0 by the in-

equality aforementioned, and also M® /(Y +Y") —s 0. In conclusion, on this
event

7w M® e —
TV = St et = 1| (V0 +Y)
. +Y, Y +Y, Y4V,

= (1+0.1)) (V@ +7,)) — o0,
because trivially, since M\ converges, M. /(Y@ +Y.") —s 0.

Case 3. If both (M®) and <M(3)> diverge, by a similar factorisation as in the

. . . 73
previous case, and exploiting the same argument just used for M ? | also for M, ", one
reaches the same conclusion.
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Hence (4.78) has been proved and the claim follows. The argument extends by sym-
metry to all components of T},, by noting that

(M), = (M)

and that for each component, the cases are all the same, with the predictable parts

diverging almost surely, as m, never converges to any of the vertices by Corollary 4.45.
O

4.9 No dominance conjecture

In this section we discuss Conjecture 1.7, asserting that P(D) = 0, where we defined
the event of dominance D as the event, on which the edge crossings along two of the
edges become eventually negligible (see Definition 1.2). The conjecture is based on
three grounds:

e It holds for the generalised balls and bins model (Theorem 1.10), which has a
special connection with this model.

e It is numerically supported by simulations of (2.31) and (2.32). In particular,
simulating the dynamical systems (2.33) and (2.34) and (2.35) and (2.36) results
in only two asymptotic behaviours, the typical ones corresponding to Section 4.7,
exemplified by Figures 2.2 and 2.3 (hence we conjecture also that {p,} in (2.33)
and (2.34) and (2.35) and (2.36) does not converge to the vertices).

e The martingale increments { R }; not only satisfy Lemma 4.1, but if the system
approaches the corner, they can be shown to become negligible, compared to
the terms in what we could call the deterministic part of (2.31) and (2.32). This
suggests that it should be possible, for almost all w € D, to show a contradic-
tion by exploiting the asymptotic behaviour of the dynamical system, which is
conjectured to not converge to the vertices.

In the following proposition we make some progress, by proving the negligibility of
the martingale increments near the vertices (for simplicity, we will only treat the case
of integral u, but the result follows also for nonintegral p). Partition the event of
dominance as D = |J._, DV = |J;_, Dy UDY, where DV := {0, — v;}, and the
indices 0 and > denote the usual intersection with the events, on which the values of
¢ are, respectively, 0 and greater than 0.

Proposition 4.48. For every i,j,k € {1,2,3}, i # j # k, for almost every w € DY,
R = 0,(09) and R, | = 0,(0%).

Proof. By symmetry, without loss of generality, it will suffice to show the argument for
i = 2. In Theorem 1.6 it has been shown how, as n — oo, T,V = (1 + 0,(1))(Y, +
YY), where Y, = S0 uNBPID YT =S NS PP, There the initial index
m was zero, but it can be taken to be arbitrary in general, and the (1 + 0,(1))
factor holds as n —» oo, for m fixed. Similarly T® = (14 0,(1))(Y. + Y,®), where
Y = 0 uNEPPEY YO =S uNS P& Theorem 1.6 shows that T — oo
for all i € {1,2,3}, but more can be said, given this estimate, and the knowledge of

the almost sure limit points of the stochastic process. Due to the asymptotic nature
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of the argument, it will be crucial to observe that the deterministic coefficients that
will appear in the summations

k+1
Ok+41 H p—1 ( ( 1 ))
= = =p-1)(1+0(— 4.79
I R R = = p )
and

k+1 -1 1
Okl _ :“k — f((ﬂ—n ) — = p(p—1) (1 +0 (—k)) . (4.80)

e " z

We will rely on Perron-Frobenius Theorems, with the argument shown only for the
first component, since for the third it is analogous. Start with

70, = (1 + 0.(1) (Z WP MNIES)P;?’”)

k=0

= (1+0,(1)) (Z uNZ P& + MN,S)P;M))

k=m
—(1 1 ~ Tpi1 . W T > T
= ( + Ow( )) ; - (_);gl) + @;:) + @(2) + @(U ZC )

where

(2) (3)
Ok+1 T T pw—1
1 Oy 1 > — & =
for some e (w) = 0,(1) slow enough (compared to the sample path taken for almost
every w on the event, pointwise), since on Dy’ the coefficient 77,(5) tends to 1/2 and
0" +0,” — 1, but it is not known whether 77(2) (0} 4+0,”) is even bounded, hence
the inequality sign. The term, which Tﬂl majorises, Zk:m G.T.", is generated by
the following dynamical system. Take 7,, = TV > 1 as initial value, and set S,, =
then the summation is the first component of the orbit of the 2-dimensional dynamical
system

n+1 S +Cn n
Sn+1:Sn+Cn n

for all n > m. In matrix form:

(52)- (€ 1) ()

Sna1 ¢ 1)\S,/)°

Denote the iteration matrix A, and let X,, = (T}, S,). What is needed, is the asymp-
totics of X,,.1 = A, X, specifically of its first component, keeping in mind that in
our case, X, is a positive vector (and each of its components are unbounded). It will
now be shown that this system the hypotheses of the various strengthened forms of
the weak Perron-Frobenius Theorem (see [40] for some background, and in particular
Theorem 1.3, which will be used). We will derive two mutually exclusive asymptotics
for it, and then apply the information about the specific orbit we have on D, so as
to narrow down the slowest possible asymptotic regime of growth for 7}, (since 7, ,(121
is lower bounded by the dynamics of T}, 1, the asymptotics for the latter will yield a
lower bound asymptotics for the former). First of all, note that the matrix A, — A,

where, denoting ¢ == p — 1,
_ (¢ 1
A= (C Nk
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The characteristic polynomial of A, and A are p,(\) = A]A — (1 4+ ¢,)] and p(\) =
AA = (1+)], yielding two simple eigenvalues Ay = (+1=(u+1)/2>1and A\_ =0
respectively. Similarly for A,, and by continuity of simple eigenvalues it is known
that AT — AT, while A, = 0 for all n. The corresponding eigenvectors of A can be
chosen to be e, = (1,1) (this is the Perron eigenvector) and e_ = (1, —() (note that
coming from the eigenspace equation y = —(x, this eigenvector is never nonnegative,
being ( = p— 1 > 0). In [40, Theorem 1.3] it is shown that for a nonnegative matrix
A, — A as such (that is with distinct eigenvalues), and a nonnegative orbit X,
generated, like ours, by the iteration scheme, either X, is eventually zero (which is
not our case, being unbounded on the considered event); or the limit (which exist by
[40, Theorem 1.2]) of {/|| X, |1 (any norm in general, but in this case it is simpler to
work in l-norm) is an eigenvalue of A, with a nonnegative eigenvector, which only

leaves the option
e Mt
nh_1>noo [ Xl = 5

due to the zero eigenvalue not having a nonnegative eigenvector. If one notes that
S, = T, then this says that

pELl e
5~ m V2T

= lim
o0 n—oo

This does not allow for a regime as slow as /u", since for all u > 1, p+1 > 2,/p.
Hence for any p > 1 fixed, there is some positive p = p(u) smaller than /2, such that
T, = Qu( u(%er)”)_ Indeed if for every 0 < p < 1/2 given, there is a subsequence {n,},
such that T, < /L(%J“p)”f, then choose any

log “;’—1 1

logp 2
This choice is feasible, since the term on the right-hand side is positive for all u > 1,
because this term being positive is equivalent to p+ 1 > 2,/u, via taking logarithms.

It should be noted that  has been defined so that p2+? < (u+ 1)/2. It follows that

1 " - _ 1
ptl lim /T, < lim (/M(%ﬂv)nj — M%ﬂ? < i’
2 n—>00 j—ro0 2

which is a contradiction. Thus the claim, that TV = Qw(#(%ﬂ)n) has been proved
(since TV > T,,).

Before concluding, we would like to stress that this stronger estimate on D§’, that
for every p > 1 there is a p = p(u) small enough (choose it at least smaller than
1/2) such that p(ztP" = 0 (T®) (and the same of course holding for ), can be
bootstrapped. We will show how the bootstrapping works in the conclusion to this
section, after this proof.

The claim that R, = 0,(0) and Ry, = 0,(0%) now easily follows. This is
only shown for the index ¢ = 1, as the method is similar for ¢ = 3. By Lemma 4.1,
RY, = O,(v™1) = O,(v™) for any 1 < v < \/p, while O = 1"/r, ~ (pu —
DT /p™ and since p(2P)n = o (TV), it follows that

1 (3+p)n T
= £ zow( N ):Ow(L@g)):Ow(@g))'
w—1

u(ap)n pr pr

Hence by choosing v = u%, noting that v > p'»?_ it follows that

R, =0, (#):d ! )zm@;ﬁ» (481)
woz " M(a—l’)”
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It should now be clear the reason for strengthening the initial estimate by this ad-
ditional power of p: the separation given by the square root regime alone does not

allow for room in between the possible regimes upper-bounding Rfjrl and the ones

lower-bounding ©( and Of. O

We conclude with discussing how further bootstrapping could be used to improve
the estimates (4.81), and possibly make the negligibility obtained in Proposition 4.48
stronger, if needed, when analysing the stochastic process as a perturbed dynamical
system on D’ .Since we showed that almost surely, eventually, the martingale in-
crement perturbations, appearing in the expression for 7, become negligible with
respect to the main terms involving ©{) and O it is pos&ble to conclude that on
DY, for every k > m,

(3) (1)
2) _ _(1) ®I<:—l (3) ®kz—l

m =T —_— 47 —
k k—1 ~\(2) (3) k—1 \(2) (1)
@ —1 + @kfl @kfl + G)kfl

ﬂ—l(cl)l 771(;)
| =594 +—®<” (1+7),
(2) (3) k—1 (2) (1) k—1
@kfl + @kfl @k 1 ®k 1

+ Ry

where

due to the previous quantitative estimates made on Of” and O, and the fact that
0% — 1 and 7l + 1 — 1. Thus

1 7TI(~<:1)1 ) 71-l(:)l 1
(2) (3 1
= (o (oe)) (o oo o vap o) 0

Consider T ff We can verify that the same asymptotics hold, through the same

martingale theory used for 7'V and T/®¥, by simply repeating the steps in the second
part of Proposition 4.48, that is

T8Y = (14 0,(A)Y,2 + YY) + YO +7).

Noting that

(2 @) _
YP+Y, = g Uy, E Op1m,

k=0

we have that

T(le) 1 Yo - 17'( + Ok+1 ( 7Tl<€3) T(l) + 7'((1) T(S)
n+l — w E + k E : ) (2) 3) (2) 7k
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By applying (4.82), the following asymptotics follow:

1 x®
(1,3) __ k—1 (1)
Tn+1 - 1 + Ow ( E Ok+1 (1 + O ( pk>> (622)1 + @ 11 ®k—1
(1) (3) (1)

Tp_1 @ Ty, (3)
+ @(2)1 + @(3) k— ) Z U’f“( ®) @(1)6 + @<2> + 9;:> O )>
= (1 a3 2 (Ho (1)) (557
w Tho1 w #gk @531_’_@;{:111 k-1

k=m

ﬂ'l(cl) 1 N ki1 7T;(€3) 7T;(€1)
(3) (1) (3)
b T ) T4+ Tk
@;fil + @2}311 k—1 Th @2}2) + @Eﬂl) k @;{;2) @;:) k

k=m

n (3)
Oht1 1 M1 )
=(1 (1 E 140, —= T
(1w )>< = Tk—l( " (MQk))(@g>1+@<l) i

k=m+1
1) n (3) (1)
M1 3) ) Uk+1( Ty, (1) T, (3)))
+ —T7 | + T + —"—=T
@(2) . + @(3) k—1 ]Z;n Tk @;f) + @;CI) k @562) @(3) k
+ +
= (1+ ow(l))( [—Tk (1 + O, <M5’“)> + ] (@m j@“)T(l)
k=m

(1) (3) (1)
T 3) On+1 Ty 1) Ty 3)
Teriept ) i (@<2> Tert Tep ey

Z (13)+C T3
n

k=m

Recalling that by (4.79) and (4.80),

1 1
Tht2 | TR -1 )<1+O< )) +(p—1) (1+O(_k>)
Tk Tk pik H
1
:(,ug—l) (I—I—O(—)),
T
we have that the term in the summations can be rewritten as
w . w M%k T @2;2) + @;gl) k @;:) 923) k
1 1 1 )
() o= () | ( (g o) m
1 21

while the term outside the summation can similarly be rewritten as

Ont1 ) i p—1
(1 + Ow<1)) 7_: (@(2) @(1)Tr(zl) + WT;D > T —&n T(l Y = CnT(l ¥

I
—~
[a—y
+
o
€
—
=
—
~~
=
(V]
|
=
Y
—_
_|_
G

Let & == (u*> —1)/2 and ¢ := (u — 1)/2 and note that T<1 ? is unbounded on D, as
it tends to infinity. As previously, the term which 7.\ majorises, > j_ mﬁkT(l NS
¢, T is generated by the following dynamical system, with 7, = 7" > 1 and
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Sm = 0, taken as initial values, and the summation resulting from the first component
of the orbit of
n+1 S + Cn n

Sn+1 - Sn + é.nTn

for all n > m, which can be rewritten in matrix form as

Tn-‘rl _ Cn 1 Tn
Denote the iteration matrix A, and let X,, = (7,,5,). We need to improve on the
asymptotic growth of X, 1 = A, X, specifically of its first component, keeping in
mind that in our case X, is a positive vector (and each of its components diverge).
We will achieve this improvement by bootstrapping again through [40, Theorem 1.3].
This is not the most powerful tool available for dynamical systems: better asymptotic
growth could be achieved by exploiting results such as Benzaid-Lutz Theorem. How-
ever our current lack of understanding of the speed of convergence of the residual error
term 1+ 0,,(1), and the speed with which the random coefficients next to 7" and T}”
tend to 1/2, make it difficult to apply such tools, which we therefore omit to describe
(the curious reader is referred to [5] and [17, §8.4, Theorem 8.25] for background).
First of all note that the matrix A,, — A, where

()

Since pu? > p for all 4 > 1, € > ¢ > 0 and therefore, starting at m large enough, one
can assume &, > (,. The characteristic polynomial of A, and A are p,(\) = \? — (1 +
Cn))\ + Cn &, and p()\) A2 — (14 A+ ¢ =&, yielding two simple eigenvalues AX =

)£ V(G 12 +4(E = G)I/2 and Ay = [(C+ 1) £ V/(C+ 1) +4(€ = Q]/2
respectlvely Note that

. ““i\/% 2(p% — p)

Hence A\ > (u + 1)/2 (this is the Perron eigenvalue), and also |[A\;| > |A_|, with
A_ < 0. The corresponding eigenvectors of A can be chosen to be ex = (1, AL —(), with

— ¢ > 1 (this is the Perron eigenvector) and A\_ — ¢ < 0. Hence the improvement
achieved is that the existing limit lim, o /|| Xn|1 = A+ > (1 + 1)/2 and similarly
lim, o0 /T = Ay > (1 + 1)/2, which allows for a less restrictive choice of p in the
estimated regime of growth of T(1 9,

Arguments similar to those exploited in Proposition 4.48, should be possible also
on DY, but they will be technically more difficult, due to the oscillations of m,.
Complementing these findings with a deeper understanding of the dynamical system
obeying (2.33) and (2.34), and its behaviour with p,, near the vertices, is likely the next
step to succeed in showing that dominance is negligible. Simulations support that the
dynamical system does not converge to the vertices, motivating Conjecture 2.3.
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Part 11

Generalised balls and bins with
positive feedback
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Chapter 5

Introduction

This introductory chapter is dedicated to generalised BB with positive feedback: we
first describe the stochastic process, providing all the details missing from Chapter 1,
in terms of a system of iterative equations, and then explain a heuristic argument
regarding the onset of dominance. This heuristics is clearly reminiscent of the reduc-
tion to a randomly perturbed dynamical system exploited in Part I, but the approach
followed will not rely directly on dynamical systems techniques. Indeed it will be
much more natural to rely on martingales instead, due to how they arise from the
iterative scheme.

The chapter goes on with a detailed description of our results and concludes with
a note for the reader, regarding the relative material in the Appendix, and the intro-
duction of further notation, in view of the more sophisticated use of martingales in
this part of the dissertation.

5.1 Iterative equations of the model

Let us start by recalling the probabilistic time-dependent model of generalised BB
with positive feedback. Recall that d > 2 denotes the arbitrary number of bins and
that {o,} is the integer-valued positive sequence, representing the number of added
balls at times n € N. Recall that T” denotes the initial deterministic positive number
of balls in the 7th bin. For each n € Ny, let again

TW4. . . +T" =1, :7'0+Zai
i=1
be the total number of balls in the bins at time n. Finally recall that

T

Tn

@ .—
oY =

is the proportion of balls in the ¢th bin at time n. The vector ©,, is valued in the
standard simplex in d dimensions

AT = {(z, . mg) €0,17 @+ oy =1,

so we let, for every integer 1 <i < d, and z € A%,

) it
P ((E) = ~d - .
Zj:l Ty
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Note that for simplicity, when there is no ambiguity, we switch from an upper index
notation for the components, to a lower index notation, if the time index is not
involved. In a model with no feedback, we set @ = 1, but, unlike for the ERBRW, in
our study of generalised BB we will focus mainly on the model with feedback, that is
a > 1, which is the more challenging one.

Given the past up to time n, each of the o,,; balls, which are added to the
tth bin independently of each other at random at time n + 1, will fall in the bin
with probability proportional to the number of balls already inside, 7,”, that is with
probability ¢ (0,,). The number of balls going in the ith bin at time n + 1 will be a
random variable denoted as Bﬁfjrl. More precisely, according to this model, for every
integer 1 <1 < d,

T =T + By (5.1)

n

where, conditionally on the past, the random number of balls, which independently
of each other are added to the ith bin at time n + 1, will be modelled as a binomial
random variable B, ~ Bin(c,.1, P{”), where 0,1 is the size and P® := ¢@(0,,)
the probability parameter of the binomial. Therefore the random vector B,,;; having
d components BT(L")+1 is, by construction, a multinomial random vector of size 0,1 and
vector P, = (0,) = (v (0,),...,9¥"(0,)) of probability parameters (we will use
the notation B, ~ Multin(o,41, P,)). This is true because a multinomial random
vector can be seen as a random vector having binomials as marginals, which share the
same size and have probability parameters adding up to one, constrained to always
add up to the common size. Since in the BB model by construction

[ (4)
Bn+1 = On+t1 — E Bn+1
JFi

and
d

> U@ =1

i=1
for every x € A4, the claim that B,y is a multinomial random vector of size 7,1
and vector of probabilities P, = 9 (0,,) given the past, follows for every n > 0. We also
note that B, is independent of &, = o(By, ..., B,). Recall that as usual {F, },en,
will be the natural filtration on the probability space (2, &, P), with %, = {0, Q} and
Foo =0 (U,—y Fn); we will denote by Pg, , Ez, , Varg, and Covg, the conditional
probability, expectation, variance and covariance.

Lastly we introduce the normalized fluctuations of B. For every i € {1,2,...,d},
let _
@ Bg-)s-l — Op1 Py
n+1 \/O-n+1PT(Li)(1 — P7(lz)) ’

Clearly Eg, B\’ | = 0,11 P{” and Varg, B\, = 0,1 P (1= P?), so Eg, e\, = 0 and
Eg, (eni1)” = 1.

In this model only two assumptions will be made on the sequence of number of
balls added at time n:

€

o, is either bounded or diverges to infinity, S
o
Pn = 21 is either bounded or diverges to infinity. R
Tn

Even though in Chapter 1 we motivated the study of generalisations of BB models
with their connection to the ERBRWs, it is also true that in this part of our work,
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we study these models rather independently, trying to generalise results that hold for
any number of bins d to as many regimes of growth of {,,} as possible. Indeed, many
technicalities that we will face will arise from regimes quite different from o, = u",
and we will spend no little effort to resolve them (in this sense, Proposition 8.4 will
be emblematic). In considering these assumptions, the reader might find helpful to
consider a few key examples regarding Assumption R, which gauges how fast the
number of balls added grows. If {0,} is bounded, clearly p, vanishes. Similarly, by
the power sum formula, if {0, } is polynomial p,, vanishes too. If {0, } is exponential,
say 0, = p' for some integer ;> 1, then by the geometric formula the limit is the
constant © — 1 > 0. We interpret all such regimes as slow growth, being p,, bounded.
As an instance of fast growth, one can take o, = u*", for which p, diverges to infinity,
since eventually 7,, < (n + 1)p*" and therefore p, > p#=Y"" /(n 4+ 1) — oo.

We now derive the fundamental iterative equation obeyed by the model. It will
be useful, for simplicity, to adopt for a moment a vector notation, instead of a com-
ponentwise one, and thus rewrite (5.1) as T,,+1 = T,, + Byy1. Then divide both sides
by 7,41, yielding

To+1  To+ Bui1 70Oy + Bu

Tn+1 Tn+1 Tn+1
Thus we conclude that ]
Tn
@n+1 = @n + Bn+1- (52)
Tn+1 Tn+1

We can also rewrite (5.2) componentwise, and by exploiting the random fluctuations,
it follows that for every i € {1,...,d}

. T, . 1 . ) . .
(€ n i i (4) (%) (3)
Oph1 = 0w + (Un+1P7§) + 5n+1\/an+1Pn (1—- Py ))
Tn+1 Tn+1
and therefore
SIS 0y + ——=P" + ”—\/anﬂp,g“u - P). (5.3)
Tn+1 Th+1 Thn+1

5.2 A useful heuristics for dominance

The main objective in this part of our work is finding the probability, for any d > 2 and
depending on the feedback and regime of growth of {0, }, of the events of dominance
and monopoly, which are respectively defined as the events D, such that all but one
of the proportions of balls in the bins are negligible, and M such that all but one
of the bins eventually stops receiving balls, as per Definitions 1.8 and 1.9. The main
focus will be on dominance. An interesting heuristic approach to describing the onset
of dominance is the following: in (5.2) we can extract the martingale differences by
adding and subtracting 0,41 F, to the multinomials, so as to get

Tn

On+1 Bn+1 - Jn+1Pn
O, + P, + :
Tn+1 Tn+1 Tn

@n—i-l -

One expects negligibility of the martingale differences, so by neglecting them we are
left with the dynamical system ©,,11 = 1,(0,,), where

Un() = "+ L y(),

Tn+1 Tn+1

and (x) = (VO (2), .., (x)).
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With a = 1, by (5.2), {6,} is a martingale, thus almost sure convergence of
{©,,} with no feedback is established by Doob’s Forward Convergence Theorem. Can
convergence be to the vertices of the simplex, with positive probability? Note that
with no feedback, the iteration map 1, () is the identity map; therefore heuristically,
starting within the simplex, {©,,} should quickly converge to points within the simplex
because the iteration map, which broadly speaking drives the deterministic system,
does not have any destabilising effect. Thus one would expect no dominance for a = 1.

With a > 1, the system has an iteration map, whose equilibrium points are char-
acterised by the fixed point equation x = v, (z), which is equivalent to the equation

(0%
Ly

d 7
Zj:l T

whose solutions on the simplex are the vertices and the centres of the [-faces for

le{l,....d—2}
1 1
E;, = 0,...,0
l (\l—i-l’ 7l+17 9 ) )7
~~ d—Il-1

€Tr; —

I+1

with the centre of the simplex denoted as F = E; ; = % (we call these centres
equilibria due to this dynamical interpretation). If the Jacobian matrix has eigen-
values with modulus greater than 1 at the equilibria of the simplex, one expects the
dynamical system not to converge to these equilibria. If the vertices are stable un-
der this dynamics, then they are the likely candidates for the limit of {©,}. This
interpretation is obviously very loose, since the system is nonautonomous. However,
particularly instructive can be the case for d = 2, studied in [48]. Here one can effort-
lessly overcome the difficulty of extending the Jacobian test for stability, as we can
perform cobwebbing. In this case we only consider the first component of ©,,: due to
symmetry, the system is essentially univariate. The map " (z) is then the convex
combination of the identity map and the function

U(a) =

a1

¢+ (1 —z9)®

through the coefficients ™ /r,,, and on+1/r,,,. This observation makes us rely less on the
Jacobian criterion, since we can see through cobwebbing, where the iteration map leads
the system, even as it varies. Although the convex combination is time dependent,
the graph of " will always maintain its qualitative profile (see Figure 5.1), and
therefore cobwebbing takes the systems away from 1/2, towards either 0 or 1. The
time-dependency entails that the speed, at which this happens, varies; thus, when
considering the original stochastic process, the control over the neglected random
fluctuations enters the picture, especially close to /2. One must ensure that they
do not overpower the destabilizing effect that the feedback introduces, when close to
the equilibrium. The case d = 2 is very fortunate: thanks to the symmetry, it is
essentially univariate, and it has no such issue as partial equilibria of the bins, which
significantly complicate the analysis, as we will see in Chapter 8. Nonetheless, it is
this heuristic approach, which inspires the overall strategy we will follow, when trying
to prove almost sure dominance for d > 2 bins in Theorem 1.11.

5.3 Outline of contents

We start with an overview of the results concerning dominance, which is the main focus
of this part. In Chapter 7, Theorem 1.10 shows that dominance is negligible if o = 1.
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N =
L
t

Y

1 1
2
Figure 5.1: ¢ (red) and ¢V (blue) and cobwebbing

The result follows from the convergence of martingales, as previously mentioned, and
the fact that with no feedback, the regime is nonmonopolistic (Theorem 1.14). In
Chapter 9, Theorem 1.11 shows that when o > 1, dominance is almost sure if:

e p, is bounded (0, = p" belongs to this rate of growth, which is therefore the
one we are more interested into, being the regime of the ERBRW);

. 1 . Ont100_
® pp — 00, 0 :=lim, o 227 =0, A == limsup,,_,, % < 1.
n

Even though with feedback {©,,} is no longer a martingale, in the argument we exploit
martingale techniques on the Doob’s decomposition of {©,}. In addition, we rely on
two key facts.

e {0, } undergoes infinitesimal deviations from the equilibria of the simplex under
positive feedback (Proposition 8.4, proved in Chapter 8). This means that ©,, is
almost never eventually confined in a d,-neighbourhood of the equilibria {E;},
where 6,, will be a suitably defined vanishing positive sequence. These deviations
are exploited to start the inductive argument of the theorem, which shows that
one by one, all components of ©,, vanish, except the last one.

e In both cases (p, is bounded and p, — oo with § = 0, A < 1), we have
that if ¢ € {1,...,d} is such that ©% — 0 as n — oo, then 7" is bounded
(respectively Lemmas E.2 and F.1). This allows quantitative estimates on the
vanishing rate of ©{ that are exploited in the inductive argument of the the-
orem, so as to ensure that from one step to the next, the components of ©,,,
which have been shown to be vanishing, do so at a fast enough rate. This part
of the argument is highly technical, and we rely on applications of the implicit
function theorem to carry out the induction step (Lemma 9.1).

These two facts combined, place ©, where, informally speaking, the iteration map
1, further pushes it away from the equilibria, towards some vertex, as we described
in the heuristic section. In Conjecture 1.12 we claim that the conditions § = 0 and
A < 1 are not necessary. One ground for this conjecture is [48, Theorem 1.2], that is
the fact that for d = 2 bins, this has already been proved; a second ground is that the
issue arising in the higher-dimensional setting seems to be more of technical nature.
Although in the argument of Theorem 1.11 described above we rely on Lemmas E.2
and F.1, this reliance could be relaxed.
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Before moving on to describing the results concerning monopoly, it is perhaps
useful to provide a more intuitive interpretation of the parameters involved in these
arguments. Recall that {p,} divides the various regimes of growth of {o,} in two
categories: slow groth when it is bounded, fast growth when it diverges to infinity.
We think of the quantity A as a regularity parameter. For example, if it is a limit, for
pn — o0 and 0 = 0 it is always zero (see [48, Lemma 6.1]). To get A large, one can
think of irregular examples, such as

o p™, n =0 mod(3)
" 11, n=1,2mod(3)’

where > 1, in which case it is not even finite, since for all k& € N, A3z =
03k+20§‘k0§k‘fﬁl = 3%, Note that we implicitly made one additional regularity as-
sumption, namely the existence of 0 := lim,,_,,, a "log T, € [0,00]. If it exists, € is
a parameter which reveals finer details of the regime of growth of fast growing {o,},
since the logarithm allows to discern between different rates of fast growth. For exam-
ple, all slow regimes previously mentioned yield § = 0, but a fast regime like o, = "
for > 1, does not necessarily imply 8 = oo. In fact, note that whenever p, — oo,

T, ~ 0, because
o 1
—2 = 17

1
T, 1—
n Pn—1

as n — 0o. Therefore, having denoted 6,, := a~"log 7, so that § = lim,,__... 0, we
can see that 6,, ~ (#/a)"log . Then if u < «, one has that § = 0; if p = «, 6 = log «;
if u>a, 6 =o0.

The assumption on the existence of the limit of 6, := o™ log 7, is crucial only for
the study of monopoly, to which we now briefly turn our attention to. We consider
these results as secondary, so we will not describe the arguments with as much detail
as we did for those concerning dominance. Extending the results for d = 2, we recall
that we show that for d > 2 monopoly almost never occurs in the following scenarios:

e if there is no feedback, by Theorem 1.14;

e if there is feedback, in supercritical regime, that is § = oo (and thus p,, — 00),
by Theorem 1.15;

e if there is feedback, in subcritical regime (that is 6 = 0) with p, diverging to
infinity and A > 1, by Theorem 1.16.

The proof of these results can be found in Chapter C, and they are a straightforward
adaptation from the corresponding results in [48]. In Corollary 1.13 we show that with
positive feedback, monopoly occurs almost surely in all regimes of growth covered by
Theorem 1.11, that is when:

e p, is bounded;

e p, —00,0=0and A < 1.

We did not conduct the study of monopoly for d > 2 under the critical regime
(> 1,0 € (0,00)), due to our main focus being the application of this approach to
the ERBRW. The reader with a keen interest in BB models will find beneficial reading
[48, §1], as it contains interesting heuristic remarks regarding monopoly, which we did
not discuss here, and [48, §8], which offers an in depth study of monopoly in the
critical regime for d = 2. Also, note that we did not study the case of negative
feedback (0 < a < 1) under time-dependence.
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5.4 Note for the reader

Part IV contains several technical results that are vital to the main arguments of our
proofs, but they are not an original contribution of the present work. They are in the
appendix, as they have easily been adapted from the corresponding results shown in
[48]. They are included for self-containedness.

5.5 Notation

To conclude we mention some additional notation which we will adopt throughout
this part.

e We will denote [d] :={i e N: 1 <1i < d}.
e The Euclidean norm will be denoted as || - ||

e The Hilbert space of square integrable random variables #?(Q2, %, P) will be
denoted simply by #2. For a random variable X the notation X € #?(%) for
some sub-o-algebra € of &, means that almost surely E¢x X? < oo, where Eg
denotes the expectation conditional on the sub-o-algebra &, and is therefore
a random variable itself. When a sequence of random variables X,, € Z*(9)
converges to a random variable X in #?(%), this means by definition that almost
surely lim,, . Eg (X, — X)?=0.

e To say that a random variable X is measurable with respect to a sub-o-algebra
g of #, we will use the notation X € m¥.
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Chapter 6

No monopoly

In this section we show a fundamental condition for nonmonopolistic regimes, which
we adapt from [48, Lemma 2.1].

Lemma 6.1. Assume

Un—i—l
o =00
T
n=0 T

Then P(Vi € [d], T" — oo) = 1, and therefore P(M) = 0.

Proof. For the second part it is sufficient to note that

d ¢ d d

M* = (U {1 = ou, ev-}) = (T = 0, ev.} = [{TY < 0s, i0.}
=1 i=1 i=1
={Vield, TV < o,, i.o.} D{Vie[d], T\ = oo}.

Then P(Vi € [d], T — oo) = 1 directly implies P(M) = 0. We will focus on showing
that

(e e}

>
= 0
7—0&

n=0 T

implies P(Vi € [d], T — o0) = 1 by a componentwise martingale argument. Note
that for every i € [d],

Tf;) _ Téi) + ZB]@ — T()(i) + MT(;') + Y7~Ew7
j=1

where

MY =Y (B — o;P,)

j=1

with Mg = 0, and
n
Y0 = Zo-jpj(ﬁl
j=1

with Y3” = 0. Note that for every i € [d], Y, almost surely diverges to infinity under
the assumption that
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In fact by (8.1) and the nondecreasing monotonicity of 7%’ > 1,

j=1

Jj=1 ]_

(1 a
aj T

Therefore, proving that
(Vie[d, V" -0} C{Vield], T — oo}

would yield the claim. In order to do so, first we will show that M" is a centred
Fn-martingale; next, by exploiting the angle bracket process, we show that Y, — oo
implies T\ — o0.
Step 1. Clearly M is trivially adapted to {#,} as B is too. Since Egjle;i) =
JjP;?l and P;_)l € m%;_1, by the tower property it holds that
n n
EMY =Y E(BY —0;P") =Y EEs (B —0;P{)) =0,

=1 j=1
thus M¥ is centred. Moreover, for every n,
n
(@) @ | _ } : () p)
Bj - Jij—1| - ]EEgj—1|Bj - O-JP)j—1| <
Jj=1 Jj=1

ZEE&J (B + P = QZUJEP(Z) < QZUJ = 2(1, — 7o) <

j=1

Lastly, since Bj(-i) € m%,_, and P}’; € m%F,_, forall 1 < j <n,

n—1

n -1
Eg, M => Eg, (B —0;P{)) = Z B —o;P")) = M

j=1
so for every ¢ € [d], M" is an F,-martingale.
Step 2. Consider that M € &?. Indeed
E(MP)? = BOMY — MY, + M, — MY = B — M + B, )?
+2E [(M = M) (M, — Mg")] = B(M;? — M,”,)* + E(M,”,),
since

E (M, = M) (M, = My")] = EEg, _, [(M;? — M, )(M,”y — Mg")]

n

and

Eg,, (M = M) (M,”y = M?)| = (M, = My")Eg,_, (M, = M,” 1) =0
by the martingale property. Hence

E(MY) = E(MY — ML)+ E(M,) = E(ML ) + EEg, (M — M)’

E(M{,)? +EEg, , (BY — 0,P",)° = E(M®,)? + E Varg, , BY
E(M?” )+ o,E [P,g’ilu — P )] <E(M,)? + 0,
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By iterating n times E(M?)? — E(M'”,)? < 0,, and adding up all inequalities, we
obtain

n
E(M®)? < Zaj =T, — Tp < 0.
j=1

Then the angle bracket process is well defined as the previsible part of the Doob’s
decomposition of the submartingale (M(”)? and denoted as

<M(i)>n = Z]Egj—1<M;i) - M](Z—)1>2 = ZEgj—1<B;i) - O-]'P;i—)l)2 = Z\/arg:j_l B](Z)
=1 =1 =1

= Z Ujpj(i—)l(l - Pj(il) <Y
j=1

The standard theory of the angle bracket process now applies. Recall the following
facts:

o if (M) converges, then M converges almost surely by [50, §12.13];
o if (M) diverges, then M:”/(m®) vanishes by [50, §12.14].

By (6.1), the assumption of the claim implies that ¥, — oco. We have two cases to
inspect.

Case 1. If (M©) converges, then M converges, and T = T3" + M +Y,) —s oo;

Case 2. If (M®),  diverges, then My”/(m®) vanishes, and therefore

) 0) Ty MY 0)
= (1 Tyot Y—) = Y (14 20,(1)) — oo,
since
M| M| M| | M
%0 = Yo = (M®) :‘ <M(i)>n’ —0

and therefore M /v, vanishes.

Hence T,) — 0.
[

This lemma yields the three main results on the negligibility of monopoly. The
proofs are found in Chapter C. Recall that 6,, == a~" log 7,, and assume lim,, . 0,, =:
e RU .

e Since by Lemma C.1, Y >°  on/r, = 0o, Theorem 1.14 exploits Lemma 6.1 to
show that if there is no feedback, monopoly is negligible.

e When o > 1 and 6 = oo, recall that the model is said to be in supercritical
regime. In this regime Theorem 1.15 exploits Lemma 6.1 to show the negligi-
bility of monopoly.

e When a > 1 and 6 = 0, recall that the model is said to be in subcritical regime.
In this regime, Theorem 1.16 exploits Lemma 6.1 to show that if

e
On+10p_1

1 < A :=limsup e

n—aoQ

)

monopoly is negligible.
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Chapter 7

No dominance

In this chapter we prove that dominance is negligible in absence of feedback.

Proof of Theorem 1.10. Since ©,, € A1 0 < ||©,] <1, s0 ©, is bounded. By (5.2),
it can be seen that ©,, is a martingale:

Tr— 1 Tr_ On
]E?n_1 (671) = - lEgn_1 (@n71> + T_E%n_l(Bn) = - 1@n71 + T_Pnfl
- Tn-1 ®n—1 + &671—1 - ®n—17
Tn Tn

since ©,,_1 € m%, ; and P, 1 = ¢(0,,_1) = 6,1, because a = 1 and 7,,_1 + 0, = Ty.
By Doob’s forward convergence theorem, ©,, converges almost surely to a bounded
random variable ©.

To show that dominance is negligible, we actually show a stronger claim: that
the event, on which any of the proportions of balls in the bins vanishes, is negligible.
Define the event

d
D={3iec[d:0"=0}= sz
i=1

where D; := {©® = 0}. Note that D C D. We show that P(D) = 0. This holds, since
for every i € [d], on the event D;, 3 2 O4) can be seen as the proportion of a second
bin (resulting from merging all the d — 1 bins other than the ith, which vanishes)
approaching unity. In fact since o = 1, trivially
(=10 oW
1 ! 1 !

On=0¢On)=—5| : | =— . 1
> o1 67 oW o + (Z#i @%)> oW

In this sense, D can be seen as the event of dominance in the two bins model, so by

Theorem D.1, P(D) = 0. Hence 0 < P(D) < P(D) = 0, and the claim follows. O

Note that for a > 1 merging d — 1 bins as in Theorem 1.10, would not yield a
probabilistic model equivalent to the two bins model, because in general

S ()" £ (00) + (Z @ii>> .

=1 J#i
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Chapter 8

Getting away from the equilibrium

This chapter is dedicated to deriving a key result for the BB process with positive
feedback: that, informally speaking, the vector of proportions ©,, does not get stuck
in any of the equilibrium points (geometrically, recall that by equilibria we refer to
the centres of the faces of the unit simplex). This fact will be the key to reach a
proof of dominance in presence of feedback, recalling that dominance consists in ©,,
converging to the vertices of the simplex.

8.1 Preliminaries

Let us begin this section with deriving some facts about the components 1 of the
vector field 9 : A" — A1 with o > 1. They will be frequently used throughout
the rest of the chapter. The first fact is a straightforward bound for ¢® on A1,
obtained via the Lagrange multipliers method (since ©,, € A%~ will be the argument
of 1™ in all proofs, all arguments denoted as x belong to the simplex).

Remark 8.1. For every i € [d]
v <YW(z) < d*laf (8.1)
on A41L,

Proof. Consider the denominator of 1@,
flo)=>af,
J
and find its extrema on [0, 1]¢, subject to the constraint
g(x) :ij —1=0.
J

Then the Lagrangian is

L(x,A) = f(z) = Agla) = Y _(af — Azy)

J

and
arft =\
V& = ol
ary " — A

1—2j:1:j
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On [0,1]%, the equation V.Z = 0 yields the solution

1
T P
=1 |
Tq P
a

)\ da—l

Note that f is continuous on the compact A%~! and therefore it will have two extrema.
Since the Lagrange multipliers provide only one solution, the second extremal value
must be on the boundary. But @ > 1 and 0 < z; < 1, so it is obvious that it will
be the maximum value 1 to be on the boundary, at each vertex of A%"!. Then it
is possible to conclude that what has been found earlier are the coordinates of the
minimum, which yield the value

Thus )
o = fle) <1
In conclusion N
. T
PO (r) = = > af
=%
and N
. S
P (z) = S~ < do‘_lx?.
) =50

O

The second fact is about the regularity of . Explicit calculation of the partial
derivatives shows that the restriction of ¢ on A1 is smooth and, since a > 1, it
is continuously differentiable at A1, but not necessarily twice differentiable. The
partial derivatives are indeed continuous on the whole A4~! and no issues arise in
further differentiating as no component vanishes there:

ax?’lzLi:%, ifi=j
0y, (z) = Zep) (8.2
—ax if 7 £ 5.

a__ g
1 (Zk $g)27
However for some values of a the off-diagonal derivatives show irregularities, al-

ready as of the second derivative. For example for a = 5/3, at

1 1
Ey o= Ad1
d—2 <d_17 7d_170)ea 9

the derivative 92 1" (E4_2) does not exist. Indeed, since 9,9 (Eq_2) = 0, the limit
defining 02 ¢ (E4_2) simplifies to

1 Rt

(d—1)x d-1_1___pa 2 —
—o lim (Zici @ +17) = 5 lim h = Foo.

5 2
0 =
(d-1)3

Wl

As a result, at the boundary, we can only rely on continuous differentiability of v in
general, not twice differentiability.
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We now briefly introduce the main result of this chapter, Proposition 8.4, the
main tool which, by iteration, leads to proving almost sure dominance with feedback
in the following chapter, by Theorem 1.11, whose argument relies on ©,, almost never
eventually being confined to a small d,-neighbourhood of the equilibrium E of the
simplex (or centre, geometrically speaking) and of the partial equilibrium points in
its lower-dimensional faces, and this fact is ensured by Proposition 8.4. To get a
mental picture, for example, in A% we have the equilibrium % to look for, and then in
the 1-faces (its edges in this case) there are the partial equilibria (1/2,1/2,0), (1/2,0,1/2)
and (0,1/2,1/2). A generic vanishing positive valued §,, such that

o

On+1
Z nHLs, < oo,

T
n—=0 n+1

as adopted in [48, Proposition 4.1] will not suffice for any d > 2, because the argument
around partial equilibria is far more problematic: the case d = 2 is the only one that
does not have partial equilibria, and in this sense it is fortunate. The general meaning
of the lemma that will follow is to ensure that it is possible to choose a more specific

1

0, = o (8.3)
for some 0 < r < 1/2 instead, so that the argument of Proposition 8.4 succeeds for all
d > 2 and all regimes of growth satisfying Assumptions S and R (the second of these
conditions will play a significant role also in Theorem 1.11). The introduction of the
parameter r is related to both Proposition 8.4 and Theorem 1.11; in Proposition 8.4
it will be further restricted to a range of values so that the argument makes it through
all regimes of growth.

Lemma 8.2. Let 0 < r <1/, then

o0

On+1

n=0 Tn+17'77;
Proof. The two cases given by Assumption R need to be treated separately.

e If p, is bounded by some p > 0, then noting that

1+r 1+r
On+1 o On+1 7—n+1 o On+1 Tn + On+1 - On+1 (1 + )1+r
- I+r Fl4r | T L ool Prn ’
n

Tn+1Ty, Tnt1 Tnt1 Tn Tnt1
we obtain
00 00 00 00

o o o dz

<Y ()T < ()Y T < (L)

Tt T it " - i = rltr
n—=0 'ntlin n=0 'n+1 n=0 'n+l1 70

1 + p 1+7r
) e
7}

o If p, —> o0, note that for any constant b > 1, there will be an m > 0, such
that for all n > m, p, > b. Then it follows that o,,1 > b7, for all n > m, and
therefore 7,, > o0,, > br,,_1, which yields, by induction,

T > 0",

Consequently, the sum can be estimated as follows. Since 0" > 1,

o0 (o] (o] 7 o0 7
Ot 1 1 m 1 v 1
<2 s (b —rm) Ry > pn oL =%
n=0 n"tlin n=0 " n=0 m m n=0 m br
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]

We conclude this section by briefly showing an elementary fact, which will be used
in Proposition 8.4.

Remark 8.3. For any v > 1, uniformly in n > n,, > m and assuming that m =
o(nm) as m — oo,

- 1 1

Proof. The claim follows from integral estimates. Note that v > 1 implies that
v+ o(1) > 1, for all m large enough. Hence on one hand, abusing a little the
notation, as m = o(n),

- 1 S " dv
Z o) = L o)

k=m+1 m+

o 1)7;1%(1) ((1 +o(1)) (mlﬂymm (14 (1) (%)”HO(”) _

(’y — 1)7717—1-1-@(1) (1 + (9(1))7

on the other hand

. L 1 i dzx B 1
Z ko) = (m + 1)7—&-0(1) T o (x — 1)rto@) o (m + 1>7+o(1)+

k=m+1 m
1 (y = hmr— 1ol
=T (ot Ty

1+ o0(1)),

(1+o0(1) = 14 om)

(’Y _ 1)mw—1+o(1)
1
(fy — 1)(m)’¥—1+0(1) (

and therefore .

]

8.2 Infinitesimal deviations from the equilibria in
presence of feedback

This section is dedicated to showing Proposition 8.4: that is, we show that ©,, is almost
never eventually confined in a ¢,,-neighbourhood of the equilibrium point of the [-faces
of A4l where | € [d — 1]. By symmetry, without loss of generality, the equilibria
we will choose to illustrate the argument in Theorem 1.11, are those belonging to the
face obtained by intersecting the hyperplanes Hyyy = {xq = ... = ;10 = 0} with the
simplex: A"t N H;, ;. Therefore, in Proposition 8.4 a generic partial equilibrium of

an [-face will be . |
FE = 0,...,0 ).
l (\l—i—l’ 71_'_117 ) ) )

d—1-1
I+1

The full equilibrium point of A?! is denoted as FE := E;_; = %.
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Proposition 8.4. Let o > 1,

and

where

Then for every l € [d — 1],
P(|©,, — E|| > 6y, i.0.) = 1.
Proof.
Step 1. Since
{[1©n — Eil| > 0p, 1.0.}° ={]|©, — Ei]| < 0, ev.},
we can equivalently show that
P(©n — Ei|l < 6y, ev.) =0,

but since .
{100 — Bl <6, ev.} = | () {100 — Eill < 6.}
m=1n>m

and

n>m n>m+1

by monotonicity

m=1n>m n>m

Hence by the monotone continuity of the probability measure, we have that

n>m

All in all, defining
Hy = {1100 — Bill < 6,0, V0 = m},

we will prove the claim by showing that as m — oo,

P(H. ) — 0.

Step 2. We prove that this probability vanishes by rewriting © — 1/(I + 1) on the
event H,,, by iterating (5.2) and (5.3), with the help of the multivariate Mean Value
Theorem applied to PV = ™" (0,,_1), and Taylor approximations at F;. We will
then achieve an iterative multiplicative representation of © — 1/(I 4+ 1) in terms of
©0) — 1/(1 4+ 1), which by a suitable probabilistic argument, will be crucial in the
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estimation of ]P’(’an) Before proceeding, we would like to mention that a vector-
valued approach is in theory also possible, and it might even look like a more natural
way of generalising the argument in [48, Proposition 4.1]: it would require exploiting
a vector-valued generalization of the multivariate mean value theorem, using matrices
in the iteration suitably diagonalised, in order to highlight the deterministic scales
involved. However it turns out far more problematic. Even though such approach
succeeds for [ = d — 1 with exponential growth, uniformity of the results with respect
to all parameters involved fails when | < d — 1 and already with the exponential
regime.

Consider now the vector field ¢ : A1 — A9l as defined at the beginning of
this section through its components ¥ (z). For i = 1, we can apply the standard
multivariate Mean Value Theorem. For every ©,_; € A9"!, there exists a point

g@n,1 = 2f®n71 + (1 - t)Ela
corresponding to some parameter ¢ € (0, 1), such that

P (On-1) =M (Er) = VYV (Co,_,) (On1 — E1),

where - denotes the scalar product. Since by definition P, = ¥®(0,_;) and
YI(E;) =1/(1+ 1), the equation can be rewritten as
1
Py ==+ V¢ (Ce, ) (On1 — Ei). (8.4)
[+1
Plugging (8.4) into (5.3) with i = 1, after subtracting 1/(I + 1) both sides, yields that
uniformly in n > m and w €

om _ % _ Tr;nle)(l) + np(l) _ l—il—l + Q\/Unpr(;)lu — PV =
oo, 4 2 (g + VG, ) (Ot - E») -
ey ) (1) Tn-1 A S 1 9 !
T_n\/gnpn_l(l—Pn_l):T—n@n_lJr (l+1 Z@D() 0, ( n_1—l+—1)
S e, 60, - o B o P -

Ly eSOl g, Vel o

I+1 d
Th— T On ou 1 On ;
TOL - D U e 1)( R )+— > U (€, )00
n j=1 .

T I+ 1)m, +1 n S
£y & )

+ T_\/O-npnfl<1 - Pnfl)a
SO

W _ L —

" [+1
i I+1 1
Tn-t (@m ) o Zw fon (@iﬁ’_l - —) Z U (Go,,)0O

T T [+1

T =142
e

+ 2\ Jou PO, (1= PY,). (8:5)

Tn
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Since on the event H! it holds that |©® — 1/(1 + 1)|| < 6, for alln > m, and §,, — 0,
some of the terms can be approximated via first degree Taylor expansion of ¥™(z)
and zb;? (z) at Ej, as n — oo, uniformly on H. . For the moment, the place holder
notation for ©,,_; will be . The dependence on &, is in a certain sense negligible on
H' as m — oo: since &, is on a segment joining  and Ej, and since ||&, — Ey| — 0
on Hm, as m — oo, we have that & =~ FEj, with error deterministically bounded
by d,. More formally, since )" is continuously differentiable at F; for all [ and on
the simplex, the constant Taylor approximation will have a uniform error estimate
on H! . Specifically, by the remainder theorem (in Lagrange form), since all partial
derivatives (which we will compute explicitly) are continuous over a compact set, they
all achieve a maximum, and therefore there will be a constant bounding |[V¢™((,)||
over the simplex ((, denotes a point on the segment joining E; and z, so it is in the
simplex and the previous bound applies). Then, by the Cauchy-Schwartz inequality,

V(&) - (& — B < VoG e - Bl = O(la - B,

SO

W) = OB + O (o = Bill) = = + O ()

and P, =1/(l+1) + O (J,_1). Therefore as n — oo, uniformly on w € H,

VP = Py = \/(ZJ%1 + O (6, )) (HLI + o((sn_l)) _

\/ L o) VIFO0G. 1) _ /IFo(l)

(1+1)2 [+1 [+1

Since ¥ may not be twice differentiable at points in the boundary like £} when [ < d—1,
its linear approximation will be expressed without uniform estimate of the error, that
is with Peano form of the remainder:

PV (x) =V (E) + VO (E) - (z — Ei) +o([le — E]) .

While this method does not interfere with approximating P.”,, and yields a uniform
estimate of the error, it prevents us from approximating some of the partial derivatives
Yy)(z) for j > 1+ 1 at Ej, as m — oo, with a uniform bound on the error. Thus
via a different argument, we will show that continuity of those partial derivatives will
suffice in achieving a weaker (yet strong enough) uniform bound on the error, which
will play an important role, especially when 1 < o < 2. Consider that by direct
calculation and continuity, it holds that

( Dya—1 Sws(B)e o U
a(E) 1—<Zk¢(E(kl))a)2 ll+—1, ifi=75<Il+1
k l
)\

()\a—1 Zk;ﬁi(El(k) . e
() () oAE) <Zk(El(k))a)2 -0 =gz
A Vg (&) = ¥ (Br) = (Em)a 1 o
—a(B) s = gy, (i # i<+

Zk(E )O‘

) < (E(J))a 1>
a(E(’)) ( X0 a>2:0, ifi#j,10orj>1+1,
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so, specifically for i =1,

( (K)o
(Bt ZealB ) e ey
) (SuE®)=)”
ey ) (B e BT o >
A 98 (&) = 9 (F) =~ T pmy = e 1SS
a(EM) R 0 14>+ 1
2 — 9 .
L ()

Therefore, as m — oo,

Hoto(l), ifl=j

W)= -5 +ol), ifl1#j<I+1
o(1), if1#7>10+1.

Recall that the placeholder z stands for ©,,_;, and recall that since
166, — Eill < [[On1 — Ei| < 6na

for all n > m on H' , we have that £, — E. For some of the derivatives, an estimate
of the error linear in §,,_; can be derived through Taylor expansion at Ej, uniformly
on H! . Namely, when j < [+ 1, the continuous differentiability at E; of @Zzg(;]) (&)
ensures that by first degree Taylor expansion w%) (&) = zﬂgj)(El) —{—ngj)({x) (& — E)
(with ¢, in the segment joining E; and &,) and therefore

vy (&) = %%E)+om@_JMD:{£ﬁ+0® ), ifl=j

5+ O00n1), f1#j<I+1.

We can easily show, by direct calculation of the derivatives, that all components of
V@/)“) are continuous at E; when j < [+ 1, and therefore there is a compact set on
which all partial derivatives are continuous, and to which the segment joining E; and
&, belongs (which is the requirement for the uniform estimate of the remainder):

—2
(o] Dkt Th ((afl) >k zngaxf‘>

) ifi=j5=s
(Zk%)s j
a2xo 12" 1(Zk$k 221@;&1%) ifi=j#s
i ) 1(2;&%)
O S P i
() = | T ) fa=izy
T ( kzg)
argw§ (200 —(a—1) 3, of) ifij=s
202 2% a—1<za:flxk)
a“x; 117]- Ts 7 lf S Z » S’
\ (kak)3 7& #J 7é
so specifically
(0t B of (o) Sus=2aat) 4y 5
3 ’ R
2 1 1(%zk xg) > )
L KTk 22 ki Tk i =
’ ifl=j+#s
o 1(21@%)3 7£
) = SRy
k
axfas 2(2al"?_( _1)276%%) i -
: ifl1#j=s
, 1Zk1x;:) ?é
2a%zfay T ws T ' .
7 if s A1 s
\ (kak) # #] #
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However, when j > [ + 1, a weaker nonlinear estimate of the error in terms of ¢,
uniform on ’an can be derived, recalling the main steps of the proof of (8.1) regarding
the denominator of ¢, Indeed, since

oyt
0(e) = —aey
’ (k&)%)
since B[ = 0 for all £ > [+ 1, and since &, has all coordinates nonnegative and
subunitary, as it belongs to the simplex, it follows that

()t
V()] = o)) —"— <
e = T e

< ad*@ Vg, — BE|* = 0(6;7).

ad2(a—1)(§;1))a<§g(cj))a—l < ad2(a—1)|§a(:j) . Evl(j)|a—1

This plays a significant role only when 1 < a < 2, as in all other cases the uniform
bound (at least linear) would be automatically recovered. Since for @ > 2 no such issue
arises, and the above calculation shows that all, which follows, can be easily adjusted
just by replacing the O(67") terms with O(J;), the discussion will be mainly, and
implicitly, concerned with 1 < a < 2, without loss of generality. To sum up, going
back to the ©,,_; notation, uniformly in w € H! we have that

o+ O0(0,-1), ifl=j

,lvb;clj)(f@n—1) = _% + O((Sn—l)> if 1 7é ] < [+1 (86)
0(8271), if1#7>10+1.

This result will be plugged in (8.5), which we first rewrite as:

1 Tn— 1 Onp 1 1
@S) - — n71 <@S>_1 - l_> + Ewﬁ)(ﬁ@nd) (6’(”,)—1 - )

+ T, +1 [+1
T 1 T o
IS0 (62— 7 ) + 2 D w6l
moj=2 " j=1+2
eWw \/ Trn—1 o 1
n_ PP (1= P ) = n PYAC) ew _
+ Tn 9 77,71( ’I’L*l) Tn + Tn 1 (é’@nfl) n—1 l‘I" 1
Ty 1 T o
+ D U (e, ) (@5511 - m) ) U (€e, )0
noj=2 =142
(1)
+ 2\ Jou PO, (1- By

We now apply the Taylor remainder theorem in Lagrange form, so as to express the
partial derivatives, separate the main part from the negligible one, rearrange the main
part suitably and proceed with the iteration. Uniformly on the probability space and
n>m,

1 n— n l 1 1 1
ow — 1 <T Ly On (—a +VY(Cs, ) (o, s — El))) <@§z)—1 - —>

Tn Tn l +1 [ +1
I+1
_@Z Y ) (e, — B ) (69 R
T S\ +1 %j 2 >On—1 ot o
d
T3 U0, O, + L e [P, (1= PLY,). (5.7)

-
" j=i+2



195

Since
lii (L — V(G ) - (Cons — )) (@m B L)
= N S T
a _ I+1 | 1
I+1 > (955’_1 - ) Zwm @, ) (o, — E) (95?_1 _ l+—1)
and

«Q i 1 « )
W _ 1_— oW G _
[+1+< (@"1 z+1) l+1< Ont Z@ I+1 )
j=l+2
d
) 1
QU o oW _
1(;;2 ”—1> l+1( n-l l+1)’

from (8.7) it follows that

1 Th1 On lo 1
(1) _ — n n (1) 1 . _ @ _

o o M I+1 )
Tn l + 1 ; (67’1—1 l + 1) + Z v C®n 1 (gen—l l) <®n—1 l + 1)

d
(¢ \/0" (1>\/ W my_ In « )
Z @D P Pn—l) Tnl+ 1 Z @n—l
Jj=l+2

|
e

j =l+2
Ta-1 , On oy o () 1
—_ F _

I+1

U PN o (e
+Tnl+1<@"‘1 l+1>+ ZVYﬂ C@nl (o, l)(@n—l —l—l—l)

Z ¥ (6o eu + ad 8(1>\/p<1> 1— P

j +2
Tn—1 T aan (1 1) 1
— (= T7n ) —_E _
< Tn ’lp (<@n—1> <£®n71 l) @nfl l+ 1
. () () 1 @ On 0
+_ZV C.@711 (genfl_El) anl_l_’_l l—f-]_T Z@
n " j=i+2
d
S (e, )0 + Ve [P (- )
Tn (e
Define
Ti + Qo o L
ki(©;) =~ TE 4 2RV, - (Go, — BY) =
Tj+1 Ta+1
T+ a0 Tjt1 W )
L= 1+ ———vV —E)) =
00t (1 D6 (6, — B

(Tj+040j+1> <1+ Oj+1 O<5j)) ,
Tj+1 T+ Qo
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fori € {2,...,0+ 1} we have that
N(©)) = VIO - (6o, — Fi) = O, (5.5)
and for i € {{+2,...,d} we have that
vi(0;) = ¢§) (e,) = O(57), (8.9)
as j — oo, uniformly in w € H! | by (8.6). Then the basic iteration step is

+1
1 v 1
a _ _ m } : o

o O d . 0, d ; ; g
I S O+ ST (0 )0 + L P (1 - P,

S
T, T,
" j=1+2 " j=1+2

(8.10)

[terating (8.10) n—m times yields, using empty sum and empty product conventions,

n—1 n +1
oy - = ITme) (00 - 15 ) + 3 T IESILSCAN
j=m k=m+1 j=k
(@%’)1 Ll) Z Hk JkZVk1@k 1)@21—#[4_1
k= m+1J k i=l4+2
> TIw©)% > o+ 3 TIke)a/ria—ply. o)
k=m+1 j=k 1=[42 k=m+1 j=k

On a side note, the fact that in the case [ =d — 1, (8.7) yields

1 n— n d—1)a 1 1
op - 5= (2t + 2 (U vunict, ) o - B0 ) (02— 1)

d p(l) (1 o P(l) )
(0] 1 . j 1 Ondp—1 n—1
-2 (G- V) o i) (o0 -3)+ / -

Th— o, [ (d—1) . ) 1
= ( Tnl + . (% + V(. ) - (o, — Ed—l))) (@;ll - 3)
d

oy J 1 J 1
~ar Z (@ff | ) ZVW (¢h, ) (€0, — Ean) (9211 - E)

VOon_q B )

~— P 1-P
+ T 571 \/ n—l( n—l)?

(1)
8’)’1,

combined with the fact that

d
L1 Lod-1 Lo
ot D) 1o 1) (ova ).
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implies that

1 n— n d Da 1 1 1
ow -1 - (T Ly O (% + VU, ) (o, — Ed_1>)> (@;)1 - 3)

Tn Tn

ooy L 1 j :
+o— (@<> __> Zv $(G,.)) - (€ouy — Baa) (62)‘1_3>

n

\/_6(1)\/1:)(1) PT(LI—)I) — (Tn_l—% v¢(1)(<én—l> . (g@nil . Ed—l))

n

1 1 J 1
(9;) ) Z Vi) ( (&, ) oy — E1) (951)_1 - 3)
+ “T—_%WPS—W —R),

so defining similarly )\;(@j) for i € {2,...,d}, the iterative formula is the same, with
two of the four series missing, which is compatible with the empty sum convention.
The two series left will be dealt with in the same way as the corresponding ones in
the more general case, since the same asymptotics hold, thanks to the regularity of
the function ™, and its derivatives, at the full equilibrium E. Therefore, in what
follows, no distinction will need to be made between the two cases. We now go back
to developing the iteration formula.

Since .
Hj:k kj (@j) . 1

[12, ki(0;)  TIio ki(©;)
it follows that factoring it out in (8.11) yields

Y

_ n I+1
oW _ 1 3 H ow _ 1 + E A_1(©
n 1 O I+1 A k1)
k= m—l—lH

n d

; 1 1 o .
( k—1 l + 1 - :m+: ) Hk‘:l k(@ ) Th 7 k 1( k— 1) k—1

o 1 A/ Ok
- - @H 4 s/ pM (1 pm 1
l+1k§ ' E 1 E kj(@j) . k \/ k—l( k—l)

m+1 i=l+2 k=m+1 =m
(8.12)
Note that having defined
k—1
Tj + a0
Tm,k *— H : j+17
jmm Il

we have that

f[ k(O ﬁ Tt ao f[ (1 n Lowg) = k(1 +0(1) (8.13)

Tj+1 : T; + oy
im i o+ i—m j j+

as m — oo uniformly in w € H! and k > m. This follows, since by Lemma 8.2,

k—1 k-1

041 0441
[] 1+J—+05»):e Y o (1+j—(’)5»)7
jm( Tj"‘CYO'j.H (J) ij:m & Tj"‘CYO'j_H (J)
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which can be derived by noting that as

——0(3;) = o(1),

Tj + Q0

by linear Taylor expansion

k—1 k—1
] 1 Oj+1 V) — Oj+1 911 .
> s (14 22— 00)) = T 200+ o (72 —00).

j=m %5+ j=
and since
- Oj+1 i Oj+1
— 5. < 0; < 00
J J
; Tjt a0 imo T+ ’
as m — oo uniformly in w € an and k > m we have that
k—1 .
log (1+ —2*0(5,) ) = o(1).
> oz (1+ —22—0(1) ) = o)
j=m

In conclusion plugging (8.13) into (8.12) yields

w_ 1 _
" [+1
I+1 1
(14 0(1)) 0w — A (O ) (0w, —
a1+ o) 042 = 17 Zﬂmzkl o (08
n o d
(Or_1)0" i o
+kz mkkzykl k1) l+1,z kakz kol
=m-+1 i=l+2 k=m+1 =[+2
+ (A= RE)|,
k— +1 kak

which we can rearrange into the full iteration formula holding uniformly in n > m
and w € H! | as m — oo:

wm_ 1 _
"ool41
(14 o0(1)) [0 = L li i T (@) (e, -
o m l —+ 1 —2 kil T,k Tk k-l a k-l [ + 1
d n o d n o (8.14)
i : k_o®
Z Vk‘*l(@k71>@;i‘)—1 +to Z Z @k—l
T ko1 Tmk Tk [+1 Tk o T kT
+ l+—0<1) - vV Ik 6(1) ]
[+1 T Tk "

k=m+1

Step 3. In this step we focus on the term

J— kmk

we find a uniform estimate for the approximation error of a normalized binomial
random variable approaching a standard normal, and show asymptotic normality of
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this term. The characteristic function, denoted as ¢, will be our main tool. Given
binomial random variables distributed with size n and probability parameter p, B, ~
Bin(n, p), where

0< L <p< 3 <1
20+1) P our) T
define
Xn — Bn —np
np(1l —p)

and recall that

EeitXn — Fox _t(B, —np) Coxnd tnp
Ix.{t) = Be Eep{z np(l—p)} ep{ Z np(l—p)}

-Eexp

= exp

:exp{ \/71}717—)} (1—p+pexpm)
it
{ npl— )}exp{nlog(l—p—i—pexpm)}

it . tnp
=exp [nlog |1 —p-+pexp —1 .
np(1 = p) np(1 = p)

We expand in series the complex exponential as n — 0o, assuming that ¢ belongs to
a bounded interval of R: ¢ will be kept in the O estimate, so as to preserve uniformity
of the final result with respect to ¢ in the bounded interval n — oo (because of the
obvious explicit bounds that have been imposed on p, all p-terms will be absorbed in
the O-constant):

it it 12 3
S ——— _ Lo ( ) |
Vnp(1—p) Vnp(t—p)  2np(1 =p) ny/n

Then

=exp |nlo VPit — t* t* — Z,—tnp
¢x. (1) = exp [ o <1+ n(l—p) 2n(1-p) vo (n\/ﬁ>) np(1 —p)] |
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Expanding in series the logarithm yields

log <1+ N ) \/_it 2

n(l—p) 2n(l- ) Vn(l - ~ 2n(1 —p)
£y 1 \/pit t?
o (n n) 2 ( n(1 —p) (1 — ) )
Vit P t? ’
*0( sl m-p (nf))

s w >+O<nt3f) ﬁﬂ—p)w(niﬁ)

as the whole term satisfies

o( At (n)) =2 ()

and so do the ones that have been neglected from the square of the trinomial. We
plug also this expansion in, and it yields that, as n — oo, uniformly in ¢ in the
bounded interval and 1/[2(1 +2)] < p < I/[2(l + 1)],

qﬁxn(t):exp[ Vrpit —f+ (9( 3) im—p]

(1-p) ny/n np(1l —p)
~ exp [_ﬁmo( £ )] (8.15)

The uniformity with respect to the parameters in the intervals chosen make this result
flexible enough, to be applied to the series, which now we turn our attention to. Note
that €} has the same structure as Xy, with By” ~ Bin(oy, P"”,) instead of By, and
therefore size oy instead of size k (o, unlike k£, might or might not tend to infinity,
hence the necessity of the error term) and probability parameter P,il_)l instead of p.
This justifies the choice of the interval for the parameters: since uniformly on the
event H. , |[P", —1/(I+1)| = O(8;_1), a natural range for the probability parameter,
on which uniformity is necessary, is any interval containing 1/(l + 1) and excluding
0 and 1. The next step is to study the characteristic function, conditionally on ;. _;
(which gives information about P,”,), of €{’. A technicality is necessary here, since
while on Hlm, P,iljl will eventually fall in the range that ensures the convergence result,
a modified version of £\’ needs to be constructed (all the while remaining asymptoti-
cally equivalent to the original), in order to allow taking conditional expectation and
working out the conditional characteristic function, since in €2 there will be also events
on which P{”, drops out of the range fixed for the parameters. As m — oo, due

to asymptotic equivalence, the iterative expression of ©, — 1/(l + 1), as on an, will
not be affected. We take care of this technicality by defining independent random

variables
BO Bln (oF —1
k T l 1 )

and consequently defining
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Denote
g, = ¢! + ) .
ke k {‘P(1)1 l+1|<2(l+1) k {|P %‘22(111)}
Since on H!, we have that
P — L = O(0)
k—1 l+ 1 m/

it follows that as m — oo, on H. we have that

1 1
P(l) o
‘ k-1 l+1'<2(l+1)

for all & > m + 1, since §,, — 0. Therefore as m — oo, on Hfﬂ we have that

ér = ¢} uniformly in & > m, which means that as m — oo, uniformly in w € ’H,lm

and n > m,

(1) 1
"ol 4+1
I+1 n 1
— (1) i (%)
= 7Tm,n(1 + O(l)) |: m 2_2: Z m’ka )‘kfl(@kfl) <@k—1 - l—l——]_>
Yy ZeC 1>@”1+—Z Z
i=l4+2 k=m+1 kak i=14+2 k= mk‘ k
\/l"’@ Z \/_
l—{— 1 7Tm ka

(8.16)

Since all the probability parameters involved in &g, P,f;l_)l are in the range chosen
uniformly on the probability space as k — oo; since 1 < gy is either divergent or
bounded by Assumption S, and:

e if g, is divergent, all calculations done on the conditional characteristic func-
tion are going to be analogous to those for the unconditional one (see [51] for some
background on the concept of conditional characteristic function introduced by
Loeve), as k — oo, uniformly in w and ¢ in the bounded interval, conditionally
on F_1;

e if 0,1 is bounded, then all O-estimates apply trivially uniformly in k, w and ¢
in the bounded interval;

we can conclude, by applying (8.15), that as & — oo, uniformly in w and ¢ in the

bounded interval,
: t2 t3
o (t) =exp [—5 + 0,0 (Uk\/ﬁ)] . (8.17)

We apply (8.17) to work out

Zk m+1%7€
g ()

as m — oo, pointwise in . The goal is to asymptotically obtain a standard normal
characteristic function, and to do so, it will be clear that it is necessary to divide

> Vo,

k=m-+1 kmk
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by the following deterministic scale, which ensures unitary variance of the term:

Denote

Then for every fixed t,

m,n N O-k A~
537 (1) = B, exp { - } _
Hm.n k—mt1 ktm.k
n
ot VOk
Engg.”m+1 N Eg:n_l exp {'& E . Ek ¢ —
Hm.n k=1 k/tm,k

Eg, .. .Eg,_, H eXP{ ok ék} =

k—m-+1 Hmn TETm,k

n—1
t \/O t vV On .
Eg, ...Eg, _, H exp {z F ék} Eg ,exp {z gn} =

- Hmn TeTm, k Hmn TnTmn
k=m+1

a t  \Jox
] Es, o {z ok ék},

TET
Jo— Hmn TETm k

yielding

N (4 H b3 (8.18)

k=m+1

t \/ Ok

Hmn TETm,k

where

Sk =

Note that for every m+1 < k < n,
t] 22 t] 2

TkTm,k TkTm,k ‘t’
25 o
]:m+1 TjQﬂ-'?n,j TkTm,k

thus as m — oo, s;, always belongs to the fixed bounded interval [—t, t], and therefore
by (8.17), which applies to (8.18) via the dummy variable t = sy, for all k, it is possible
to conclude that as m — oo, pointwise in ¢,

Nomn (4 H b (s ﬁ exXp [_;+0k0 (Uk\j_)}

|sk] =

k=m+1 k=m+1
2
. S (72
k=m-+1 Hm,n TkTm k
= exp E ———|—0(9 = exp — 5
Ok+/O
k=m+1 k
3
n _t Ok 2 n
o Z O Hm,n TkTm, k t Z Ok
X _—_— = —_
P Tk Ok\/Ok b 2012 1272
k=m-+1 M eyl kT mk

n 2 1 n

1 t
exp —— Z 302 (’)(t3)—exp——exp Z 30—];(9(1).

mn p_miq T 7Tm,k 2 /’Lm " p—m41 Ty 7T-m,k’
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To achieve asymptotic normality, we only need to show that, regardless of whether
{o}} is bounded or divergent to infinity, by Assumption S,

1 n
Loy m

Mm,n k=m-+1 Tk} ﬂ-m,k

We anticipate that this result ceases to be uniform in n in the bounded scenario.
Indeed the bounded scenario will require negligibility of m with respect to n. Therefore
we will introduce a new notation, n = n,,, such that m = o(n,,) (for instance, we can
choose n,, = m? or an even faster regime, depending on an other condition, which
will be introduced later) in the final step (we will keep the notation n until then).
Once this is done, we will have shown that uniformly on the probability space and
conditionally on &%,,,

Ny, — N(0,1) (8.19)

as m —>» 00.
Case 1. Assume o, — 0o. Since uniformly in m for nonnegative x;

3

3 1
(sz> 2 _ le (Zﬁ) ’ > Zml (:Ez)% _ fo
=1 =1 =1 i=1 i=1
it follows that

n 2

n
ui,n=<z %) - 5> min o Z

T, T, T
k=m+1 "Mk k kel kT k=m-+1 mk 4

Nl

therefore, as m — oo uniformly in n,

1 - o 1
— —— < max — — 0,

3 3 m<k<n /0

Mm,n k=m-+1 Trm,k,‘Tk}

and the claim follows.

Case 2. Assume that there is a constant ¢ bounding {o}. In this case it holds that

(1+o(1) (%) R o < (1+0(1) (%)U(MHO(D | (8.20)

We show (8.20) after the conclusion is reached. If one assumes it for now, since by
Remark 8.3, for any v > 1, uniformly in n > n,, > m such that m = o(n,,), it holds
that

1
kz . ]{;v—i—o ~ 7 _ 1)m7—1+o(1)7
m+
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it follows that, as k < 1, < 19 + ko,

u 2
3 O
Honm, > ( E 20(a—1)+o(1 )
k=m+1 (1 + (9(1)) (%) ( )+o( ),7_]3

3
n 1 2
— 30(a=1)+o(1)
m ( Z (1 + O(l))kQU(a—1)+O(l)(TO + ]{?0')2)

k=m-+1

3

1 2
_ 30(a—1)+0(1)
(1+o(1))m ( > J2o(o-Dto() 242 (1 4 0(1))>
k=m+1
3
Y + of1 Z : miela—1)+o(1) ( 1 )3
e 20 (a— 1)+2+o 03<20(& _ 1) + 1)% m2o(a—1)+1+0(1)
1 1

o3(20(a — 1) + 1)z mz+o®)’

and

n n

(% o
E : — < E -
J—— an,leg home1 (14 0(1)) (%)371—1-0(1)

k3
1 am3aT_1+O(1) 1

— 374’0(1) ~
= (1+o(1))om kZH L3952 +3+0(1) el 42 p3est+2ro()

B o 1
o 30474 + 92 m2to(1)

2

as m — oo uniformly in n > m? (choosing n,, = m? is just an arbitrary choice, so

as to avoid carrying on with the condition m = o(n,,)). Hence

n a
Zk: 1 a—1 _ o 1
1 n O m—+ (1+O(1))(%)3 = +c(1)k3 39=1 19 m2+o(l)
< ~ g
,U3 7T3 7_3 — % 1 . 31
M =41 kR (Zn o) ) 03(20(a—1)4+1)2 m2+te®m
k 1 20(a—1)+o(1)
L (o) (&) 72

(20(a—1)+1)2 1

— 0
3a—1)+20 mzte®)

as m — oo, uniformly in n > m?2.
The argument used to show (8.20) goes as follows.

ka—eXpZIOg(l—i—(Oé—l ><exp210g( a—l)%)z

j=m+1 j=m+1
- o 1 "
exp Z (a=1)=+0| || =expq[(a—1)o+0o(1)] Z -7
Since .
1 bod
Z —.Z/ —x:logk:—log(m—i—l)
jem+17 mt1 L
and i
1 1 Mod 1
Z - < + - +log k —log(m + 1),
Pl m—+1 miz T—1 m+1



it follows that

k
1 1
< - — < .
O_AZ - — (log k 10g(m+1))_m+1
j=m+1
Since log(m + 1) = logm + log(1 + 1/m),
k
1 1 1 1
g 14+ =) < = (logk —1 < “log (14—
Og(—i_m)_j;_lj (log ogm)_mle og(—l—m),

then by using the series expansion of the logarithm, we have that

k
1 1 1 1 1 1
_E+O<_m2>< E — — (logk —logm) < <

2 mrl m O m—)
1 1 1
- - _Lol=)=z0o=
0 () =0 ()
yielding
"1 1
Z —,zlogk—logﬂl—l—(’)(—)
. ] m
j=m+1

uniformly in £ > m + 1, as m — oo. Therefore

Tmx < exp{[(a — 1)o 4+ 0(1)] (log k — logm + o(1))}

— exp {[<a — Lo +o(1)] <1og% + @(1)) }

= exp {[(a —1)o + o(1)] <1og %) exp 0(1)} — (14 0(1)) fpla=Doto()

mla—1o+o(1)"
Similarly, since o; > 1

i k
= eij:m+1 % ( i o +jg) expj;l (U +O(1)j) " ( . )

k
a—1 1 a—1 k
= exp ( - + 0(1)> j;lj = exp ( - + 0(1)) (1og - + 0(1))
Lot to(l)

mT+O( )

= (1+0(1))

Step 4. The inductive formula will be, from now on, rewritten uniformly in n > m
and w € H!,, a

1
@(1)_ —
" [+1
(ew—_ & _ |
manTmn(l 4+ o(1 - s b Y O_ @(i) - —
a1+ o) [ L 5L 57 %y e, (6, -
=2 k=m+1 ?
d n . o d 1 n
k i (%)
Z Vi1 (©r-1)0)) + 57— Z Or1
i=1+2 an k=1 T,k Tk l+1 —112 ,um,n k—mt1 T,k Tk
[
_|_l<>Nmn
[+1

(8.21)
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as m — oo. The aim of this step is to prove that, apart from the &%,,-independent
standard normal term and the &%,,-measurable ones, every other %,,-non-measurable
term in the right-hand side of (8.21) vanishes, almost surely, on H. as m — oo,
uniformly in n > m?. The way this argument will be carried out depends on As-
sumption R, that is depending on whether p,, := on+1/r, is bounded or it diverges to
infinity. We recall that, intuitively, we understand this assumption as distinguishing
between slow growth of the first regime (since p, < p implies o, + 1 < p7, and so
Tn < Tat1 = Tn + 0ns1 < (p + 1)7,, which implies 7,1 < 7,) and fast growth of the
second regime (since p, — oo implies that 0,11 ~ 7,.1, as it will be shown later,
T, = 0(0n41), and it follows that 7,, = o(7,41)). To be precise, the argument for
slow growth, which relies on Lemma E.2; also applies to fast growth, when A\ < 1 and
6 = 0, through Lemma F.1. Indeed it is based on the fact that the vanishing bins will
almost surely get a finite amount of balls. This may not happen, in general, for fast
growth. Thus, even if for the particular case of fast growth just mentioned it would
be possible to proceed in a similar way, the argument used for fast growth as a whole,
will not need any such additional assumptions, which would lead to loss of generality.
Instead, we will exploit (5.3) on the vanishing components of 0,,, to modify (8.21)
in such a way, so as to exploit how small these vanishing bins’ random fluctuations’
almost sure bound, provided by Lemma E.3, becomes, compared to the size of the
other terms in the summation. Let us first define some quantities to reduce the length
of (8.21): forallie {2,...,1+ 1},

_ J Ok . : 1
RY = ANoo1(Or—1) (O3 — —— |,
m,n L k;ﬂ;ﬂ TomkTh k—l( k 1) ( k—1 [+ 1

while for alli € {{+2,...,d},

i 1 Ok i i
Sr(n),n = P Vk71<@k*1>®;c>—1
Hm.n J— m,k !k
and .
O 1 ()
Tm,n = ®k 1
,um,n jR— T, kTk
Denote €., = fbmnTmn and define the %,,-measurable term
A — (@(1) l+1)
’ Homn
Then we can rewrite (8.21) as
1
eom _ _~  _
"ol +1
I+1 d
. [+ o1
(1 01| A + Y R P s S, YTy
i=2 =142 =142

(8.22)

The idea of what we are going to do now is, in both cases arising from Assumption
R, whenever necessary, to split the measurable term of the series (or something very
similar to it), carrying most of the size, from its nonmeasurable remainder, obtaining
an F,,-non-measurable tail of the series, which is then proved to be almost surely
vanishing on the event considered.
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Case 1. If p, is bounded, denote with p the positive constant such that p, < p for
all n, and start by showing that R{) and S}, vanish uniformly. Since

1 Ok

O(0%4)

Bl <

Hm,n k T,k Tk

=m+1

uniformly on H' by (8.8), for some positive constant C' and m large enough we have
that

n n
|’ < ¢ % g - C _ %%k
mynt — k-1 5
T f=m+1 Tm k Tk Hm,n k=m—+1 Tk TET_1
Since
(1+ pr—1)* _ 1
ler 7'1?117
it follows that
IR | < ¢ i Ok _ C Ok (1+,0k—1)2r<
m,nl = mn L= 7rm7k7'k7',3£1 Hom.n Rt Tk T T,fT =
Cl+p)* < o CU+p &~ o _CO+p)? [ da
D
Hmn k=m+1 T kT Hm,n k=m+1 Tk Hm,n Tm L
because 7, > 1, so
] C 1_|_ 2r 1
Ryl < catp)” (8.23)

20 b TR

We need to show that this upper bound vanishes, and this requires a lower bound on
tm.n- Note first that

Tk = €XP i log (1+(a—1)i—j> gexp{(a—l) i ﬁ}g

. . Tj
j=m+1 j=m+1
T dx 7\ 4!
exp{(a—l)/ ?} = exp{(a —1)(log 7 —log7,)} = (T—k> )
Since
1 1 y 1
it (L4 pea)?riey — L+ p)emey]

it follows that

which yields

(8.24)
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since 7, — oo monotonically and m = o(n) (usual abuse of notation), thus 7, =
o(t,). Since 7, < r < 1/2 implies 1/4 < r < 1/2, which ensures 2r > 1/2, one gets, by
plugging (8.24) into (8.23), that as m — oo, uniformly on H., and n > m?

CL+p)” 1 _ (1+0(1)CA+p)" V=TT

2 T T 2rT2r

(Rl <

Proceed similarly for S, by using (8.9) instead. This yields

n
1 Ok

. T
Hm,n j— m,k 1k

S(i)

m,n " O( l?—l)a
so for some other constant, which we will keep denoting informally as C', and by using
(8.24) again, it follows that

C i O . C - O <1+pk_1)ar <

[Shon] <

ar ar
B T kTkTi_1q Hm,n j— Tm,k Tk Ty,

1 ar n 1 ar n 1 ar ©
C(1+p) %o C(1+p) 3 % C(1+p) / lfm
Hmon k=m+1 TTm kT Hmon k=m+1 Tk Hm.n v

mn .

Tm

_CUtp) 1 _Cltp)T (o) +p) V2 - TyTm
a ar HmnTo ar TS

)

since r, < r < 1/2 ensures that ar > 1/.
consider that for every m, H. C

Lastly, for the last series T,
{Vl +2 < < d, @;-” — 0, as j — oo}, and therefore by Lemma E.2, for almost
every w € H,,, {T{”(w)}; are bounded for all [ +2 < i < d. Since {T"(w)}; are
nondecreasing (in j) and integer valued, they are bounded for all [ +2 <1 < d if and
only if there is M = M(w) € N such that for all [ +2 <i < d and for all j > k > M,

T} (w) — T’ (w) = 0. Thus if we rewrite, by adding and subtracting the same term,

n n . n .
(i) 1 ) 1 Ok T;YZL) 1 O Tr()i)
Tm’” - T kT Ok~ Z T kTl T, + T kTl T,
Hm,n J—" m,k !k Hmn J— m,klk Tk—1 Hm,n J— mklk Tk—1
n (@) _ ) n i
7
T T Tk— T, Tk Tk—
Hm.n k=1 m,k Tk k—1 Hm,n j— mkTk Tk—1
since for all m > M,
. 1 u O Tw
T, T € mF,,
Hm,n j— T,k Tk Tk—1

this term will not affect the asymptotic distribution of N,,, conditionally on %,,,
as it will be eventually known (in the worst case, except for a negligible event) as
m — oo. Thus

n

, 1 o
TW = Ok + Oy ( 1)

m,n
’ T kTk T
Hm,n j— m,klk Tk—1

In conclusion, following the asymptotic negligibility of R, and S . and the eventual

m,n’
Frm-measurability of T?)  as m — oo; through the deﬁmtlon of

I+1 d n (i) (3)

* — § R E S(z § 1 2 Ok Tk—l - Tm
n l 1 T T T, ’
=2 =142 LS e S Tk Tk k—1




which vanishes almost surely on H as m — oo; (8.22) can be rewritten as

d n ‘
1 1 TG
@;‘1) I (1 —+ O(l))em,n |:Am,n + _O{ Z Ok m
[+1 [+1 ity Hmon Sy TomkTh Th=1
l 1
l()]vm n T
l—I.— 1 b )

and therefore by defining a &%,,-measurable term

d n )

A* — A 4 « 1 Ok T#ﬁ
my,n T Lmn l 1 z :

T, Tk Thk—

+ =112 Hm.n JR— m,kTk Tk—1

and
*

M 7= ]]"Hlme,n7

)
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in the case when p, is bounded, almost surely on an as m —» oo, uniformly in

n > m, (8.22) takes the form

1 [+ o(1)
o p—— ] 1))emn | A" ~y 7
ol (1+0(1))em, T+ 1

Nmn . Y
l+]_ ) +77m,n

where 7;, , — 0 almost surely on the probability space.

Case 2. If p, — oo, note that then o, ~ 7,, since

n n— 1
M e 1
On On Pn—1
and 0,1 = o(0,), as
n— n— 1
In-1 < Tnt _ — 0.
On On Pn—1

(8.25)

This gives us rather detailed information about the asymptotic behaviour of the de-
terministic scales. As to 7, s, we can show that there are constant 1 < p < ¢ such

that, for all m large enough,

P T < FT

(8.26)

We can see the upper bound by using log(1 +z) < x for all x > 1 and o; < 7;. Then

<exp{la—1) 3. 1) =exp{(o— )k —m)} =g

j=m+1

where ¢ := exp(a—1) > 1. We can see the lower bound, by using log(1+z) > z/(1+x),

along with the fact that since o; ~ 7;, for m large enough %i/r; > 1/a, so

K 7 K 7
Wm,kZGXP{(Oé—l) Z W}ZGXP{(O&—U Z ﬁ

i=m-+1 Tj

k
B a—1 o a—1 . kem
_exp{ - 5 . } >eXp{ = (k m)}—p ,

j=m+1 Y

j=m+1

}
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where p := exp[(a —1)/a?] > 1. AS t0 ptmn, in this case it is enough to note that, by
keeping only the first term of 1t 5,

VOom+l L. ! (8.27)
7Tm,m+17—m+1 05\/ Tm+1 (Oé + 1)\/ Tm+1 , .

since in this regime, having 7,, = 0(7,41) and o1 ~ T,

M =

Tm + QO m41
Tmmil = —————— — Q. (8.28)
Tm+1
We now move on to studying the three series as in the previous scenario. Consider

first that

RW =l 4 Ne—1(Ok-1 (@m_ - —> 5
' ’ /Jlm,n k=m-+2 T, kTk F 1( ) k=l l + 1
where
ro = Tmi AL (©,) | 08 — —) € mF,,.
’ /Jlm,nﬂ-m,erle#»l l + 1

The necessity of keeping the measurable term will be clear from the argument showing
that the %,,-non-measurable part vanishes on . . This follows since for some con-
stant, which we denote always by C, by (8.8), (8.26) and (8.27) and \/Gpi1 ~ \/Tm+1,

n

1 o , ; 1 C = o
> —A(Ok) (92)1 - m)‘ < > b

T kT - T kT
Hm.n k=2 m,k Tk Hm.n k=2 m,k Tk
n n n
_C oL CTomm+1Tm+1 T Cla+ 1)Tmi1 o
= o = 2r - 2r+1
T, kTkT, A/ Om+1T, T kT T+ T, kT
Hm.n JR— mk Tk _1 m~+11m+1 k=m-+2 m,k!k Tm+12 JR— m,k !k
n
< Cla+ 1) Tt Z 1 < Cla+1)p 0
= T 2r+3 pk—m - 2r—1
Tm+1 k=m+-2 (P — D7

as m — oo, uniformly in n > m (since r > r, ensures that 2r +1/2 > 1) and
uniformly on H! . Therefore on .

Ry, =1y, +o(1).

The reason for extracting the measurable term is to avoid having the ratio v7m+1/72r
at the end of the second line in the estimates above. This ratio would be problematic,
at this regime of growth. Similarly,

n

. 1 O . .
(1) — @) 2 (%)
Sm,n - Sm,n + T T kal(@k—1>@k—17
Hm,n k=42 m,k 1k
where
Sm,n Vo \©Ym)9,, me,.

o Hmon Tmm+1Tk
By a similar argument, since for some constant, which we denote again by C, by (8.9),
(8.26) and (8.27) and the fact that /G4 1 ~ \/Tm+1, We have that

1 - o C " o
k i (3) k o
P Vk—l(@kfl)(ak—l < o Ok
Hmn JR— m,k !k Hm,n JA— m,k!k
C - o, Cr a1l e O P Ok
T kTlT /o T, T k] ar+3 T kT
Hm,n k-2 m,k Tk _q m+17Tm+1 k—mt2 m,kTk Tm+12 JR— m,kTk
n
Tm+1 1 Cla+ p
<Cla+1)-25 ) ( )1—>0
ar+§ pk—m
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as m — oo uniformly in n > m (since r > r, ensures that ar +1/2 > 1), and

uniformly on H! . Thus
Spn = Smn + 0(1).
this term is more problematic than the others, also in the fast growth

(4)
As to 1),
scenario. First consider the series

)
§ (%)

Ujpj—la
=1

and partition the event H! into

o0

g =H. n {Zajp;jl < oo}
j=1

and
o
i l i

Y i=H N {ZajP;_)l = oo} .

j=1
Rewrite the series
n
rg = Loy LS % gn
" Hm.n k2 T,k Tk a

m,n
,um,n Tm,m+1Tm+1

e On & define
S(i) = ZO'J'PJ@_)I < R.

Jj=1

Consider that by (5.2) multiplied both side by 7,41 we get

Q) i (4) (4 ) ;
Tn+1 = T’r(L) + 6n+1\/0-n+lpn (]- — Pn ) + U”+1PT(L)7

so iterating this equation for every k > m + 1 yields

k—1
TO, =T+ > o, POy (1= P +
j=m+1

j=m-+1

By Lemma E.3 and (8.1), almost surely on &.”, for m large enough, we have that

k-1 k—1
(%) (4) (4) (%)
§ &j \/Ujpj (1= P < ok E VAVE SIS
k—1 k—1 . k—1 .
a1 . PN a=1 J a=14/0k—-1 ]
A7 o Y, §(O0)F <d™F o <dT Y Y
2 4 4
j=m+1 Tj21 Tm  j=m+1 Tj—1

since, having 0; = 0(0;41), eventually 0,41 > o; and therefore, for m large
enough, o1 > oo > ... > 0,,41. By the ratio test
oo

L<OO,

ar

T
j=m+1 Tj—1
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as in this regime of fast growth

. i1 (T \ "
T (TJ 1) —0< 1.
ar J Tj

4

.
+
—_

ﬁ
<
#

<

O
-

Being a series of positive terms, there will be some I" > 0 such that

[e.e]

> Z;[<F,

J= m—&—lT

and therefore

k—1
. } . a— Ok—
S o PR - Py < TaE Y (829

j=m+1

T
It is now possible to prove that the nonmeasurable tail of 7)), almost surely

vanishes on this event. First rewrite this tail as follows:

n

1

®k1_

Hm.n, k=m-+2 Tm,k Tk

1 - Ok T(’)—}-Z] m+1 y)\/UJPml(1 m )+Zy =m+1 93 (z)l

T T Tk—
Hm.n k=42 m,k 1k k—1

n ) n k—1 (©) ©) _ p®@®
1 og? T;;)Jr 1 o Djemt1 ] \/UJP (1= P%)

Hm.n Py T, kTk Th—1 Hm,n femrt 2 Tm, kTk Tk—1
n

i n k—1 p@®
n 1 Z 0k Omp P n 1 Z O Zj:m+2 UJPj—l
)
s T Th— s T Th—
Hmn R m,k 1k k—1 Hm.n JA— m,k Tk k—1

then by the previous estimates, as m — oo, uniformly in n > m, by (8.26),
(8.27) and (8.29), almost surely on & we have that

k—1 i 7 7
‘ ] n o Zj:m+15§)\/ P” (1—P”1)
Tk—1

T, T
Hm,n J— m,k !k
(%) (%)
1 b= WY TN I
<
T Tk —
Hmn J— T,k Tk k—1
a—1 n ”ULII a—1 n
< I'd = Ok Tm Ld™2 Tmt1Tmt1 Ok Ok—1
— — ar
T Tk Thk— 4 T Tk Tk—
Hm.n [ myk'k Tk—1 /O'm_HTm [ m,k 1k k—1
a—1 Tm+1 a—1 Tm+1
<Td*T (a+ 1)V Ej— STF(a+ )20 30
T, T
Tm kemp2 Mk VTR-L \/Tm+17—m Ry
1
I'd=z (a+1)p
o 0.

(p— D)7t
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This term’s estimate holds only almost surely on the event, so it will contribute
with a 0,(1). Similarly, recalling that

k—1

Z UjP;21 < S(i)v

Jj=m+1

we have that, by (8.26) and (8.27),

n k—1 p() . n
1 O Zj:m+2aapj—1 <S(”7Tm,m+17m+1 O 1

Mmn  ~ T k Tk Th—1 o Om+1 £ T kT Th—1
k=m+2 k=m+2

_ 11 (a+1)S" K1 (a+1)S9p
< (a+1)8°/Tr1 < <
: k;—m Tk Th=1 VTmt k%z P T (= Dy T

— 0.

This term has, in the estimate, S® = S (w), so it also contributes with a o,(1).
In conclusion as m — oo, on &,”, uniformly in n > m,

n n

1 O 0n _ 1 Z o, T N 1 o Oy PP
k—1 —
T T . Tk Th— T T Tk—
Hm,n JA— m,k !k Hm,n JR— m,klk Tk—1 Hm,n J— m,k 1k k—1
+ 0,(1),

and therefore, the decomposition into &%,,-measurable term and vanishing #,,-
non-measurable term is
Ton =ty + 0u(1),

m,n
where
n i n i
t(i> - 1 Om+1 @(i)+ 1 Z O T;n) " 1 (O O'm_i_lPr()@)
mmn m .
Hm.n Tm,m—+1Tm+1 Hm,n JR— Tm,kTk Tk—1  Mm,n k=m-+2 T,k Tk Tk—1

e On &% most of what holds on &;” still applies, except for the existence of the
random variable S® € R. Hence the only difference concerns the proof that the
term

1 - O Z?;lmz UJ'PJ‘Ql

Homon 257 o Tomok Tk Tk—1

vanishes. The key fact here is that, on &, not only O} vanishes, but it decays
fast. Specifically,
O, = 0,(6})). (8.30)

This follows from a relatively simple fact. Recall that in the conclusion of Step
2, in Lemma 6.1, the angle bracket process argument showed that for almost all
w, such that

k

(@)
g o;P;ny — 00,
Jj=1

we have that

k
(@ @
Ty, ~u E :Ujpj—l‘
i=1
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But then, by (8.1), which implies P” < (©{")%, and o}, ~ 74, it follows that
O Tl N Zk+1l o Py 7, (14 o1 Py Tk
o)’ T ey Z] 10313< Tk+1 25:1 0_]'13]'(21

(4) (i) (@)
Or1 b Tk Tk Okt1Ti b Tk v
(1+ T(i)k> = + ko< + =k,
k

Tr+1

Thel  Thal T T T Tep T
since 1, = 0(741) and
) ()
U (0"
T(i) - T(i)

— (O)* ! — 0.

By (8.30), for m large enough, ©;’, < ©}’ for all k > m, in particular 8}, <
Oy, <...< OV . Then consider that, havmg adopted empty sum convention
when sphttlng the sums, for £k = m + 2,

k—1
E [N
Uij—l = 0

J=m+2

Therefore, by (8.26) and (8.27) and the almost sure eventual monotonicity of
©,_1, we have that

n k—1 p@) n k—1 p)
1 O Zj:m+2 JJijl _ 1 Ok Zj:m+2 UJPj—l
T kT Th_ T kT, Th_ -
Hm,n k—m+2 m,klk k—1 Hm,n k=m-+3 m,kk k—1
1 n k—1 ) ) \a _1 n k—1 (4) a
" Ok Zj:m+2 0 (@j—l) < d” Ok Zj:m+2 0k-1(05,41)
o S Tom kT Th—1 M o T kT Th—1

n

— da_1<@§7?+1)a Z (l{? —m — 2)0k0'k_1 < da_lﬂm’m+1Tm+1 " k—m—2

M p T kThTh—1 T VO 1T P pk—m
Tm (k—m—2 a+ 1)d* /T,
_( )da ! +1 Z - )<( ) 2 ~ar +1—>07
m+1 k=m+3 p(p - 1) Tm—l—l

having used, in the conclusion, also that: we can consider m large enough such
that ox_1 > oo > ... > Opyo; T > Ty, ensuring that that ar > 1/2; the series

~ (k—-m—-2) < 1 1
Z ( ph—m )< p]+2: 32 22p(p—1)2'
k=m+3 =0 p3 <1 — %)
Hence also on &,
T(l = n + Ow(1)7
which therefore holds on H! as m — oo uniformly in n > m.
Define
I+1 0
@ @ — @ @ _ 40
-, £ 80— s D DR E I
=142 =142

Since 72, — 0 almost surely on . , since as m — oo, (8.22) can be rewritten as

(1) __ 1 —
"ool+1
I+1 d
. [+ o(1)
1 1 m,n Amn t(l) —Nmn m,n |
(+o())e,{ nt +Z lemﬁ e o+ T,

=2 i=l+2 1=l+2
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defining a new &%,,-measurable term

I+1 d
Apn = Amn+z o Z z+1 D s
i=l+2 i=l+2

and the random term

nmn - ]17-ll mn7

we have that as m — oo, also when p, — oo, on H. | uniformly in n > m, (8.22)
can be rewritten as

1 [+ o(1)
o _ _ ®
e (1+0(1))emn | A%, T

T Nmm—i—n?m , (8.31)

where 77 . — 0 almost surely on the probability space.

Step 5. Fix n,, > m? growing fast enough, such that €,,,, — oo as m — oo.
This requirement can be satisfied, and that this is true, is shown after the conclusion
of the argument. Note that the iteration formulas (8.25) and (8.31) holding on H!, as
m — 00, in the slow growth and fast growth regime respectively, have the same form,
so the conclusion in either of the two regimes will follow by the same argument, with
a formal exchange of Ay, ~and A; , . Since it is notationally lighter, we write the
argument explicitly for the slow growth regime, that is, relying on (8.25). Consider
that by the triangle inequality

1

0, — B > |
60— Eill 2[5 -

(1)
0, —

that in (8.19) we established that conditionally on &,,, Ny, is asymptotically a
standard normal, where Ny, ,,, is independent of #,,; and finally recall that A}, €
m%,, and 7, . vanishes almost surely on 2. Then

1
B(Hs) = P({10, — il <, ¥ 2 mh) <P {lo, - m’ <t}
) 1
{@S’ 1 = (14 o(1))emm,, [A:‘nn +L()Nmnm+n;n ]})
m ’ sMim l+1 ) sMm
mam l+1

[+1
)
[+ o(1)

. . O Ony
- ]E]P)gm ((1 + O( )) <Am Nm, + H_—le,nm + Tlm,nm> € [_ ) :|)a

Emvnm Em7nm

[ 1
A* l()]\fmmm —+ n:n,nm

< IP’((l +o(1)émn,,

which we now show to be vanishing, as a result of %nn /e, .., — 0 and the standard
normal density being bounded by 1/v2x, which bounds, asymptotically, the expression
above with the area of a rectangle having vanishing base length. Denote

o L (_ P On )
" [+ o(1) Tt (1 +o(1))emnn,

and

" 1+ 0(1) (14 o(1))emmn )
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Since mm fe,, ... — 0, for all m large enough,

Nm

0 <by—an<2(+2)

— 0,

€Em,nm

which follows from (I + 1)/v1 < (I + 2), as the inequality is equivalent to 1* + 31> +
2l —1 >0, and [ > 1, thus the cubic, which is positive at [ = 1 and has derivative
312 + 61 4+ 2 > 0 on the positive reals, is positive for all I > 1. We will show that

I+1

]P)Tm Nmnm+— m,n
7 ( ’ T+ o) ™

€ [am,bm]) —0

almost surely, by proving that almost surely

+2

m )

having defined
I I+1

My \/Twnm,nnﬁ

which vanishes almost surely on the probability space as well. First of all consider
that, by adding and subtracting e~Nmmnm

E N nm + i ) — Eg eitNmnm (eitﬁ,’ib,nm _ 1) 1+ Ry eitNmnm. (8.33)
m m m

2
The second term on the right-hand side of (8.33) converges to e~ = by (8.19). As to
the first term, we briefly show that it vanishes. Recall that by a standard estimate,
obtained from the complex exponential’s Taylor expansion remainder,

}7

}eitﬁ'fn,nm . 1| S mlH{Q, ’tﬁ:n,nm

which, for every ¢ fixed, almost surely vanishes. Then
|eitNm,nm (eitﬁ;‘n,nm _ 1)| < min{2, ’tﬁ:nnm” —0

almost surely. Note that for every ¢ fixed, for all m large enough, min{2, [tn;, , |} <2
almost surely and therefore, by the Dominated Convergence Theorem for conditional
expectations (see [16, §4.6 Theorem 4.6.10]), almost surely

Egmethm,nm (eltﬁm,nm — 1) — Egz_0=0.

Thus (8.32) follows, from which, by the conditional Lévy Continuity Theorem (see for
example [3]), one can conclude that

pe, = ¥(0,1),

where pg, denotes the conditional distribution of Ny, ., + 5y, . given &, which is
defined, by the standard theory, as the map

() = ()  BR) x Q — [0,1]

such that for every w € Q, ¥ (+) : B(R) — [0, 1] is a probability measure on AB(R);
for each B € B(R), pp(B) = Pg,, (N, + . € B)(w), P-almost surely. This
yields that for every fixed a < b,

P%(Mmm+mmmemm)—+ﬂm—@m>
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almost surely, where ® denotes the standard normal cumulative distribution function.
Since @ is continuous on R, for almost every fixed w, the convergence above is uniform
on R by the standard theory (see for example [22, §2.6, Theorem 2.6.1] for the
statement, and [41, Satz I| for the first proof given of this elementary result, by Pdlya).
Therefore, for any given € > 0, let M = M, := max{M', M"}, where M’ = M! € N is
such that for all m > M’,

by _ VO

e A1+ 2)°

and 5
b — am < 2(1 4 2) fm_

Em,nm

while M"” = M is such that, for all m > M"| for all a,b € R,

m

P, (Nowing, + i, € [a:8]) = (@(b) = ®(a))] < 5.

Then for all m > M, and almost every w fixed,

|P9’m (Nm,nm + ﬁ:n,nm € [am, bm]) - (q)(bm) - CI)(am))| + q)(bm) - CI)(am) <
1 2 2
§+_(bm_am)<€ (l+ )6nm <§+£:€.

-+
2 V 2w 2 vV 2 €Em,nm 2 2
Thus

Pg (Nm,nm + M, € ) bm]) — 0

almost surely, yielding the claim, passing to the limit under expectation by the
Bounded Convergence Theorem:

]P)(H'lm) < EPg, <Nm,nm + ﬁ:rz,nm € [am, bm]) — 0.

Lastly, we show that what we assumed so far holds: that n,, can be chosen to grow
fast enough, so as to let €, ,,, diverge to infinity, regardless of the regime of growth
considered. This follows quite simply from

ﬂ'm N /0-m 1 Nm '
T, Bmp 2 i > exp Z log (1 + (o — 1)&> >
7j

Tm,m~+1Tm+1 ATm41 j=m+1
o5
1 e (a_l)?j < 1 a—1 & of
exp E — > exp E 5.
J
ATpir A 1+ (=12~ ammp a LT

Since by Lemma C.1 Z;’il 7% [r; = 00, choosing n,, growing fast enough will enable

eXp{a;l nzm ﬁ}

T.
j=m+1 J

to grow fast enough, so as to let the ratio of the exponential term and 7, diverge,
because any speed is achievable, being the series divergent.
O
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Chapter 9

Dominance and monopoly

This final chapter is mainly dedicated to showing almost sure dominance with posi-
tive feedback. The high-level strategy of the proof is showing, thanks to the results
from the previous chapter, that as ©,, deviates infinitesimally from the equilibria, the
martingale parts are powerful enough to push 6, to the vertices. As this happens,
certain components become small. In order for this strategy to work, it is necessary
to gather some analytic information about the vanishing components, that is, it is
necessary to show certain upper bounds on their rate of decay. In order to do so, we
build a specific tool-box in the following preliminary section. In contrast, the results
regarding monopoly follow easily, but the reader is reminded that this is a result of
the fact that we omitted the study of the critical regime, since our focus in this work
is mainly on dominance.

9.1 Preliminaries

This section is dedicated to a technical result which is a variation on the Implicit
Function Theorem, and will assist us in the argument for almost sure dominance of
Theorem 1.11, in the next section. Lemma 9.1 is more easily read, while following
that argument of Theorem 1.11, so that its motivations are clear. Nonetheless we
attempt an early description of its role in the argument.

Lemma 9.1 ensures that, on a certain event, which will be suitably defined, for
everyl € {1,...,d—2}, F'"9(0,) = ¢ (0,)—0U*" stays negative by the time that
©,, starts drifting away from Ej,;, the equilibrium of the (I 4 1)-face, in such a way
that it does not approach Ej in the [-face (and then again the argument is repeated
iteratively, to show that ©,, does not get stuck at any of the partial equilibria). There
will be no issues, when drifting away from E, so the case [ = d — 1 does not need this
lemma, and neither does the model with d = 2 as a result, which has no such thing
as partial equilibria.

Let x;49, ..., 24 be the coordinates that are identically zero on the generic [-face of
the simplex considered, according to the order, which will be followed in the argument
of Theorem 1.11. It will be clear that there is no loss of generality in following a
specific order, as all arguments in Proposition 8.4, Lemma 9.1, and Theorem 1.11
are, mutatis mutandis, invariant with respect to the permutations of the order in
which the coordinates of ©,, are considered. Denote x := (z3,...,2141), ¥ == T;42 and
x' = (x133,...,%q). Since on the simplex

d
xlle(xay7x/):1_ Z Ty — Y,
1<j£1+2
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define
Y (g, x,y, 1) — 2 = FU (2, y,2") 0 [0,1]7'0{0 < 29+ . 42y < 1} — R.
Ad—1

In this section we will always implicitly assume that (z,y,2’) is in the domain of
FY and, except for Step 3, with the xi-coordinate suppressed. We will work in

Rgfy’lz, = R as we have d — 1 degrees of freedom, by implicitly exploiting the
canonical projection mapping proj, , , == (proj,, x ... x projxd) oAg_1,

Proj, 4 o RY — R4

(11,29, ... 2q) — (z,y,7),

where A;_; denotes the (d—1)-fold diagonal embedding, exploited so that the domain
is not repeated by the tensor product of the maps. In this new coordinate system
we will not change notation, for instance proj%w,(El) will still be denoted as E;. We
will not change the axes labels either, aside from using, instead of the label ;. 5, the
label y. However, the canonical basis directions’ indices will be shifted backwards
by 1, with respect to the axes’ labels, since the first coordinate is suppressed. For
example, the direction of the xo-axis is e; (the vector with 1 in the first coordinate, 0
in all the other d — 2 coordinates), and so on. The reason for keeping the old labels is
related to the context in which we apply the lemma, so it will be clear later on. When
considering a point, for example Ej, in this new coordinate system, it will sometimes
be necessary to further canonically project it onto the coordinate hyperplane

Hyi:y=0,

often denoted as H for simplicity, whenever the dependence on [ is clear. This is the
coordinate hyperplane for the axes corresponding to (x,z’) (thus isomorphic to R%~2),
onto which we project via the analogously defined projection map proj, . : R —
H. When projecting, for example, E; onto H, we will denote

‘El = projx,x’ (El)

Finally, denote the canonical projection (through proj, , ,/) of the i-face considered,
as Iy, that is

Fro={(z,y,2) € [0, n{0 <@+ ...+ 24 <1} (y,2') = (0,0)},

denote .
F = {(x,y,x') el < l—l—_l}

the canonically projected portion, of the considered [-face of the simplex, satisfying
x141 < 1/(l+ 1), and similarly denote

_ 1 On 1
Fl (571) = {(x,y,x’) € F: l—l——l _Cl+15 < T4 < l—i-—l}

the canonically projected portion, satisfying 1/(l + 1) — ¢;416,/2 < x4 < 1/(I + 1),
where, for all [ € [d—2], {¢;+1} are arbitrary positive subunitary constants, which will
be fixed in Theorem 1.11, and ¢,, is the monotonically vanishing sequence introduced
in Proposition 8.4. For an intuitive understanding of the statement of the lemma, see
Figure 9.1.



220

Lemma 9.1. For every integer | € [d — 2| fized, there exists an open neighbourhood
Y1 =Y of 0 in the y-axis and an open neighbourhood X; 1 := X of E; in Hiy1 = H,
such that in X XY the level set {(x,y,2') : F"V(z,y,2’) = 0} is a hypersurface
Giy1 = G, parametrised by the (unique) continuously differentiable function y =
G(z,2"), where G : X — Y. That is, for every (z,2') € X, F"V(z,G(z,2'),2") =0
and G(E;) = 0.

Moreover, there are constants 0 < v/, < =/2 and 0 < e* < 1 small enough, and
a time nj,, large enough, to ensure that (5n7+1 15 small enough, such that there exists

a connected composite (d — 1)-dimensional polytope Sf:lfjl U P,i;ill D F;, on which
F"(x,y,2") < 0, having defined

I+1

P”l*-»-l = pI"ij (Frll) X [0767—&-1} X [075;+1]d_l_2

I

and

d

Sﬁl::; = {(:U, y, ') € C’Zijl (") I+ Dy +y+ Z x; < ’YZ*H} ;
J=I+3

where

* . — * % d—1—-2
Cn}ﬂrl (€l+1) ‘= proj, (F} (6nf+1)> X [078l+1] X [07€l+1}

and the hyperplane

d
Ty s U+ D)z +y + Z Ti = Vi
i=1+3

is constructed such that By € T} |, T}, intersects the coordinate azes y, Ty, ..., Tq
at distance 7, , from the origin on the positive semi-azes and does not intersect the
span of the (xa, ..., x;)-coordinate azes.

Proof.

Step 1. F"V is continuously differentiable at E; and

1
FU(E) = 0 (E) — El(z+1) _ (+1)° B 1 _0

(l+1)ﬁ (l+1)

Also by direct calculation the partial derivatives of

a;.a
FH (g, y,2') = Ll —x
(@.y.7) (L= i i = Y)* + iy gy T8 T Y o

are, reminding that x; = z1(x,y,2') = 1 — Zi?ﬂ Lo Ti — Y

—1 —1
azf (77 (z,y,2) —ac;-)‘ )

(w?(zvy’z/)+2i;ﬁ1,l+2 z?+ya)27 j 3& l + 1
a$?+_11 [x?(Z‘:yvzl)'i_Zi#llerg x?+ya+$l+l(xtl)é_l(x?yvx/)_xla_‘__ll)} . l + 1
(z¢ (x,y,x/)+zi¢1’l+2 ¢ +y)2 y J )

Fagljﬂ)(x? Y, :E/) =

SO
o J>l+1
FO(E)=(a, j=1+1
0, l<j<I+1

Hence F'"*V(E;) = a/(l+1) > 0.
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Step 2. By the Implicit Function Theorem applied to F“™(x,y,z’), there exist
a (d — 2)-dimensional open neighbourhood X of E;, and an open interval Y in
the y-axis, containing 0, such that there exists a unique continuously differentiable
hypersurface Gy : X — Y (denoted simply as G in this argument) satisfying
FU(x,G(x,2"),2") = 0 and G(E;) = 0. Moreover,

vx,x’F(Hl)(l‘a Y, IL‘/)

VG(z,2') = —
FZEHU(xaya xl) (z,G(z,x'),z")
and therefore
-1, J>1+2
0, l<yg<i+1.

Step 3. We briefly go back to the standard coordinates for AY"!, in order to show
that ™ (xq, ..., 2141, 0,0) takes negative values for all =, such that z;4, < 1/(I+1)
and (z1,...,21,1,0,0) € AL Consider first that, given 0 < x; for all i € [I], by
Hélder’s inequality, for every p,q > 1 such that 1/p+1/g =1,

S (£0) (54) 4 (54)

Take p = a and

Then

from which it follows that

Consider that

I
x$ T 1
P (21,2,0,0) <0 = —— <a = 1+ le Lo>
Do T+ :E;"H T4 Ti41
— Zx ><— )azm Z:Bz o
Li+1
since 2149 = ... = x4 = 0. Also since 241 < 1/(l + 1),

l
l
szfl xl+1>l+1

=1

This allows us to verify that

Zx > (Z xl) o (9.2)
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since by (9.1)

We now show that

thus yielding (9.2). (9.3) follows from the assumptions:

! o l ! a—l
1
Ja—1 (E :xz> Z (E ,l’z) o = (E fz) > (lwr1)* 7,
=1 =1 =1

and the second inequality holds since

a—1
s )
— ! I+1 ’

B l a—1
(ll’prl)a ! < (l—i——l) .

Hence (9.3) follows and (9.2) is satisfied.

while

Step 4. As a consequence of Step 3, for all n large enough, F“*V(z,y,2’) < 0on F,
and therefore, for any ¢ > 0 small enough, on the compact F). := F~ \ C!(¢), where

CL(e) = proj, (F(8,)) x [0,¢] x [0.]~2.

We will denote C! () as C,,(¢) for simplicity. Note that C,(¢) C X x Y for all n large
enough and € small enough. Since F'*V(z,y,z') is continuous and negative on F!, it
will be possible to have e small enough, such that F“*V(z,y,z") < 0 on the compact
(d — 1)-dimensional polytope

P! = proj, (Fl) x [0,¢] x [0,e]472.

n

Intuitively P/t (denoted simply as P,) will constitute the main body of the polytope
in the claim. Additionally ¢ will be chosen small enough, to allow C,(¢) C X x Y for
all n large enough.

We now construct a wedge-like tip for this polytope. Throughout the construction, it
will be useful to keep an eye on Figure 9.1. Consider T, (denoted as T in this argu-
ment), the affine tangent hyperplane at E; to the hypersurface G, which divides X xY
into two parts, one on which F“™(z,y,2') < 0, and one on which F“ (z,y,2') > 0,
by the Implicit Function Theorem. By the standard theory, we can write the implicit
Cartesian equation of T as

T: VFqul)(El) . Yy - El =0.

Since

(1+1)
VF(Z+1)(EI) _ ( vxF (El) ) .

V. FO (B

J’_rl|>—~H o
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from Step 1, where we proved that
V.F"Y(E) = (0,«)

and 1
m/F(Hl) E) =
Vy7 ( l) al + 1’

the implicit equation reads as

d
1 «Q
T Oy(‘(]“+1_z+1>+z+1<y+ Z%):Ov

j=1+3

which, dividing both sides by «/(I + 1) and rearranging, yields

d
T: (4 Do +y+ Y x;=1 (9.4)
J=l+3

In the following, we adopt as normal vector for 7T,

0
g=|(1l+1
1
Note that 7" intersects each of the coordinate axes y,x;13,...,24 at 1. This can be

seen easily by putting (9.4) together with the x;-coordinate axis equation, for all
j > 1+ 2, which reads x; = 0, Vi # j; intersecting with the x;,-axis yields

o n i=1+1
“olo, iAL+1,

since T' goes through Ej; for all j > [ 4 2, intersecting with the x;-axis yields

1, i=7y
T = . .
0, 1i# 7.
Lastly, note that 7" does not intersect the span(ey, ..., e;_1), its equation being x; ., =

... =z =0, which turns (9.4) into 0 = 1.

We will now require n to be large enough to allow F“*V(z,y,2’) < 0 on the whole
portion of C),(¢) defined as follows. Consider

{(I’,y’x/) ceCule): I+ D)z +y+ Z rj < 1}.

j=I+3

There is no guarantee that F'*! does not intersect this set for n large enough and ¢
small enough. Hence we define a suitable hyperplane, which has the same implicit
equation form as that of T

d
T : B+ ZiUi:’Y

=142

We first require that E; € T'and 8 > 0, 0 < v < 1. Then
5
[+1
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yielding the equation

d
T (14 1)yz + Z T ="y
i=1+2
By a similar argument as for 7', it will still not intersect the span(ey,...,e;_1) as a

similar intersection would yield v = 0. It clearly intersects the x;,,-coordinate axis
at 1/(I +1). From the form of its equation, it is also clear that for all j > [ + 2,
intersecting with the x;-axis yields

)y t=y

Ti = . .

0, ©#7.
For v =1, T' = T; as we reduce v, we lower T" towards the span(ey, ..., ¢e;) (v being
the intercept with the x;,0, ..., x4 axes, we are reducing these coordinates). Since on
Cu(e), z141 < 1/(1+1), by Step 3 we know that as v is reduced, 7" gets closer to the

open neighbourhood of F;~ on which F“*"(z,y,2') < 0. For some 7}, < €1/2, for
€741 < 1 small enough, and n;,, large enough, the hyperplane

d

Tro (U D +y+ Y 2=
i=l+3

will be such that F'“*)(z,y,2") < 0 on

d
i+l {(x,y,x/) € Gy, (€7) : U+ DT +y + Z xj < %’“H}.

Nl
j=l+3

To show this, let us denote St as S, for simplicity, and similarly v and . By Step
2 we can show that the implicit hypersurface y = G(x,2’) decreases strictly as we
approach £; coming from proj, ,.(S,+), meaning that for any direction u = (u, u.)
such that E;+tu € proj, ,.(Sy-) for some ¢ > 0 small enough, the directional derivative

d
0.G(E) = VG(E) u=—(+Due — »_ u; > 0. (9.5)

1=1+3

This can be shown by noting that, for u to satisfy E; + tu € proj, ,,(Sy) for some
t > 0, we need to have u;1; < 0 (because on this set, the x;.; coordinate is strictly
less than 1/(I + 1)) and u; > 0. Also, since for all (z,y,2’) € S, it holds that

d

(l + 1)")/.1'l+1 +vy+ Z T < v,
i=l+3

with y > 0, it also follows that

d

(I 4+ )y + Z T <.
i=1+3

We can assume ¢, and thus 7, subunitary. Then without loss of generality we can
assume that, for all directions u considered, for some 0 < t < 1,

1
(I+ 1)y <l+—1 +tul+1> + Z up <.
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1 f ¢
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c* )
v "\\\‘***~~T—*—~vv7E‘§:Q\\ (])7.17/)
H Py S L

Figure 9.1: P,« (red) and S~ (blue)
Therefore

d
1
Z w <v—(1+1)y (H—l + tul+1> = —(l + D)ytup. (9.6)
i=1+3

As a result, by (9.5) and (9.6), vt < 1, w11 < 0 and u; > 0 forall [ +3 <i < d, it
follows that

OuG(E)) > —(I+ Dugr + (T4 D)y tugr = (L4 1) (ty" — Duggy > 0.

Since it follows that the surface y = G(z, 2’) increases in all directions, which go from
E; to proj, ,,(Sn). Since T* is constructed, so as to have lower y,z;43, ..., r4-axes
intercept than the tangent hyperplane of G at Ej, it grows at a slower rate than G
in all directions going from E; to proj, ,/(S,). Thus for n large enough and ¢ small
enough, we can fix a suitable y (respectively denoted as nj, , €., and 77, ), such that
G will not intersect Sf%ll, meaning that F“*V(z,y,z") < 0 on the tip of the polytope.

In conclusion, by construction, the composite (d — 1)-dimensional polytope P, U.S,
is connected and F“™(z,y,2') < 0 on it. Let us explain the construction more in-
formally through Figure 9.1. The horizontal axis is a collapsed representation of the
coordinate hyperplane H (the coordinate axis, which has been prioritized in repre-
senting it, is z;,1, that is why FE; appears at distance 1/(l+ 1) from the origin, and as
to the elevation, we prioritized y, even though the in the higher-dimensional setting
the picture is supposed to be homogenous with respect to the x;.3, ..., x4 directions,
by construction of 7%), the body and the tip of the solid are the coloured regions.
The distance between E; and P« is ¢;110,+/2, that is the segment, which is the base
of the tip, stands actually for proj, ,/(S.-(¢*)). Note that Figure 9.1 is accurate for
d=3 y=uz3and (z,2') = x9, with E; = E; = (}2,0) and E; = E; = 1. The
reason for defining a new set of coordinates, through the projection eliminating the
first coordinate, is in fact that the d = 3 case becomes univariate in these coordinates,

and therefore very easy to handle, offering precious intuition for the general case.
O

The polytope P?%,ll U Pé;:i extends towards the positive coordinate directions
Tiro, Tiys, - .-, Tq, SO as to ensure that close enough to the [-face there is space for
©,, to fit small enough components O ... O as O < 1/(I + 1) — %, /2, so
that ¢ (0,,) —OUtY < 0, provided n is large enough. This is the gist of the use for
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Lemma 9.1 in Theorem 1.11. When making the Cartesian equation of T} ; explicit
with respect to coordinates y, z;13, . .., 24, we will adopt the notation y = T}, (z,2'),
Tips = T (2, Y, Tiga, .. ., 2q), and so on. Indeed the explicit equation has always
the same form, only the coordinates formally change. For simplicity, we will always
make the equation explicit with respect to y. It will be clear that there is no loss of
generality in doing this, when exploiting the following corollary in the induction step
of Theorem 1.11.

Corollary 9.2. For all integers | € [d — 2] and n > nj,,, define the sequence

* 571
Y1 (0n) =174 (El - Cl+15§1) ,
where e is the lth element of the canonical basis of Riﬁ. By construction, y;1(0,) <
0n and vanishes monotonically.

Proof. Trivially vy;11(9,) =< 6, by the linearity in d,, of y;41(0,) > 0, which is obvious
from the linearity of y = T}, ,(z,2) stated in Lemma 9.1. As 4, is monotone and
vanishing by (8.3), trivially o»/2 < 9, /2 and

) .
E — Ei— Cz+1§n§1 € Projy o (Siﬂl) :
By Lemma 9.1, y = T/ (x,2') is positive, monotonically decreasing and upper

bounded by ¢i+1/2 along the z;41-coordinate direction (which is given by ¢;, in the
canonical projection) and vanishes as (z,x") — £, so

o
yl+1(5n) € (07 grl) ;

with y;11(9,) — 0 as n — oo. O

9.2 Dominance in presence of feedback

In this section we show that with positive feedback, the event of dominance (that
is, the event on which one of the components O tends to 1) is almost sure in both
cases, for which p,, is bounded, and for which p, — 00, § =0, A < 1.

Proof of Theorem 1.11. Define the stopping time 1y := inf {n > s: |0, — E||> d,},
where s > max {3,n*} and

no= X, i
can be fixed arbitrarily large, and ¢,, :== 1/=7, where r, < r < 1/2, with r, defined as in
Proposition 8.4, nj,, is the time defined in Lemma 9.1. For any s, the stopping time
na is almost surely finite, since by Proposition 8.4, P(||©,, — E'||> J,, i.0.) = 1. By
(5.2),

Tn 1
®n+1 - @n - ®n + Bn+1 - @n
Tn+1 Tn+1
Ont1 1 Ont1 Ont1
- — 6n + BnJrl - Pn + w(@n)
Tn+1 Tn+1 Tn+1 Tn+1

Bny1 — onp1 Py _ Ont1 (@ _ ¢(@ ))

Tn+1 Tn+1
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Iterating this formula from 7, to 1y + n yields

g By — o1, Py w Ok
Onin=On = ), ————— = 3, —(Or1 = ¥(On1)) = My~ Ra,

Tk
k=nq+1 k=nq+1

where we defined
—+n
M, = ndz: By — 03P

k=n4+1 Tk
and
na+n o
R, = —(Op_1 — 1)),
n= ) (Ot = ¥(61-1)
k=ngq+1

By the empty sum convention, set My = 0 and Ry = 0. We obtained the Doob-Meyer
decomposition of ©,,4, = ©,,+ M, —R,. Indeed, trivially R,, € m%,,,_1 (recall that
this notation is used for measurability with respect to o-algebra) and it is therefore
previsible with respect to the filtration defined as {€,}, where &, == %, ,.,,, whereas
for all 7, M is a conditional {&, }-martingale. For the definition and basic conver-
gence properties of conditional martingales, see [27]; note that the concepts of mar-
tingale and conditional martingale coincide when & is a trivial o-algebra, and most
of the convergence properties are inherited via conditional expectation arguments
analogous to the classical ones (for instance the Conditional Upcrossing Lemma).
Being adapted, B, € m%, , for all £ < ng + n; being previsible, P,_y € m%, 1,
for all £ < ny +n + 1; and having Eg d+n<B77d+n+1> = Oyytnt1P,4n, it follows that
Eg¢, M, 1 = M,, since

Ng+n+1 1
Egﬁd+nMn+1 = E T—kEg.ndJrn (Bk — UkPk—l) = Mn-
k=nq+1
Trivially, for all n
nat+n+1 (i) (i) na+n+1 (i) (i)
E M(i) . ]E M(i) < E |B O-kPk 1| E Ef’/"k—l |Bk - O-kPk:71|
%o | n | — HF, ’ n | — gnd T
k=na+1 k=nq+1 k
na+n+1 (1) ng+n-+1
O'k 1
k=nq+1 k=nq+1

Moreover, M is bounded in #?(%,,) for all i. In fact, by the tower property,

Es, (M) = Eg, (M@ —~ MY+ MY — MP)? = Ez, (M — M )2
+ Eg,, (M )2 + 2Ez, [(M(z‘) MO MO, — M[()“)]
B (M M) Eg (M)

since
Eg,, [(M = M2 )M = Mg?)] =B [(MY — M2 ) (M2 = Mg")|Fyin1| F, ]
and

Egpens (M) = ML) (ML) = M| = (ML, = Mo B, o (M = M2 1) =0
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by the martingale property. Since
Eg,,(M)* = Eg, (M) — M,2,)* + Eg, (M),
and by the tower property

Eg,, (M) = M) =B (M = M, )*|Fy i |F, ]

) 2
(%) (©)
~E (Bnd+n—0nd+np S 1)

Tna+n

F,

Nd

g’?d-i-n—l

(%) (4) (4)
VargndJrn 1 B77d+n ) Und+npnd+n 1(1 - P77d+n 1)
Fng 7.2 — S, 2
Na+n 77d+n
< E 0-77d+n _ 0-77d+n
= Fn, 2 -2
T, T,
Na+n Na+n

we have that o
Eg, (M{)* < Eg, (MY,)? + -3,

n
Tng+n

which can be iterated, yielding

Na+n oo
O'k dx 1
Eg, (MO < 3 / .
k=n4+1 i g Tila

and therefore sup, Eg, (M?)? < co. By the Z*martingale convergence theorem,

M, converges almost surely in £*(Z,,).

Step 1. Focus now on the dth component (this justifies the notation with an index d
for the stopping time). Consider the event

= {@(d> € Ad},

where

Ay = {x e Al 2, = min IL’Z} )
1<i<d
Since ||©,, — E|| > ,,; since the (d — 1)-dimensional polytope Ay is the convex hull
of the vertex E and all other vertices of the simplex having x4 = 0; since the angle
formed at E by the edges that connect it to any two other vertices in Ay is

7T< 1 <2
— arccos _— —
g = i—1)=3"

for every d > 3; since the angle between the dth basis vector e; and the normal to
the hyperplane to which the simplex belongs, which is 1, is

T < 1 - T
— < arccos | — —
4 Vd 2

for every d > 3; we can see that on &, not only ©,, < 1/a by the pigeonhole principle,
but .

(d)
] — G)T]d > cdénd,
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where ¢4 is a subunitary trigonometric constant bounded away from zero, such that
a0y, is the minimum modulus of the orthogonal projection of

rz—F

o, —
"l - E|

onto the axis spanned by the dth basis vector ey, for x varying in the compact Ag.

where - denotes the scalar product in R?. Hence

Cadns = T

1
&g C {@;{? < a _Cdénd}‘

To prove that on &y, 9( na+n — 0 as n — 0o, consider the event

Sq = {sup MY < —Cd&“}
no T2 )

We will show that O vanishes on &; N &,;. This will be enough to prove that it
vanishes almost surely on &,, thanks to a bound on the probability of the complement
&9 that we will derive. We first show this bound. Consider that

P(sy) = E(1s;) = EEg, (1ss) = EPg, (Sy),
where

0.
Pg, (83) = Pg,, (sup MY > %) ,

which can be estimated by Doob’s submartingale inequality as follows. Define the

event
He = { max M > Cd(snd .
n k<n 2

Since H? C HZ, |, it follows that
S5 = lim HY
i = i 1
and as a consequence of the monotonicity of probability measures,

Ps,, (i) = lim P, (Hy).
Applying Doob’s inequality to the positive submartingale {(M”)?} yields
k<n 4

2rq
4 ArEe 4 4

252 -2 1-2r — 2.1-2r
cdéndTnd CaTna CdT CqTs

B c26?
Pg, (Hy) = Ps,, (glgx M > C%”) <Pg,, <maX(M;id))2 > M)

4
257 B ) <

almost surely, thus

. 4
]Pgnd ((S)d> S 2

1-2r
Cde
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almost surely, and as a result

4 4
P(55) = EPs,, (85) <E = (97)

2.-1-2r 2.-1-2r
chS ¢ CdTS

Since s can be chosen arbitrarily large, and since r, < r < 1/2 ensures 1 — 2r > 0,

implying
lim ——— — 0

$—00 0(217'51*2

we can conclude that if we can show that ©® vanishes on 8§;N&}, by the fact that s can
be chosen arbitrarily large and thus P(&5) arbitrarily small, we will have shown that it
vanishes almost surely on the whole of &, (this is a trivial argument by contradiction
that we omit).

Consider now the event &; N &, and recall that on &,

1 1 Cq
Op) < = —cabp, < 5 — 5

d d 2%

.-
By induction, it can be proved that on &; N &y, for all n

@(d) 1 Cdq

natn < c_i - 5577

'R

For n = 0 it follows trivially from &; N&; C &;. Assume that for all j € [n — 1],

1 Cq
@
@T)il+j < E — 55%'
Then since for all j € [n— 1], ©;7, ., < 1/4, (8.1) yields that for all j € [n — 1],
a—1
0 (Onyt) < da_l(@%‘gﬂ ) do—1 @%)H - @s;?ﬂ’

and therefore, for all j € [n — 1],

@7(7(3-1-]' - ¢(d)(®ﬂd+j) > 0.

Hence
Ng+n o
R = D0 2O~ 9 (0r1)) > 0
k=nq+1 k

on 8 N &,. The positivity of R yields that on &N &,

1 C 1 ¢
=0 4 M® — R® < 09 4 MY < = — c48,, + =4, = d

@(d) —__ =
d 27 d 2

na+n

O,

’E

As a result, since all added terms are strictly positive, R/ is strictly increasing on
$4N &, Since 0 < 0,4+, < 1; since { M} is almost surely convergent in £?(%,,);

. . o . . . . ) .
since R{" is positive and strictly increasing and R{’ = ©W — @y + M, which
yields boundedness of R{” as [RY| < O+ O, +[M"| < 24 |M"| and thus of its

limit, that is sup,, R%’ < 24 |M{?|; we can conclude that being bounded positive and
increasing, R\ converges almost surely too. This proves that there exists an almost
sure limit ©@ +— )" = Oy, . It is left to prove that ©® = 0. By contradiction,
assume that there is an w € &3 N &, such that O@(w) > 0. But on & N &,, for all

k = nq+j, where j € Ny, O (w) — 9@ (04 (w)) > 0. Passing to the limit and recalling
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* \\
Ad—l
A Eq o

Figure 9.2: Ay and A}, where O4 0= (O1,...,042).

that by assumption ©“(w) > 0, this implies that O™ (w) — ¥ (O(w)) > 0 by the
continuity of ¥“. From which it follows that

THO () = (Ou(w)) ~ TH(O' () ~ ¥(O(w))
and that
> ZHOVW) — U (OW)) = (OV(w) U (Ow) Y T =cx,

as 09 (w) — ¢ (O(w)) > 0 and Lemma C.1 holds. Then by the limit comparison test
we have that
o
Roolw) = D O (w) = 0 (Opa(w)) = oo.

k=nq+1

Since surely ©@ > 0, the following contradiction is reached: 0 (w) = O (w) +
Mo (w) — Roo(w) = —o0. Thus ©“ = 0 almost surely on &3 N &, and as we argued
earlier, by s being allowed to be arbitrarily large and by (9.7), it follows that ©“ = 0
almost surely on &}.

Step 2. By Step 1 and Lemmas E.2 and F.1 respectively, in the two regimes of growth
of the claim, for almost every w € &, there exists a finite upper bound 7T (w) for
{T\"(w)}. We exploit this bound and define a new stopping time, that similarly to
na, allows to prove that also ©" vanishes on an analogous event, included in the
previous one, denoted as &;_;. The overall scheme, besides this step, is to show that,
one by one, other d—2 components vanish, on a suitable event. The bound 7"¥ requires
information about all future 7. It cannot be used in defining a stopping time.
However, since the deterministic function log7, diverges to infinity, the existence
of an almost sure bound allows to conclude that eventually for almost all w € &y,
T'9(w) < logT,. As a result for almost every w € &, there exists a finite positive
integer Ny = Ny(w) such that
0 (W) < log 7
Tn

for all n > N4. Recall that s > max {3,n*}. It is essential for the argument that this
deterministic upper bound on ©! is strictly decreasing and vanishing. In particular,
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for all z > 0, lesz/; is decreasing on [e, 00) (note that 3 = [e]), in that

dl 1—-1
dlogz 8T _,

dr = 2

on (e,00) (seen by rearranging the inequality for all > 0 into logz > 1 and taking
logarithms). This is the reason for requiring s > 3. We must also satisfy s > n*,
so that s > nj_,. This guarantees that, for the constant c;_;, which we will define
similarly to cg,

Ok . _
Eq o — Cd—17 €d—2 € proj, (Sg;_l) ;

where the notation is with respect to the projected coordinate system

($2,...,$d,1, Td )
T Y

(in this first step there is no coordinate z’) used in Lemma 9.1 with | = d — 2. Finally
note that there is a deterministic My_; € N, such that

log 7,

T f; ydfl(an)

for all n > M,_1, where

O €5
Ya—1(0,) =T, (Ed2 — Cd1§%2> € (0> d2 1) .

M,y is well defined, in that by Corollary 9.2 (with | = d — 2), y4-1(d,) < 6, as
n — oo, and

log7, logm,

dp = 0(0n)-

T Tl=r
Thus

log m,
Tn,

Ya—1(0n)

and the ratio is eventually bounded by 1 and the inequality holds eventually, as per
the definition of M, ;. Define the stopping time

— 0,

log 7,
Mgy = inf {n >s: 00 < 28T 0 (62), 100 — Eaos|| > 5n} .
T

n

It is known, from Proposition 8.4 and the almost sure existence of Ny and M, _; (which
are finite), that on &, 141 is almost surely finite. Define

Ag_q = {x e Al 2z, .= min xl}
1<i<d—1
mo1 =0g-1 N Ay

Nd—1
log 7,

Gy = {wesins o < B <y b) vz ).

We have that .
gjfl g {@;7‘311) < ﬁ — Cdl(sﬁdl} s
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because ||©,, , — Eq_a|| > 6,,_,; since the (d — 1)-dimensional polytope Aj_, is the
convex hull of the vertex E, E; 5 and all other vertices of the simplex having x4 =
xq_1 = 0; since the angle formed at F; 5 by the edges that connect it to any two other
vertices of A}, is either a right angle (if one of the vertices is £, which is always the
case if we started with d = 3, in which scenario this step is the last step) or is

T - 1 < 2m
— < arccos | ——— —
2 d—2) = 3

for every d > 3 (if both vertices lie in the (d —2)-dimensional face having z; = 41 =

0, which is A?"2); since the angle between the (d — 1)st basis vector e4_; and the
normal to the hyperplane, to which the simplex belongs, is

T (1)<
— arccos | —
1 Vd

for every d > 3; we can conclude that on &,

1

_ (d—1)
—d 1 @Ud—l > cd_lé"?d—l’

NN

where ¢4_1 is a subunitary trigonometric constant bounded away from zero, such that

Qe
aTe e | Gd-1f-
MO — By

We move on to proving that for all s, on G5, N &;_; almost surely O/ —s 0
with a similar argument as in Step I, but making use of Lemma 9.1 to ensure that

RV is positive increasing ((8.1) is no longer sufficient at partial equilibria). Since
51 C Gflﬂ and since on &, 2 &;_, there are Ny and M;_; almost surely finite,

min
LN

Cd—1 577d— 1

o
s B s __ 100
| l Gy ,=1lmG; =G,
S—r00

s=max{3,n*}
is well defined and it is such that P(&;_, ~ G5 ,) = 0. Then it follows that
P(&i 1~ Gaa) L0 (9:8)

as s — oo. Similarly, by a bound analogous to the one achieved for &, we show that
P(&9 ;) is bounded by a function that vanishes as s — oo. Therefore, the conclusion
will be that almost surely on &; ;, ©F " — 0 (and ©}” — 0 by the previous step).
The argument that follows is technically speaking unnecessary, because the first step
of the inductive argument has already been done. However the second step shows
the essence of the general inductive step, but with less technicalities. To gain some
intuition about this step see Figure 9.2, where all the dimensions (0, ...,0,_2) have
been collapsed in one flat subspace of codimension 2, ©,4_2. Note that the picture is

accurate for the three bins case, where O, = O.
Consider the (d — 1)st components MV, R{*" and the o-algebra &,, . Defining
G = Fy, ,+n by the exact same argument as before, mutatis mutandis, it holds that

M@V is a @,-martingale and M\ € ¥*(F,, ,) and is bounded (the same bound

Nd—1
found on the dth component holds), hence it is almost surely convergent in £%(%,,_, ).

Define the event

10
S = {sup Ml < Cdl%}
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Analogously to what done in Stepl, we can find a vanishing bound for P(S85_;) using
Doob’s inequality. Define

- - Cd—10p,_
Hi™! = {maxM,id V> ﬁ}

k<n 2
Then
(d—1)\2 2r
a1y o AMEY) A, 4 4
Py (H™) < < = < :
nd—1 n 02 52 CQ T C2 7.1—2r c2 7_1_2r
d—1"ng—1 d—1"'Md—1 d—1"ngq-1 d—1"'s

As in Step 1 this implies that

. 4
) S

(9.9)

and therefore this probability can be made arbitrarily small by taking s sufficiently
large. The argument proceeds as before, by proving by induction that for all n > 0,
on G%_; NSy,

1 57](171

(d-1)
@nd—l+n < d _ 1 - Cdfl 2

The case n = 0 follows by G§_; N &y—1 € G;_; € &;_,, on which

(9.10)

B 1
@;7‘3_11) < —d 1 — cd,léndfl.

Assume the induction hypothesis true for all indices 0 < j < n. The main difference
from the induction argument in Step I is that now the inductive hypothesis does
not ensure that ©; "), . < 1/a (which would allow using (8.1) as in Step 1) since
1/(d —1) > 1/a. To show (9.10), we use Lemma 9.1 instead. For all 0 < j < n, set
k =mngq—1 + j, and recall that
F(d71)<x’ y) — F(dq)(@;cz)’ o @;:71)7 @S)) — ¢(d—l)(@k) o @édfl)‘
— N

z Y

We show that R{~" is positive, so that the induction step will follow, as

G(dfl) — @(d—l) + Méd—l) _ Rr(:fl) < @(d*l) + M’r(ldfl) < d 1 . B Cd_l(s

Nd—1+n Nd—1 Nd—1 Nd—1
Cd—l(snd—l 1 c 577d71
= — Cd—1 :
2 d—1 2

The conditions that have been put in the definition of the stopping time 7,_; all
intervene here, to ensure that the vector (0,...,0{") € ngll U ngll, on which

F=V(z,y) < 0, so that —F@ (07 ..., 0/") > 0 for all g1 < k < ng_; +n and
therefore R~ is positive. Since k > ng_1 > s >nj ;andw € G5 NS4—1 C G5 ; C
gda

@gj) < log 7,

< Ya-1(0%)
for all considered k. The induction hypothesis ensures that

1 0
6;;71) < H — C41 77;71 ’
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but the monotonicity of di, following from its definition by (8.3), tells us that

1 6774—1 1 6"2—1
— =y > — g
d—1 1T Tg—1 iy

Then we cannot conclude simply that (0}”,...,0") € Pgé_i

that (0,...,0) ¢ P41 USY! | Indeed, the components lower than the (d — 1)st
k k ny_q ny_

have no constraints to satisfy on ngl_ll U Sfbgll, besides corresponding to points of the

, but we can be sure

simplex, which is trivial. Whereas, @Ef) has been shown small enough to ensure that,
if it were the case that 5
1

@;:71) > m — Cg—1 5
it would follow that (©”,...,0\") € ng_ll. Hence FU-Y(0©F ..., 0\") < 0 and the
induction step is completed. Then (9.10) holds on G%_; N 84— for all n > 0. Thus
{Rl“=1} is positive and increasing on G¥%_; N &y—1. At this point, reasoning as in the
concluding part of Step 1, it is possible to conclude by contradiction that ©f" — 0
almost surely on Gf_; N 8y—1. Since s is arbitrary, through (9.8) and (9.9) we have
that ©Y — 0 almost surely on &; ;. Since &; , C &, also O — 0 almost
surely on &, by Step 1. Thus almost surely on &;_, both ©}” and ©{" " vanish.

X
Ng_1

Step 3. To conclude we repeat the argument for a general step [ € [d — 3|, making
use of Lemma 9.1 in its full generality. As induction hypothesis assume that on &},
(inductively defined as usual), ©¢ ... O have been shown to vanish almost surely.
Then by Lemmas E.2 and F.1, for almost every w € &, , there is a finite bound 7 (w)
for {T\"(w)}, for all [+2 < i < d, in both regimes of growth respectively. We discussed
in Step 2 that this allows us to conclude that, for almost every w € &}, ,, there exist
finite positive integers N; = N;(w) such that, if we define N, == max;joci<q Ny, it

holds that
log 7,

Ol (w) <

n

for all n > N, and [ +2 < i < d. Recall that s > max{3,n*} > n;, ;. This

guarantees that, for the constant ¢, defined in a moment similarly to the {¢;} in
the previous steps,

O : I+1
E— 15 G € Projy o (S”al) ;
where the notation is with respect to the projected coordinate system
(CC'Q, .. 7xl+17 Il+27'rl+3) . 7$d)
—_— N
T Yy x’

used in Lemma 9.1. Finally note that there is a deterministic M;,; € N such that for

all n > Ml+1,
log 7,

S Yi+1 (571)7

n

. On, £}
Yi11(0n) = T (El - Cl+1§§l) € (0, %) .

M4 is well defined, since by Corollary 9.2, y;11(0,) < d,, while g™ /-, = 0(4,,) as
n — 00. Define the stopping time

where

log 7,

Mig1 = inf {n >s: 00 < <y1(on), VI+2<i<d, ||©0,— E| > 5n} .

Tn
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It is known, from Proposition 8.4 and the almost sure finiteness of N, and M,
that on &' ,, 741 is almost surely finite. Define

AVEREEES {LL‘ € Adil,xlﬂ = min xl}

ie{1,..1+1}
l = A NAT,
&1 =10, EAILTNE

log 7,

M+1

n

Giy = {we%[;l ;O < <y1(0,) VI+2<i<d, VnZs}.

We have that .
%lii-l < {@2111; < H-—l - Cl+15m+1} )

because H@nm - ElH > 0y, ; since the (d — 1)-dimensional polytope A}_, is the con-
vex hull of £y 1, Fy_», ..., E;, and all vertices of the simplex having g = x4 1 = ... =
2141 = 0; since the angle formed at Ej by the edges that connect it to any two other
vertices of A} is either a right angle (if only one of the vertices is Eq_1, ..., Ej41) or
is

T - 1 < 27

— < arccos | —— —

2 )= 3
for I > 1 (if both are vertices lying in the [-face having 24 = ... = 2,41 = 0, which is

A!: this scenario is not possible for [ = 1 since, by definition, the only other vertex
of the 1-face is excluded already) or is a nondegenerate acute angle (if both vertices
are centres of two distinct faces: since the difference between two centres is always
orthogonal to the lower-dimensional face, to which one of the centres belongs, the
difference between these two centres, and the edges connecting them to Ej, form a
nondegenerate right triangle); since the angle between the (I + 1)st basis vector e; 4
and 1, the normal to the hyperplane, to which the simplex belongs, is

T - 1 - T
— < arccos | — —
4 Vd 2

for every d > 3; we can then conclude that on &,

1
751 O > and

M+1»

where ¢, is a subunitary trigonometric constant bounded away from zero, such that

s OB\
M+1 H@ _ El” I+1

We will now prove that for all s, on G, ; N &4 almost surely O™ — 0 with a
similar argument as in Step 2, but making use of Lemma 9.1 in its full generality, so
as to ensure that R{™ is positive increasing. By the monotonicity of the events G7, ,
and since on &, ; there are N, and M;;; almost surely finite, as in Step 2, we have
that

min
Mi+1 QEAZ‘H

C1410

P(& N Gi1) L0 (9.11)

as s — oo. Similarly, by a bound analogous to that achieved for &5 ;, we will
show that P(S7,) is bounded by a function that vanishes as s — oo. Therefore
the conclusion will be that almost surely on &, 4"’ — 0 (and O}’ — 0 for
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all I +2 < ¢ < d by the induction hypothesis). Consider the (I + 1)st components
MY, RU*Y and the sigma algebra &, . Defining &, = %, 1, by the exact same
argument as in the previous two steps, mutatis mutandis, it holds that M{*" is a
@,-martingale and M{* € Z*(%,, ) and is bounded (the same bound found on
the previous components holds), hence it is almost surely convergent in Z(

Define the event

771+1)

2
We first show that P(S7,,) has a vanishing upper bound, via Doob’s inequality. Define

= {max MU > Cl“—é’”“}
8 .

Cs)l+1 . {Sup M(l+1> < Cl+1é7]l+1 }
n — .
n

k<n 2
Then )
(1+1))2 r
I+1 4(M ) 4Tﬁl+1 o 4 4
Pg, (H,”) < < = <
M41 n C 52 C2 T 02 7—1 2r C 7—1 2r
+1%m41 I4+1"M+1 I+1 "M 1+1

As in Step 2 this implies that
4

2 1-2r"°
Cl+1Ts

P(S7,) < (0.12)

Therefore, we can proceed as in Step 2, by proving by induction that for all n > 0 on
Gf_l,_]_ N CSjH-la

1 0
(1+1) Ul
milﬁn T+1 Ci+1 ;1 (9.13)

The case n = 0 follows by G ; N &1 € G}, € &, on which

1
(+1)
@"7;_111 < l_'_—l - Cl+15

M+1°

Assume the inductive hypothesis for all j € [n — 1]. To show (9.13) we will use
Lemma 9.1 so as to ensure that R!*Y > 0. For all j € [n — 1] set k = n41 + 7, and
recall that

I+1 AR I+1 (2) (1+1) (1+2) (+3) (d)y _ ,/0+1 (I+1)
FUY(z,y,2") = F(07,...,0,7", 0,7, 0., ...,0") =" (0, — ..
—_—

x Yy x!

If we show that R is positive, then the induction step will follow, since

1
@(l+1) — @(l+1) + M(l+1) R(l+1) < @(H—l) + M(H—l) < _ Cl+16m+1

M1+ Mi+1 Mi+1 I+1
5771+1 1 5771+1
c = —c
+ C41 9 1 Gy
The conditions that have been put in the definition of the stopping time 7,4, all
intervene here, to ensure that the vector (0”,...,0") € Pé;{ll U Sf;f:l, on which

FU (z y,2') < 0, so that —FD (07, ...,0") > 0 for all .11 < k < my1 +n and
therefore R{*" would be positive. Since & > m11 > s >nj,; and w € Gj ;NS C

1 € &l
log 7%

0 < < Yi+1(0x)
Tk
for all [ +2 <1 < d, for all considered k. The induction hypothesis ensures that
@(H—l) < 1 5m+1

l+1_cl+1 9 ’
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but the monotonicity of d; yields

1 5m+1 1 6”7“
— —c >-—— —c .
+1 2 Ti41 M
Thus we cannot conclude simply that (0,...,0{") € Pfl;f:l, but we can be sure
that the vector (©,...,0") € Pﬁ;f:l U Sflltjl. Indeed the components lower than the

({4 1)st have no constraints to satisfy on Pé}:ll US%C:I, besides corresponding to points

of the simplex, which is trivial; whereas the components higher than the (I 4 1)st are
all satisfying the same requirement that the (I + 2)nd component has to satisfy, in
order to ensure that the vector is in Sf%ll, were

1 5n*
()U+U > - I+1
k I1+1 I+1 2
By the symmetries of the equation of the hyperplane T;", with respect to the
(143, ..., xq)-coordinate directions, discussed in Lemma 9.1 and in the introduction
to Corollary 9.2, this is enough to ensure that also these coordinates of the vector are
small enough to ensure (07, ... 0\") € Plef:l U Sfllfjl, because Oy ... 0 would

be such that, for every [ + 2 < 7 < d,
O < Ty (0, ...,0y" ..,ef ™ e .. o),

if it were true that

(that is, the vector would be in the tip of the polytope, in the worst case scenario).
Hence F*V(O,...,0\") < 0 and the induction step is complete. As (9.13) holds
on Gi; NSy for all n > 0, {RY*V} is positive and increasing on G, N &4q. At
this point, mutatis mutandis, it is possible to conclude, as in Step 2, by contradiction,
that ©)"" — 0 almost surely on G} N Si41. Since s is arbitrary, through (9.11)
and (9.12) we have that ©}"" — 0 almost surely on &/,,. Also, since &, C &/,,, by
induction hypothesis 655*” —0,..., @Zd) — 0 almost surely on & ;. Thus almost
surely on & ;, ©;”,..., 0" vanish.

Step 4. The induction above terminates with [ = 1, with the construction of the
event &5, on which, in conclusion, @;?, cee @}Cd) all vanish almost surely, meaning that
O — 1 almost surely on &;. Note that &; is defined in terms of the subset of the
simplex A} := {x € AL, < . <2y < x1}. Going through all the permutations
of the coordinates, defines a covering of the simplex with d! analogous sets (they all
have equal Lebesgue measure, since the coordinate permutation elementary matrix
has a determinant of 1). To be more rigorous with the notation, we could denote
Aj 5, the set we constructed and &; ,, the corresponding event, and similarly
all the other d! — 1 sets and events, with the corresponding ordering in the indices.
Proposition 8.4 and Lemma 9.1 and the arguments in Steps 1-3 have been presented
in the decreasing order from d to 1, but there is nothing special about this order:
the arguments can be repeated with respect to any order we were to choose for the

coordinates. In each of these events & ;. where the permutation

(12 Bes,
11 12 ... g



239

.....

the sets Aj
almost sure event, on which one component of 0,, tends to 1. Hence P(D) =

]

9.3 Monopoly in presence of feedback

Recall that monopoly is the event in which all but one of the bins receive finitely
many balls. Then the proof of almost sure monopoly in presence of feedback follows
easily for the regimes in which we just showed that dominance is almost sure: p, is
bounded; p, — o0, 8 =0 and A\ < 1.

Proof of Corollary 1.15. Since when a > 1, if p,, is bounded (regime of growth covered
by Lemma E.2) or, if it goes to infinity with § = 0 and A < 1 (regimes of growth
covered by Lemma F.1), P(D) = 1 by Theorem 1.11, by Lemmas E.2 and F.1 again,
applied to each of the almost surely vanishing components, the corresponding bins
get a bounded number of balls almost surely, hence the one bin whose proportions
tend to 1 will get eventually all balls almost surely. Thus P(M) = 1 in the regimes,
for which dominance has been shown to be almost sure. O
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Appendix A

The dynamical system with p <1

In this section of the appendix we show how to generalise all the results for the dy-
namical system with p = 1 obtained in Chapter 3, to the dynamical system described
by (2.35) and (2.36). We will not repeat all arguments when the variations are trivial,
however, for self-containedness and ease of the reader, we will always rewrite the full
statements of all results.

For one-step iterations arguments, a less cumbersome notation will sometimes be
used, in order to omit the time index, and (2.35) and (2.36) will often be written as

(j:Mpq
p=(1—-pp+pd—q-—7q),

where we recall that

0 D3 D2

p1+p3  pi1+p2

- P3 _p1

Mp T\ p2+tp3 0 p1+p2
p2 p1 0

p2+p3  p1+p3

A.1 Preliminaries

The same conventions as in Chapter 3 will be adopted, that is pg € 0% and ¢y & 0X.
We briefly justify this assumption. In the case of this dynamical system, with py €
0¥\ V no consistency issue arises for the iteration if ¢o € V. Nonetheless, we will
follow the same conventions of Chapter 3, as we can take care of extremal cases easily
in the next two remarks.

Remark A.1. Let py € E; and qy = v; for some i € {1,2,3}. Then p, = po for all
n € N and q, is 2-periodic for all n € Ny.

Proof. Without loss of generality, by symmetry, assume i = 1. Let py = (0, py’, 1-p{)

and denote a = p§’, 0 < a < 1. We have that

0 1 1\ /1 0
a=[1-a 0o0||0]=(1-0a],
a 00/ \0 a
SO
0 0
m=0-pp+p|l-v—|l-a|l|l=0=ppo+tp| a | =po
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and
0 11 0 1
@=|1—a 0 0 l—a ]| =10 =qo.
a 00 a 0
By induction this shows ¢, is 2-periodic, with p,, fixed. O

Remark A.2. Let py € E; and gy = v; for some i # j € {1,2,3}. Then p, = p; for
alln € N and g, is 2-periodic for all n € N.

Proof. Without loss of generality, by symmetry, assume ¢ = 1 and 7 = 2. Let py =
(0,p5,1 — p§’) and denote a = p§’, 0 < a < 1. We have that

0 1 1\ /0 1
a=[1-a 00| [1]=1[0],
a 0 0/ \o 0
SO
0
p1=(1=p)po+p(1—vi —v2) = (1~ p)po+ pvz = (I —pa
1—(1-p)(a)

Note that there is no inconsistency issue, as p; € V. Thus, by letting b = (1 —
p)a, having ¢; = (1,0,0) and p; = (0,b,1 — b), we fall back in the case studied in
Remark A.1. N

The inconsistency issue of Remark 3.3 is avoided through the convex combination
with the past: even with ¢y not being the vertex corresponding to the edge on which
po lies, the dynamics is essentially the same as that described in Remark A.1. The
statement equivalent to Remark 3.5 does not hold for this system, since due to the
convex combination with the past, p; € 0% even if ¢y € V. In particular, by a similar
argument to that used in Remark 3.7, it is easy to establish the following.

Remark A.3. Let po € 02: if qo € E; for some i € {1,2,3}, py &€ 0% and ¢ & 0%;
ifqo €V, p1 & 0%, pa & 0% and ga & 0%,

Proof. By symmetry, without loss of generality we can show the first case via explicit
calculation for ¢y = (0,a,1 — a), with 0 < a < 1. Due to py € 9%, we will have
q1 € 0%, since

a1 = (ad(py’, ps") + (1L — a)o(p§, py"), (1 — a)p(py’, py), ad(ps”, pS))

and ¢(py’,py’) = 0 if and only if p’ = 0 (which is not allowed). Hence

p1=(L—=p)po+p(l —q —q) € 0%

since pg ¢ 0%. For the second case, without loss of generality assume ¢y = v;. Due to

po € 0%, we will have ¢, € F) since, by letting this time a = ¢(py’,pS’), 0 < a < 1,

we have that

0 * % 1 0
g=\|1—a % x O)=|(1—-a| € E,
a * % 0 a

and due to the convex combination,

pr=(1—p)po+p(l —q —q) & 0.
This falls back into the first case above, which will lead to ¢y & 9% and py & 9%, O
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This means that also these extremal conditions have been reduced to regular orbits,
via the following remark.

Remark A.4. If pg & 0% and qo & 0%, then p, € 0% and q, & 0% for all n € N.

Proof. The proof proceeds as in Remark 3.8, by showing that if p,, & 9% and ¢, & 9%,
then p,.1 & 0% and g, & 0%. Like in Remark 3.8

o, p)ay + (0, p)ay
Qo1 = | 00, 02)aY + o, p2)dY | & 0%.
o0, p)a) + 0P}, pY)ay

As to p,y1, note that

Pnt1 = (1 = p)pn + p(1 — @ny1 — o) & 0%,

because performing a nontrivial (0 < p < 1) convex combination of a nonnegative
vector with p, yields automatically a vector in the interior of the simplex. O

As a result of these introductory remarks, unless otherwise stated, all orbits will
be considered with initial conditions py & 0% and ¢y ¢ 0%, which only yield regular
orbits, that is orbits for which eventually p, € Y for all n. The result given by
Remark 3.11 trivially holds true, due to its argument being not dependent on the
equations of the system.

Remark A.5. Ifp, 1 —pn — 0 as n —> oo and p, does not converge to any of the
vertices, then there is a subsequence {py,} bounded away from V.

A.2 Fixed points and potential function
From (2.35) and (2.36) it is immediate to derive the fixed point equations

q= Myq
p=(1—pp+p(l—2q).

Since the second equation is equivalent to p = 1 — 2¢, the same set of equilibrium
points as in Chapter 3 is obtained: {(p,g,) : p € Xy}, where

_1-p

qp: >

The same potential V(p, q) := |l¢ — gp||1 works for this system. In fact note that by
(2.36) we have
1-p 1-(-pp—-p(1-4-9q)
2 2 ’
which can be rearranged as

1-p 1—p p R
:(1—P>T+§(Q+Q)7

M ‘

from which it follows that

QG = (1—p)qp+g(q+tj) (A.1)
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and therefore

. . P, . P\ - p P\ .
i—gp=0-1=play—5G-a) = (1—§)q—(1—p)qp—§q= (1—5)(1
p p P P\ (- p
( 5) v+ 50— 54 5) = a) —5la—a)
which ultimately yields
i—q5 = [(1—%’) Mp—gf} (4 - g). (A.2)

Thus we can conclude with a remark analogous to Remark 3.13.

Remark A.6. Since
p p
Lol = [ (1= 5) 24 = 51 =1

for allp € g, taking the norm on both sides of (A.2) yields V (pni1, @ni1) < V(Pn, qn),
and therefore V (p, q) defines a Lyapunov potential function for this system. Moreover,
there is 0 < £ € R, dependent on the initial conditions, such that V (pn, ¢,) — £ as
n —» 00.

Orbits do not get stuck at equilibria for this system either.

Remark A.7. If py € Xy and gy, # qo € X, then for all p € 3o, (P, qn) # (P, Q)
for all n € N.

Proof. If ¢u41 = qp,,,, let us write p,1 = p and g1 = g, for some n € Ny, then by
(A.2) it follows that

0 = Lpn (qn - qpn)7
implying that ¢, — gp, is in the kernel of L,,,. We will now show that L, is invertible.
Recall that by Lemma 3.19 (a, b) M,,, has an eigenvalue of 1 and two other nonpositive

eigenvalues, bigger or equal than —1. Let then A\ be one of these eigenvalues. Then
L, has a corresponding eigenvalue of

1-92-4

Assume any of these eigenvalues of L,, to be zero, by contradiction. Then since
0<p<l,

5
A= >0
-
Hence A = 1. But then
PP
2 2

which is equivalent to p = 1, which is a contradiction. Since L, is invertible, its
kernel is trivial and ¢, — ¢,, = 0. Then by (2.36)

p
p=1=ppn+p(1—q—¢q,) =1—-pp+ §(p+pn),

which can be rearranged into

(1-5)0= (-2

yielding p, = p and thus ¢, = ¢,. The argument can be concluded by induction as in
Remark 3.12. O
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Lemma A.8. For every p € 0% and q # qp,

V(p,q) <Vi(p,q).

Therefore, the potential is eventually strictly decreasing along the reqular orbits of the
dynamical system.

Proof. If ¢ = g, then § = ¢ = q, and p = p. Therefore, V(p,§) = V(p,q) = 0.
Assume q # ¢,. By (A.2), V(p,§) < V(p,q) if and only if

HKI_B) M, - L] A
2 2 1 lg = qplhr

To show this, one proceeds exactly as in Lemma 3.14, but for the newly defined matrix
L, of this section. Defining

< 1.
1

b 17
lg — apllx

and using the vertex of the hexagon v = (1/2,0, —1/2) without loss of generality, the
computation yields

= 20

1
Lyv=7 @-p) (325 - 25
_ p:
p+(2 p)pzfps
and then, as a result, if p € 0%,
1 P2 P2 P3 P1 )}
Lyl =~ (2p+ (2 — ( + + —
1Ezvlh 4{p C=\otm: T otm |t ptmn

1 D. D. D.

_ 2 \pt (2 B p)mfm <l ps-sm z p1-ﬁp2 (A 3)
1 _ D2 D3 P ’
2 \P + (2 p)p2+P3 <1 ? p3t+p2 < p1+p2

because

1 D2 ) 1{ ( D2 > D2 ] 1( D2 )
s+ (22— = = 1-— +2 <=1+ <1
2 (p ( p)pl + p2 2 |” p1+ P2 p1+ P2 2 p1+ D2

and

1 P2 ) 1 ( P2 )
- + (2 — <=1+ <1,
2 (p ( p)pz + s 2 P2+ 3
due to the fact that none of the coordinates of p € 0% is zero. Note that since by

Remark A.4 p, & 0% for all n € Ny and by Remark A.7 ¢, # g,,, we can conclude
that the potential is strictly decreasing along the orbits. O

We proceed with the same strategy as the one outlined at the end of Section 3.2.
In the following sections we will show convergence of {p,} when:

e {p,} is bounded away from the boundary (Section A.3);
e (=0 and {p,} is not bounded away from the boundary (Section A.4);

e (>0 and {p,} is not bounded away from the boundary (Section A.5).
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A.3 Convergence bounded away from the bound-
ary

The main goal of this section is showing the convergence of the dynamical system

when {p,} is known to be bounded away from the boundary of the simplex.

Proposition A.9. If {p,} is bounded away from 0%, there is a constant 0 < ¢ < 1,
dependent on the initial condition, such that

V(pn—i—l; QTL+1) < 0V(pn7 Qn)

Hence
¢:= lim V(pn,q.) =0,
n—-oo

and the dynamical system converges to an internal equilibrium.

Proof. The proof of the geometric decaying upper bond and that ¢ = 0 is the same
as that in Proposition 3.15, with the same definition of ¢. As to the convergence of
the dynamical system to an internal equilibrium, noting that

ﬁ_p:p(QQp_q_d) :p[Mp(qP_q)+qp_q]’

it similarly follows that

15— plli <20V (p,q). (A.4)
The geometric decaying upper bound ensured by {p,} being bounded away from 93,
ensures that Y ", V(pn, ¢,) < oo as in Proposition 3.15. O

A result analogous to Proposition 3.17 still holds. It is enough to invoke Proposi-
tion A.9 instead of Proposition 3.15 to get the constant ¢ of the geometric decay, as it
is similarly defined, and to note that the two other crucial estimates of the argument
in Proposition 3.17 were: (3.2), which we also know to hold in this case by (A.2);
1Pns1 — Pulli < 2||¢n — @p,|J1, Which is still true for p < 1, as we have just shown
in the proof of Proposition A.9 that |[p,+1 — pulli < 20lgn — @pulli < 2[l¢n — @ |-
Hence, with no substantial changes to the proof, just by replacing the L, of Chap-
ter 3 with the one defined in this section, the corresponding result holds. Recall that
U((p,q),r,r") == B(p,r) x B(g,r’) and dist are with respect to the 1-norm, where
U((p,q),r) :=U((p,q),r,r) and B(p,r) is the ball centred at p of radius r in 1-norm.

Proposition A.10. For every p ¢ 0% and a small enough 0 < & < dist(p, 0%),
there is a &' > 0 suitably smaller than €' such that, if (po,q0) € U((p,q,),d") then

(Pns @) € B((p, @p),€',¢'/2) for all n € N.

By Proposition A.10 and the final convergence claim in Proposition A.9, the fol-
lowing holds.

Corollary A.11. If (po,qo) is close enough to an internal equilibrium (p,q,), the
system converges to a (possibly different) internal equilibrium.

A.4 Convergence to the boundary with ¢ =0

The main goal of this section is to show that if {p, } approaches the boundary and the
limit of the potential ¢ := lim,, o, V(pn,¢,) = 0, the dynamical system converges.
The setup will be the same as the one at the beginning of Section 3.4, with the
same notation, since we have recovered both Remark A.5 and (A.4). Then we can
immediately proceed to establish similar eigencoordinate iteration formulas.
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Lemma A.12.
19 3 5
) p p] leo (p) eZi(p p p1 |el1ip) eh(p
a = |:<1 — §> )\O(p) §i| e(é”)EA; ezz))lgﬁ% + 6 |:<1 - 5) )‘_l(p) - 5] e((ol))EAg ezl))lEA;
eq’ (p) ei(p ey’ (p) eh(p
(A.5)
i 40 i
TR (R PO <L LGB PR PO |- LR
o (p) eZi(p) o (p) eZ(p)
ey (0) i (p) e () e%1(p)
(A.6)

Proof. As in Corollary 3.39, by (A.2) we obtain a system of three linear equations in
two variables (&, 8) € R?,

eo(p) + Ber () = a [ (1= E) ) = £l colp) + B[ (1= £) Aa(p) = £ ea(),

which can therefore be solved by picking any two of the three equations as per the
discussion in Corollary 3.39. Then we have that, for any i # j € {1,2,3} chosen, the
linear system

(B0 =@ (5) -
(o

a[(1—5) No(p) — &] e ( )+ B [(1=5)Aa(p) — 5] e%(p) 6@1(15)‘
o ol = 5) do(p) = 5l eq”’(p) + B (L= 5) Aa(p) = 5] eh(p) eBi(P)
ey (p) e\ (p)
e’ () s ()
ey () al(1—=5) () —5leg’ () +B[(1—5)Aa(p) — 5] 6(5)1(1))‘
g 1@ al(1=5) M) — 5 et’(®) + 51— 5) \alp) = 5] ()
eg_) (p) 62)1 (p) 7
eg’(p) e (p)

which yields the iteration given in (A.5) and (A.6), where the ratios of the deter-
minants do not depend on the choice of i # j, by the same reasoning as in Corol-
lary 3.39. [

The Taylor expansion about (p;,a, ) = (0,0,0) will now be possible as in Sec-
tion 3.4, having analogous iteration formulas.

Lemma A.13.

p1=p1+ pa(r) (A.7)
P2 = p2 — 2p(1 — p2)p18 + pa(r),

>
0]

where py(r) = O(Bp1,ap1) and p2(r) = O(«, Bp7)
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Proof. Since

p—p=p(l—p—q4—q)=p2q, — Mpq —q) = —p(M, + I)(q — ),

we have that

p=p— pa(l+Xo(p))eo(p) — pB(L+ A_1(p))e-1(p), (A.9)

from which, reading off the first two components and applying Lemma 3.19 (f, g, h),
it follows that

p1=p1— pa(l —2p; + O(P%))O(pl) — pB(2p1 + O(p%))(_l + O(p1))
= p1+ O(apy, Bp1)

P2 = p2 — pa(l = 2p1 + OP})) (1 + O(p1)) — pB(2p1 + OP})) (1 — p2 + O(p1))
= pa — 2p(1 — pa)p1 B + O(ev, BPY),

having used the smoothness of the eigenvectors to linearise, as p approaches the edge
E1, and the relative compactness of F, to estimate uniformly the Jacobian term as

[od)

in the conclusion of Lemma 3.21. O
Lemma A.14.
&= —La(l+pa(r) + pi(r) (A.10)
B==B11=(2=p)p]+ps(r), (A.11)

where p3(7"> = O(oz,pl), p4(r) = 0(604, ﬁ2p1>; :05(T) = 0(042, a6762p17 /Bp%)

Proof. As in Lemma 3.22, by Lemma A.13 it follows that p = p + O(«, Bp1). We
plug this estimate, along with that of Lemma 3.19 (g), in (A.5) and (A.6), precisely
in the terms next to a and 3, exactly as done in Lemma 3.22. The only difference are
the coefficients involving p, so there is no need to show the explicit calculation again.
It yields, due to smoothness of the eigenvectors’ components and relative compactness
of K7 5 the following estimates for those terms involved in (A.5),

a=a(-5+0m))1+0Bp)+8 (- (1-5) =L +0w) Ola8p1)
—a (=2 +0() (1+ 0, Bp1)) + B(=1+ O(p1)) Ol fp1)
= a(=£+0(a,p)) + B0(a. fpr) = ~Ea(l + Ola, ) + O(Ba p1),

and the following estimates for those terms in (A.6),

B=a(=£+00) 0 bp)+8|(1-5) (~1+2p +00}) - £] (1 + O(a. Bp)

= O(a®,afp1) + B [-14 (2 = p) pr + O(F) + O(«, Bp1)]
= O(a?,aBp1) — B[L — (2 — p) p1] + O(aB, BPp1, Bp})
= _B [1 - (2 - p)pl] + O<a27a6762p17ﬁp%)7

since the same considerations as in Lemma 3.22 hold, about the determinantal terms.
]

Due to Lemmas A.13 and A.14 holding as in Section 3.4, no substantial changes
from Lemma 3.23 are involved in the proof of the errors’ estimates.
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Lemma A.15. Let the constant 0 == 1/16. There is a constant ¢ > 0 such that for all
sufficiently small £, on the closure L%’Z% we have that

[p1(r)| < 61

[p2(r)] < claf + pi|B]
ps(r)] <6

|pa(r)| < Bla| + Op1|B|
|ps(r)] < Bla| + Op1|].

It will be necessary, for further arguments, to add a requirement on ¢, that given

67 C7 07
5(1 —20)
e<mingf, ——= 5.
{ 16(3 + ¢) }

We continue by adopting the same exact setup as in the corresponding part of Sec-
tion 3.4 immediately preceding Lemma 3.24. Indeed the counterpart of Lemma 3.24
holds with no changes to the proof, due to Proposition 3.17 having been extended to

this case by Proposition A.10 with no changes either, the constant ¢ being similarly
defined in Lemma A.8 after redefining L, with the new corresponding matrix.

Corollary A.16. There is a k > K large enough such that, having defined m = ny,
forallm <n <, pi’ <e.

In the following, all the proofs are made with respect to this large enough m = ny,
and therefore the corresponding 7, will be simply denoted as 7.

Lemma A.17. Forallm <n <,

3 n—m )
|an| SmaX{(Z) |am|vp51)|ﬁn|}'

Proof. The same proof by induction of Lemma 3.25 works with the new iterative for-
mulas established in Lemma A.14. If n = m, the statement |a,,| < max{|a,|, P 5m|}
is trivially true. If n =m + 1 < 7, it hods that

Qm
st < Zloval (L4 Loatradl) + st < 2014 0) + 0l | + 093150

by definition of m. Then

1+ 360
|tm1| < |Oém|T + 0p) | Bl

I Joum| = pi)|Pml, then

1456 3
|am| S Z|am|7

as 0 < /16 < /10 implies (1 4 560)/2 < 3/a. If instead || < piY|Bm|, then it holds

that 1456
50 0 . (A12)

By definition of m and by Lemmas A.13 and A.15 the exact same as the corresponding
argument in Lemma 3.25 holds, hence

Py > (1= 0)pl, (A.13)

|am+1’ S
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since at time m the orbit is in % 2. Note also that since by hypothesis lam| < | Bm]
and by assumption ¢ < 0, it follows by definition of m, that p{l) < e < #. This yields,
by applying Lemmas A.14 and A.15, that

Brsa] = 1Bl [1 = (2 = p) o] = 1ps(rm) | > 18] (1 219(”) |05 (7))
> 1Bml(1 = 2p;,)) = Olam| — Opp)|Bm| > 18] (1 = 2p)) — 20| B
= Bm|(1 = 2(1+ 0)p;,)) > |Bm| (1 = 20(1 + 0)),
and thus
|ﬁm+1| > ‘ﬂm|(1 o 3‘9)7 (A-14)
because 0 < 6 < 1/2 ensures that 26(1 + 0) < 36. Plugging the bounds of (A.13)
and (A.14) into (A.12) yields that

L+50 Py | B
" < m < (1) o )
Om+1 > 9 (1 __9)(1 __39) pnk+1“3 +1|

Assume now the thesis for any m +1 < n < 7. This time, when carrying out the
inductive step, it will not be possible to appeal to the definition of m, but it will be
necessary to rely on Corollary A.16, which ensures that (p,, ¢,) € 7: s, and therefore
makes it possible for the same aforementioned lemmas to apply in the corresponding
steps, which are repeated trivially as in Lemma 3.25, with very elementary changes,
similar to those shown in the base case for the induction. It will not be necessary to
show them explicitly. O

The time o is also defined as in Section 3.4.
Lemma A.18.

a) If T < o0, then o <7 and p? € [9/a,1 — 9/4].
b) If o0 < 00, then for allo <n < T,

3 n—m
(3) ol <slsil

a) Forallm <n <oAT, by definition of o, p{"|B,| < (3/4)" ™|y, and as a result
by Lemma A.17, a,, < (3/4)"""|ayy,|. By Lemmas A.13 and A.15 and Corol-
lary A.16 it follows that

Proof.

oAT—1 oAT—1
PO =21 < Y S = o = D 12001 = pP)p B — palrn)|

oAT—1 ONT— 1_ oAT—1

<2 Z 1Bl + Z clan] +piP|Ba = 3 Z P |Bal+

oAT—1 oAT—1 —

cZ!an|< 3—|—c]am]Z ( > <43+ c)e

5(1—20 &6

< 4(3 —_— < .

B+996650 ~1

The same argument as in Lemma 3.26 implies that ¢ < 7, and in particular that
Py € [Pfa, 1 —9/).
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b) Same proof as in Lemma 3.26 (b).

Theorem A.19. 7 = oo and the dynamical system converges.

Proof. Suppose first 0 = co. By Lemma A.18 (a), if 7 < 00, 0 < 7 < 00 against the
hypothesis, hence 7 = co. By Lemmas A.13, A.15 and A.17 and Corollary A.16 and
the definition of o, it follows that

> I - <2>|—Z|2p PE )P B + pa rn\<32p;:>\@n\+cz|an|

n—m 5
< 3+ ¢)fam| Z (71) <

so pi? converges within [9/4,1 —9/4] C [9/3,1 — 9/8]. Then the same conclusion, as in
the corresponding case in Theorem 3.27, follows yielding the claim.

Suppose now o < co. By Lemma A.18 (b), 0 < 7. By Lemma A.14, for any
c<k<r,

k k

Bt + (=1 78, =Y (1) " (Buyr + Ba) = D (=1)F " [(2 = p) Bupl + ps(ra)].-

n=o n=o

By the definition of o, Lemmas A.15 and A.17 and Corollary A.16, for all o < n < k,
|ps (1) < 20pP|B,|, so it follows that {3,}%__ has alternating signs, since if 3, # 0,

Bui1Bn = [=14 (2= p) V] B2 + Bups(ra) < [=1+ 2p3] B2 + | Ballps(ry)]
< (=1 +2p0 +20pM) B2 < [—1+20(1+0)]B2<0

by Corollary A.16 and 6 < !/1, which ensures that 20(1 + 6) < 1, because 2z(1 + x)
is increasing on the positive reals and valued 0 at 0 and 1 at (v/3 —1)/2 > 1/4, which
follows from /3 > 3/2 (which is equivalent to 12 > 9). Clearly if 8, = 0 there
is no contribution made towards the sum we are interested in estimating, which is
Zﬁ » P41 Bnl, and the zero term can just be neglected. Since for all k& > m, |5;] <€,
and the sign alternates as aforementioned,

k

> (=D (2 = p) Bupl) + P5(7“n))‘

n=o

2 > |Brar + (1) 778, =

k

S (1) ignl) 2= ) o+ Z
Zlﬁnlp Z(— )¥ " s (rn) >Z|ﬁn!p§§)—21p5(m)!

(1 —20) Z 1Balp > 0.

)| =

k

In conclusion it has been shown that

) 2e
Zp”lﬁnl <o (A.15)
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The main argument is the same as that of the second part of Theorem 3.27 then: we
show 7 = oo by contradiction. If 7 < oo one can use (A.15) with &k = 7 — 1, and
therefore by Lemmas A.13, A.15, A.17 and A.18 and Corollary A.16, we have, by
the same estimate as in the previous case (0 = oo, more precisely Lemma A.18 (a)
ensures that o < 7, while Lemma A.18 (b) ensures that (3/a)"— m|04m| < p1Bal), that

P2 — p?| < § P, —p?| <3 E PO |8 + ¢ E |, | <3 E Py | Bnl
3 n—m
B 1) _ ) )
+CE max{(4) laom|, DS, |Bn} 35 Dy, |5n|+cg Py | Bnl

(34+c¢)2e 6

(1) e

=(3+0) Zp lﬁn_ o <%
But if 7 < oo by Lemma A.18 (a), p? € [9/4,1—9/4]. This yields that p{* € [9/s,1—9/s],
in contradiction with the definition of 7. Hence 7 = oo and the conclusion is reached
as in the corresponding part of Theorem 3.27. O]

Remark A.20. Repeating this arqgument for p, € E; withi € {2,3}, by exploiting the
symmetry of the model, defining o and T accordingly in terms of the corresponding
coordinates and showing an analogous version of Theorem A.19 fori € {2,3} as well,
yields convergence of any orbit approaching the boundary with ¢ = 0.

A.5 Convergence to the boundary with ¢ > 0

The main goal of this section is to show that if {p,} approaches the boundary and
the limit of the potential ¢ := lim, o V(pn,q,) > 0, the dynamical system con-
verges. With the same introductory remarks as those in Section 3.5, we show how the
arguments of this section generalise.

A.5.1 Convergence of boundary orbits

We will assume gy € X since by Remarks A.1 and A.2 it is already known that if
g € V and py € 03X\ V, {p,} eventually becomes a constant point of the edge to
which py belongs, and ¢, is 2-periodic.

Lemma A.21. Let py € E; for some i € {1,2,3}. Then p, — p. € E; as n — 00.

Proof. By symme’mry7 without loss of generality, assume ¢ = 1, that is py € Ey, or
equivalently p’ = 0 and 0 < py’ < 1. It follows that

0 11 @ + a5
a=|1-p 0 0|qg= (1 —pff’)q(%” :
p;’ 00 o'’
O (2) _|_q(3)
m=0=-p | p& |+p|1-aq- (1 645"
1 — p(2) p(Q)q(l
0 0 40

We obtain immediately that p” = 0 and therefore, by induction, that for all n € Ny,
pi) = 0, that is we are in presence of a boundary orbit. Also we can see that

P =0 —=ppy +p(1—q — (1 —pi)a’) >0,
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since 0 < pS’ < 1. Hence by induction 0 < p® < 1 for all n € Ny. In conclusion for

all n € Ny,

0 11
py 00

The convex combination will make the proof of convergence easier than with p = 1.
As in Lemma 3.29, we proceed by estimating pifjrl — p?. Since we have just shown
that for all n, M, takes a form such that ¢\, = (1 — p@)q(", we have that

Pon =Py = 1= p)p + o[l = (1= p)ay” — a'] — oY
=p1 =1 =p)a —a) —p)]=p[(1=p)A - q) = ¢

Similarly, due to the form of M, for all n € Ny ,

(3) Y]

O =gl ay =1—q

In

and
;2) =(1- pgg)%ﬂh
which yields
D=1 =-p2 )1 —q)).

Thus

Py =P =p[(1=p)(1—q) = (1 =P ) (1= qP)] = —p(1 = ¢") P2 — py).

Due to the factor p, this already yields convergence, since |p\}; — p?| < plp@ —

p'? | already produces a geometric series bound on the series of increments of the
p®-component, while p{" is identically zero. We can use the monotonicity and the
alternating sign to conclude, like in Lemma 3.29, that convergence is not at the
vertices. O

Corollary A.22. Ifpy € E;, then for all qo € X there exists p, € E; and some 3 > 0
(dependent on py and qo) such that the set of accumulation points of the boundary

orbit is {(p«, ¢p. £ Be_1(ps))}. Moreover, if lim,_ o V(pn,qn) = ¢ then B = €/2.

Proof. By symmetry, without loss of generality, set ¢ = 1. Note that

D, (p,q) — ((1 —p)p+ ﬁZq_ q - Mw))

is continuous on E; x ¥. Rearranging (2.36) yields

1—p 1 1 1
([ + M, n)Qn = Tpn - ;pn + 1=1 — Pn + ;(pn _pn-i-l) = 2(]pn + ;(pn _pn+1)'

By Lemma A.21 p,, — px, SO Dy, — Pnt1 — 0 and ¢,, —> ¢,. as n — oo, yielding

I+ M,

2 qn — QP*
as in Corollary 3.30. From this we obtain

I+ M,

) (n — qp.) — 0.

From here on, the conclusion is the same as in Corollary 3.30. [
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Proposition A.23. If py € E;, then for all qo € ¥¢ there exists p, € E; and 5 > 0
(dependent on initial conditions) such that the boundary orbit approaches the 2-cycle

{(Pss @p. £ Be_1(ps)) }, with B = [Bo|, where go = qp, + aveo(po) + Boe—1(po)-

Proof. The proof is as in Proposition 3.31, with a few changes, which we now point out.
Given the same set-up as in Proposition 3.31 with ¢ = 1 and the same eigensystem,
noting that for a boundary orbit as such, eg(p,) == ey = (0,1, —1) and

( (2) (2)

“1(Pny1) —e1(pn) = Pny1 — Pn )€o,

it is straightforward to rewrite (A.2) by exploiting the eigencoordinates:

Op41€Q + 6n+16—1(pn+1) - _ganeo - ﬁn6—1<pn)' (A]'G)

yielding the system

_5n+l = ﬁn
P
g1 + (1 pn—f—l)/Bn—i—l = —50% — (1 =78
p
—0Olp41 +p»(n2_>;_1ﬂn+1 - Ean (2)/871

Since the first equation plugged into the second makes the latter a scalar multiple
of the third equation, the system is consistent and overdetermined, so we solve it by
keeping the first and third equation only, and finally use the first equation to simplify
the third, obtaining

Api1 = _gan + ﬁn( @ p;fj—l) <A17)

By rearranging (2.36), we can also express p,.1 — p, in eigencoordinates. We have
that

Prt1 = Pn = P(2p, = Gntr = Gn) = —p(Mp, + 1)(an = @) = —panco.
Thus p$; — p? = —pa,, which allows us to rewrite (A.17) and (A.18) as

Thus we argue exactly as in Corollary 3.30 to prove the claim, thanks to the geometric
decay of a,,. The only difference in the bounds is that they will have a p? factor in
the two-steps iterates, that is

1
U1 = —p° ( 2 - Z) 1,

2
w1l < Sl

yielding

and in conclusion resulting into

an| < M
o (N‘ )
having defined M := max{|ag|, |a1]|}. O
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Remark A.24. The geometric upper bound on the decay of the |ay,| for a boundary
orbit is uniform, since M := max{|ag|,|a1|} holds uniformly, by the boundedness of
the simplex. Hence there exists a uniform constant M such that for any boundary

orbit .
- (_p
ol < M| — ) . A21
ol (2 ﬁ) (A.21)

The following is immediate from Proposition A.23. Recall that >* denotes the
medial triangle (boundary excluded).

Corollary A.25. If py € E; and qo = ¢y, + @oeo(po) + Boe—1(po) € Xo, pn — ps €
E;, while {q,} either converges to q,, € O0X* if o = 0 or approaches the 2-cycle

{(pes @p. = Be_1(ps))}, with B =[50

A.5.2 Structure of the set of accumulation points

In this section we study the set of accumulation points of regular orbits approaching
the boundary, and therefore assume py ¢ 0%. Since we will approach the problem
from the point of view of boundary orbits, it is useful to describe the dynamical system
in terms of its iteration map ®(p,q) = P,(p,q) (the p will always be omitted in this
section, as there is no confusion with Section 3.5), which is continuous on ¥4 x 3,
defined as

(pn+1> — O(p ) = @p(pm qn)) _ ((1 — p)pn + ?\21 — G — Mpnqn)> '

qn+1 q(pna Qn) pndn

Lemma A.26. Let {(pn,qn)} be an orbit such that {p,} is not bounded away from the
vertices, that is such that there is {ny}, with p,, — v; for some i € {1,2,3}. Then
the set Of accumulation points Of {(pnk_17an_1)}7 {(pnk7an)} and {(pnk+17an+1)}
is a subset of {(vi,qu, £ 5e_1(v;))}. Moreover if {ny} is such that {g,,} converges,
{@n-1}, {an.}, and {qn,+1} asymptotically oscillate about q. = q,, + ge,l(vi) and
G = qu F Le_1(v), while {pp,—1}, {pn.}, and {pn,+1} all tend to v;, that is
(pnk_17an_1) — (Uia(j*>7 (pnman) — (Ui7q*) and (pnk+17an+1) — (via(j*>‘

Proof. By symmetry, without loss of generality, assume i = 2 and let (py, ,qn, ) —
(v2,qs) as ¥ —> oo as in Lemma 3.34. Note that as r — oo

(L—ppl) 4 +p(1 =gV —¢V)—0 (A.22)
(L—p)pS  +p1—q?  —q) — 1 (A.23)
1=ppY  +p(l—gq)  —qP) —0, (A.24)

and therefore (A.23) implies that ¢, +¢? — 0, since 0 < p{’ | < 1, and therefore
if 1 —¢_ —¢? did not tend to 1, the convex combination of the two would not
either. Hence ¢ — 0 = ¢ and pf:_l — 1, which also implies that for i € {1, 3},
py 4 —> 0, that is p,,_1 — vs too. (A.22) and (A.24) directly imply also that for
i€ {1,3}, ¢¥) +¢)_, — 1 as 7 —> oo, because if the convex combinations tend
to zero, then for all i € {1,3}, 1 — ¢’ — ¢, — 0 as r —> oo. From here on,
one can repeat the same exact argument in the corresponding part of Lemma 3.34 as
the same properties have been shown, with, in addition, the fact that p, 1 — v
as 7 — oo (this was not possible to be shown in Lemma 3.34). The part of the
argument that finds the two possible forms of the limit of {¢,,.}, ¢. and §., given
the potential limit ¢, stays the same since the potential is the same. Also the part in

which, without loss of generality, assuming ¢, = ((1—¢)/2,0, (1+£)/2), we showed that
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Qn—1 — G = ((144)/2,0,(1—¢)/2) first and ¢,,, 1 — ¢« secondly, stays the same,
as it relies only on (2.35), which is the same as (2.37). The only difference is in how we
show the conclusion for p, 1. As 7 — 00, ¢n, 11 — ¢« and ¢,, + ¢, 1 — (1,0,1)
S0

P41 = (1 = p)pn, + p[1 = (@n, + Gn,41)] — (1 = p)va + p(1 — (1,0,1)) = vy,

and ¢, ., — Gu, = (}/2,0,1/2). Like in Lemma 3.34, we now need to start from
an arbitrary convergent subsubsequence of {(pn, +1, ¢n,+1)} and in addition, also from
one of {pn, —1,qn,—1}. We will denote them {(pn,+1,qn.+1)} and {(pn,—1,Gn,-1)}, and
their limit will be, in each case separately, denoted as (ps, ¢.), to be determined. The
underlying hypothesis is that p,, — vs. In the case of the convergent forward shift
subsubsequence, by (2.36) we can see that

1= p)pn, — Pn, 1— p)vs — p.
qm=< P)Pn, p7+1+1_qm+1_>( p)v2 —p

p p

+1_Q*:ZQ*7

so we have again (p,,,¢,,) — (v2,¢.) and we can proceed, through the same argu-
ment shown above, with showing that the forms of ¢, and ¢, are the claimed ones, and
that p, = vy. Similarly, in the case of the convergent backward shift subsubsequence,
by (2.36) we can see that

11— nr—1 = Mn 1— *
an:( p)prl pr+1_an_>( p)p -2

p p

+1_Q*:ZQ*>

thus (pn,, gn,) — (v2,¢qs) and we can repeat the same strategy just discussed in the
previous case. The second part of the claim trivially follows by taking n, = n; in the
argument above. O]

The next proposition is proved the same as Proposition 3.35, by swapping for the
iteration map ®(p, ¢) = ®,(p, ¢) in the argument, and all the references to Lemma 3.34
and Remark 3.32 being replaced by Lemma A.26 and Remark A.24.

Proposition A.27. Let {(pn,qn)} be an orbit such that £ > 0. The set of its accu-
mulation points is a subset of

{(p.gp £ Be_1(p)) : p€IX, B>0, V(p,q, + fe_1(p)) = {}.

Remark A.28. Consider an orbit such that ¢ > 0 and, for some {n}ren, Pn, —
ps € E; for some i € {1,2,3}. The set of accumulation points of {(pn,,qn,)} and
{(Pris1, Gnir1)} is a subset of {(ps; Gy, £ Be_1(ps)) 1 B >0, V(ps, gp. £ Be_1(ps)) =
(}. Moreover, if {ny} is such that also {qn,} converges, {qn,} and its shift {qn,+1}
asymptotically oscillate between q. = g, £ Be_1(p.) and ¢. = qp, F Pe_1(p«), that is
Zf (pnk7an) — (p*,q*), then (pnk+17an+1) - (p*,(j*) as k — oo.

Proof. The claim for the g-component’s shift follows as in Remark 3.36 by using
Proposition A.27 instead of Proposition 3.35, since (2.35) is the same as (2.33). The
only explicit difference is in (2.36), which now yields - when starting with a subsub-
sequence {(pPn,+1,qn,+1)} convergent to some (p, g.) to be determined - that

1- ny — Mngy 1-— . —
qm=( P)Pn, p+1+1_qm+l_>( PP« — P

p p
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by Proposition A.27. The rest of the argument is exactly the same. The claim about
the p-component’s shift follows also as in Remark 3.36, since using again ¢, +¢. = 2q,,,
if pp, — ps as T —> 00,

Pr,+1 = (1= p)pn, + p(1 = gn,41 — Gn,) —> (L = p)ps + p[1 = (¢ + ¢.)]
= (1= p)ps + p(1 — 2q,,) = (1 — p)p« + pps = P

The second part of the claim is shown by taking n, = n. O

The next corollary is proved as its counterpart Corollary 3.37, as the argument
does not depend on p. It is enough to replace the references to (3.4), Remark 3.36,
and Lemma 3.34 with (A.4), Remark A.28, and Lemma A.26 .

Corollary A.29. Let {(pn,qn)} be an orbit. Then p,i1 — pp, —> 0 as n — oo.

Remark A.30. Let {(pn,qn)} be an orbit with {p,} not convergent to any of the
vertices. By Corollary A.29 and Remark A.5, there is a subsequence {p,,;} bounded
away from V.

The following claim is trivially true if ¢ = 0.

Corollary A.31. Let {(pn,qn)} be an orbit not convergent to the vertices and such
that ¢ > 0, that is V(pn,qn) = ||aneo(pn) + Bue—1(pn)li — € > 0. Then a,, — 0
and |Bn| — ¢f2 as n — 0.

Proof. For the first part of the statement, consider that, following the notation of
Lemma 3.19, in eigencoordinates (A.9) holds, which we recall below,

Pn+1 — Pn = —p[Oén<1 + )‘O(pn))e()(pn> + Bn(l + )\_1(])”))6_1(]9”)],

and as p, — 0%, 1+A_1(pn) — 0 and 14+ Xo(p,) — 1; as a result of Corollary A.29
and Lemma 3.19 (h), we obtain that o, — 0 as n — oo exactly as in Corollary 3.39,
since the factor p in (A.9) does not change substantially the argument. Therefore the
second part of the proof regarding {|5,|} remains unaltered. O

We conclude this section with the remark corresponding to Remark 3.40. Showing
that the potential is eventually subunitary requires a different argument in this case,
due to (A.1) taking the place of (3.1). In particular, it will not be possible to show
that the potential is already subunitary at the second iterate. We will have to show
that eventually, at a time large enough, it will become subunitary, by exploiting the
accumulation points of the orbits.

Remark A.32. For any orbit with ¢ > 0, which does not converge to a vertez, ¢ < 1.

Proof. By Remark A.5 and Corollary 3.37, exploiting the boundedness of {p,}, we
can assume the existence of a subsequence {p, } converging to a point p. € E; for
some i € {1,2,3}. Without loss of generality, by symmetry, assume ¢ = 1. By
Remark A.28 assume that the limit points for {g,,} and {g,,4+1} are, without loss
of generality, ¢. = ¢,. — Be_1(p«) and ¢« = ¢, + Pe_1(p.), for some 0 < |G| = /2,
by Corollary A.31. Note that ¢\ = /2 and that qz(}?}ﬁl =(1- p;llj)ﬂ)/Q < 1/ for all
7 € N by Remark A.4. Note also that for all j large enough, due to the nonzero angle
that the eigendirection e_;(p,) forms with Fy and Ej, due to § > 0 and due to the
elementary geometry of the simplex, we have that qﬁjj) — qf;n)j > 0, q,(fj) — qgfjj < 0,
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_ (1) _ A1) 2 _ 42y — 46B) _ 43) (1) _ A1) (2) _ 42

() = o, + @) = ) = @) = @, <Oand gnfy — ), <0, 4000 — g7, >0,
(4D (D (2) (2 ) (3

(qnj—f—l qpnj+1 + an-',-l qpnj+1) - qn]--|—1 (]pnj+1 > O Therefore

— (%) i o (1) @)
||an+1 - Qpnj+1||1 = Z |an+1 - qx(),zj+1| = _(in]-+1 - ql()ln)jﬂ) + qn2j+1 — qﬁ)ﬁl
i€{1,2,3}
(1) 2) o ) B
— (@) T g ) =200 —a) <205 =1
and we can conclude by Remark A.6, that eventually the potential is subunitary and
(< 1. <

A.5.3 Convergence of regular orbits

We will adopt the same exact set-up as in Section 3.5.3, since all the correspond-
ing theorems involved in the set-up have been shown to apply: Lemma A.26, Re-
marks A.28 and A.30, Proposition A.27, Corollary A.31, and (A.9). Even the estimate
10 — plli < 3B(|a|+ p1) for all p; < € does not change, due to the factor p in (A.9)
being subunitary. We now list the restrictions that change. Define

Rzzl—l—p(%—l),

e < min{ . }
R’ 12BJ’
(¢/ is to be further restricted too). Having defined

then we require

14
/Cﬁ,ﬁ = {(p,q) €¥?: 0<p?, |al, '|ﬁ]—§‘ <, i<p? < 1—(5},

and similarly IC?(;,, by construction of m, (P, ¢m) € ICQ(;, and

€
||pm+1 _pmHl < 6B5/ < 57 (A25)
thus ensuring, exactly as in Section 3.5.3, that
P <e. (A.26)
o <1-4, (A27)
P, >4 (A.28)
Define a hitting time
; ) 0 0
o:=inf<n>m: p’ & 5,1—5 e NU .

Note that ¢ > m + 1 by construction of m. We now derive some iterative formulas
and bounds.

Remark A.33. For allm <n <o, p,; < Rp{.

n

Proof. Since for all m <n < o,

R G’ 2 o0 < 250

2p
Py < (1—p)p + =

and the claim follows by the definition of R. [
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Remark A.34. For anyn > 0,
e =it {0 =0+ [ = gt - 22t o |
where U,11 and V), are defined as in (3.33) and (3.34) in Remark 3.42, and
Vg1 = %ﬂnﬂ + 940 (A.29)

Proof. For any n > 0,
&) &) ( qﬂl q(?’ll
1 1 1) n n
+ * - Pifjrl pifil + pfil
= P {(1 = p) + p(qVns1 + P00 0)}

by the second step (in which we rearranged the factor in the brackets) in the proof of
Remark 3.42; and since by (2.36)

1—p 1
W =1-q)+ — Py — ;pﬁil,

the claim follows. OJ

Remark A.35. For anyn > 0,

pifiz - pifil = _P%(ll) (pgjrl - pﬁf) + &1 — €;l+1 - 77;L+1 — M + UZH + 77Z/+1) )

where 0,1, M, Mayy and N,y are defined as in (3.35) to (3.38) in Remark 3.43, and

n

Pt , 1
1 n
Eny1 = p;ill_—p(qu 1+ qu (A.30)
i 1
Gt = P Pt~ (A.31)
! P (1= piky)

Proof. For any n > 0,

p(2) p(2)
(2) 2 _ n+1 (1) n+1 (3) (2)
Prny2 = Pny1 =P <1 — It + @ dn+1 — pn+1)

(1)
pn-‘,—l pn+1 +pn+1

q(1+) 1 p(2+) 1 P<2) p(l)

(2) n ] n (1) n (2) n

P $n+1 (] ) <qn 1 qn >
pgzl—i—) 1 p511+> 1 p7(12+) 1 p’gzl) 1-— p;?

{ @ [ Gty 1 Py <2>}
- p;zl-)i-l (p;lljrl + pgjrl)(l — )

41
I+ 1

1)
11— pn+1

+p® q.) Pror1 } _ p{p@) {_ ¢® — p
n 1 — pg_bl) p7(11_)'—1 +p£-b2-)|—1 n+1 n n+1
1-—1 1 1)
1) P Dn @) @), (1) Dn
1 _plejd (plejrl +p;z2-)i-1)(1 —pY) 1—py
1
p

(1) (2) 1
(1 — A) } = —pgV [p(z) —p® 4 p® Ppia1 14
- n n+1 n n+1
pfﬂrl +p5123rl ! - pﬁil a’

_1 2) @)

+ p(l)p@) . 4 o p(l) Y2 qy,
TG —py) T 0 + 8 (L =) ¢

(1)

1 2 1

(2) pgz) 1) pg’b) (2) pgz> DPni1

TP T D t Pt @ TPy 1— 0 )@ @ |
_pn—|—1 pn+1 +pn+1 — Dn pn+1 +pn+1
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since by (2.36),
M ) LY o Pt
1_qn+1:qn+ I—- pn+77
and therefore
1
(TR St e VRS Ut VR AR SR . XY
1- pi;)tl 1- p£11>+1 I —pny1oy 11— p:zlJ)rl 11— p(nlJ)rl " p(1 — psjrl)
(1) 41 _ _1
I Pni1 — gV — p G+, 1 —p® 1=
1 - po(zl)ﬂ " - pizl)ﬂ "l pv(lljrl

Thus the claim follows.

Finally we require that 0 < r*/15, and define

v =)= \/:: 1-— 4<5/2)2 + 24()(5/2)3.
p p

The constant ' :== 72 = 1—4p?(0')>+240(8")3/ p?* is positive subunitary, since —4p?x?+
24023/ p? is negative monotone decreasing on (0, #*/90), and it attains minimum at #*/90

of value —r" /6075 > —1/6075. Recall that

2

Further require

. "5 pd’ 2 pd’ 1
5<m1n{(5),—2(2_p)R(1 7>’2—p1—|—i :

Define also L /1 ) .
D=2+ —-|—=-4+=-1 2+ —
+5’<5’+p )+R<+f5’p>

and let I be a constant such that

< ———.
0< <1X1—&)

Finally let A := max{~, p} and further restrict
, , € € o A=)
g <mm{123’4RD< ) SR

Lemma A.36. Let ' = ~2, assume that py.; < R(v’)téjpﬁf for all 0 <1 <2k —b,
where b € {0,1}. Then for all b < j < 2k,

1
0" < pyanj < 5~ o'

if 7 is even and
1
§+&<¢g%ﬁ<1_y

if 7 1s odd.
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Proof. We iterate the first component of (2.36) after rearranging it as

1—0p 1
g =1—qy, .+ TPSBH ) ppfé’ﬂa

for every [ > 0. It yields

q(1) . Q) — _gpu) + 2__2 Z ( )]+1pm+] - 1p£711)+l [ even (A.32)
= g+ el f= e S (=Pl — A, Lodd,
Recall that by construction
pd' :
< 1-—
Since ¢\ < 12 —
2%k—j—1
1—p 2—p 1
qirlz)+2k - = =Gy — P+ —— (— 1>l+1p$z)+l p;lz)—&-Qk —j
P —1 P
2k—j 2
1 2 — 1 2—p)R
<——5+—p2pf#+l<——(5+2&5 Z (v)!
2 L 2 P 1=0
1 22—pRe 1
P p), <--¥ (A.33)
2 p(l—7o") 2

for all even b < j < 2k (with the bound for j = 2k holding also with §, by adopting
empty sum convention) and

1— 2k—j5—1 1
Do ok =l — ’ P jo + L Z lpirlz)-f—l ppirlz)—i—Qk —j
2k—j 2
1 2—p 1 (2—p)Re
>—4+5— — WS — 4y !
1 (2—pRe 1
>—+0—2—— > 44 A.34
2" pi-7) 2" (A3
for all odd b < j < 2k. Similarly, since § < ¢()) <1 — 6,
2%—j—1
1-— 1=p 2—p 1
Qoo =t = —P +—— > (DM = —pll
p P = p
2k—j \_Zkg_”
2—p _,(2-pR
Zpiélz 20— > (V)
P 1=0
—p)R
- (—” S (A.35)
p(1—7)
for all even b < j < 2k and
2k—j—1
1—p —p 1
Doy 2k i =1=q)+—p}) + ) Dot — =Pl —
P —1 P
2k—j L% JJ
(2 —p)Re
<1—5+—Z 7<;’+l<1—5+2T S @)
1=0
2—-p)R
<1—5+2w<1—5’ (A.36)

p(1—7)
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]

Lemma A.37. Let 7/ = ~2, assume that p,y; < R(y)L2! % W for all 0 <1 <2k — 0,

where b € {0,1}, and ¢’ < p(2) <1—=4¢" Then for allb <

&)
|pm+2k_j — Dm+2k—j—1| < €.

Proof. Recall that
e < —=(1=79").

Iterate Remark A.35 applied to n = m + 2(k — 1) — j, down to time m. It yields

2k—j—1
(2)

where Epp = &nir + §ig + Dmtt + Mgy + Dt + nm+z + nm+z

€Y)

hypotheses allow to apply Lemma A.36, thus 0" < ¢, ,

P2 —p,(iﬁgkfjfll < [P — P | + Z Ep <5 + Z Epi,

Note that the
— 0 foralll1 <1<

2k — 7 — 1. This implies that, by using Remark A.33 and the assumptions, for all

1 <1 <2k —j5—1, we have that

=
M-t < Doy < R(Y)21pl)

Nl < Rp%&rl_l < RZ(V )LTJ &y
1 -1

o U oonlE,m

nm—&-l < (§/>2pm+l 1 (5,)2 (”Y) !

R R2 -1
Mt < gp%rzq < 7(7 )= ply)

"

l—
W <P < RO,

and we can estimate similarly the two error terms

L /1 N
Em+i < {1‘1‘5 (— - 1)} R*(y)= ply)

1 /1 -1
st < 5 (; — 1) R(y)=p.

Hence -
Epi < RD(Y)U2 ),

which yields a bound, uniform in &, on the increments of the p®-component:

(o)
-1

€ =1 19
|pm+2k 1 p<r?+2k72| < §—|—RD€’2:(7’)L 7 — —+2RD1

2

=1

Lemma A.38. For allm <n <o, p’ < Ry " 1p.

Proof. Let

€ e €
<5t <e
-

5/)3

5/2
v =7 = 14l +240<p2

p2

we will first show that for every k£ > 0 such that m + 2k < o,

valllzk < R(vy /)
pi:—i—?k-&-l < R(y ,)k o

(A.37)
(A.38)

(A.39)

(A.40)
(A.41)

(A.42)

(A.43)

(A.44)

(A.45)
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and if m 4+ 2k = o, we only show the claim up to (A.46). Recall that by construction
& < r* oo,

!

€< —p)R(l -,

and

19

Choosing n = m in Remark A.33, yields the first odd case (the even case is trivial as
R>1) for k=0:
PSL)H < Rpy,).

Let n = m in (3.33) and (3.34), and apply the hypothesis made in (A.26) to (A.28),
and the fact that [p!”,, — p@| < /2, which follows from (A.25). Then the following

m—+1
estimates follow, as in the corresponding step of Lemma 3.46:
2
[Omiil < 57— s (A.48)
€ 3
[P mi1] < T <2 + §> , (A.49)
1 1 2
Ol < 5 ( 5+5,+€), (A.50)
yielding
1 1 2 1 1 2
9 < ==1) |0 v <|({--1)—+ = ,
ol (5 =1) ot 10l = (5 =1) 5+ 5 (= 75
and therefore ) ) ) )
< M) ) s

Plug the estimates (A.48) to (A.51) into Remark A.34 applied to n = m, it yields

(1) < 1 (1 — ) + 2(1 M ) + & 2 4 E i p(ril)+1 2
Pz = P S reet) T 5 p d(l—¢)
11/2 1 2
w_ |2 _ 2 < B -
o Kp 1) 1—s+5fH} —pm+1{(1 P)+p[2(1 Y
I S I IS IS O (R B
€ 1—¢ o’ pd(l—g) & T

—pﬁﬁl{(l —p)+p {2(1 — Qi) +2¢ (1i - (1+%) 5’(11— 5 (5{)2)} }

Recall that € < (§')% < 1/905. Then ¢V < /2 — § implies that

1—p 1 1 1—0p R
(1) (1) (1) (1) (1) (1)
qm, =1- + Pm — —Pm >_+§_ Pmy — —Pm
i p pi T2 p p
1 R 1
>—+6—2—e>=+10
2 p 2

by construction of €, since 2 — p > 1. From

1 2\ 1 1 )
1—P+2/)(1_qm+1)+25 <5/+(1+ ><5/) +(5/)2) Sl—p+2p(1—qﬁn)ﬂ)

2 1
(3 + ;) <1-2pd + (6 + p) (6) <1 —2p5 + —0(5’)3,

p

(¢')?
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it follows that

10
Ponya < Rp) (1 —2pd’ + ?(5’)3) < Ry'pl)).

Note that for any ¢’ > 0, 7' =1 — 4p?(§')? 4 240(8")3/p* > 1 — 2pd’ 4+ 10(8")3 / p since
it is equivalent to p — 2p?0" + (8")2(120/p2 — 5/,) > 0, and p — 2p*x + 2%(120/p2 — 5/,) is
a convex parabola (since 120/,2 — 5/, > () with symmetry axis parallel to the y-axis
taking value p > 0 at 0 and having negative discriminant p* + 5 — 120/p (since p < 1,
the discriminant is less than —114). We have thus shown that pl,,, < Ry'p{l). If
o > m—+ 2, the case k = 1 is not yet concluded. Since by the geometric decay proved
so far

Py < RY'DL) <, (A.52)

and by the definition of o, &' < p{)., < 1 — ¢, the same estimates in (A.48), (A.50)
and (A.51) apply to Upia, ¥, and V), 5 With the due shift of time indices. However,
(A.49) does not apply automatically, since nothing guarantees that the same bound
applies on the shifted increments of the p®-component. Let us first assume that
indeed also |pl2. , — p2. 1| < € and therefore that also (A.49) applies, with the due
shift of indices. Then plugging them into Remark A.34 applied to n = m + 1 yields

2
Povs < P [1 —p+2p(1 = gplia) +2 (6’) <3 + p)}
1-p 1 e 2
&8 1 (1) M
+2 { p T Zp +1 P +1 P +2 (5)? P
2
< P {1 —p+2p(1 = qply) +2 (5,) (3 + p> } [1 — p+ 20454

3+g <paa|l—p+2p(1—qy)q)
(5/) p perl p p Qm+1

25y (“%” {1 ‘p”’)q’“*l”g( 7 (“%))] |

Noting that

+ 2(1 - P)PSL)H + QP%)H +2

(1= pt2p(1 = g DI = pt2pa)0) = 1= p? +40%0)1 (1 = g)41)

and that 1 —p+2p(1 — ¢\ 1), 1 — p+2pg'y.1 < 14 p, we can multiply out the two
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factors and get the following estimate:

1 2
s < o[ a0 - it 4204 9 (14 o (342))

+4(§’2>2< >< (5% (3+ )>}<P§713+1[1—4p2(5’)2 P
+4(0")° + 4(8')° <+i>+4 ( i)( (;)2 <3+%>)]
<p£7?+1{1—4p(')2 4(5)[(3+Z) (5,)2+(5,)5<3+%)
( (0)2 (H%))H pgg1{1—4p(5)+4(5/)3

[(s2) r e (3 2) 002 o+ 2) 0]}
<P533+1{1 4p%(8")? + 16(8")? (5+%+%)}

240
< D1 {1 —4p*(0')* + 7(5')3} < Ry'py),

where in the second last inequality, we used trivially that 0’ < 1, as the factor next to
the cubic term, for ¢’ small, becomes negligible, considering that regimes with p small
are also allowed; in the last inequality we used trivially that 5 < 5/, < 5/ due to
0 < p < 1. We now show that the upper bound on the p®-component keeps applying
uniformly, by using Remark A.35 applied to n = m, yielding the same upper bound
as Lemma 3.45, by defining 1 = Gnst + &t + st + Moss + T+ Mles + 7041,
that is obtaining

’P%LQ p5721>+1| < ‘pfz)—&-l — P |+ B (A.53)

Since pl)) , < RY'p{) < e, by the definition of o, which ensures that also & < p{).; <

1 — ¢, and by exploiting Remark A.33 with n = m, we can estimate

PRpW o
m = —g—— < Py A.54
n p%) _'_p(fs) p ( )
p(2)+1p(1)+1
Mgl = —g——— < Rp'V (A.55)
Pii)ﬂ +p$)+1 "
@ P P 1
/ . Im_ m m (1)
- q%) D1 + p7(721)+1 - pﬁ%) (07)2
&
Dot 1-4¢ R
"o @ + ey e)
N1 = Do < Rpy,) < < py (A.57)
:;IAL)H + p’(r)27,)+1 o' o’
Prti Py
n m m
77m—‘,—1 - P;,? (1) (2) (2) (3) pirlz) (A58)

m+1 + pm+1 Pm + Pm

e ) 1_ 1 /1
b1 = 55— [ 1+ ”qm Py < {1 +5 (; — 1)] Rp) (A.59)

perl + m+1 m

(2)

1
¢ = Prtr  p 1p<1) < 1 (1 - 1) p, (A.60)
m pv(jz)Jrl + pi}?ﬂ gm " o’ "

yielding
B < Dpjy).



267

Note that R > 1, and therefore from

/ € /
— (1-—

we get
€
Epia < —.
+H =R

Since [pl) ; — p@| < ¢/2, this yields

[P = Doyl < % + ﬁ <é&.

Apart from the base cases, this estimate will be less immediate in further steps, and
we will be relying on Lemma A.37.

To summarise what has been shown in this two steps argument: there is a constant
v = ~(¢") holding uniformly on K* for both cases, c = m +2 and 0 > m + 2. In
the first case pl).; < R(7)°p}) (case k = 0), and p.,),, < Ry'plY) (half case k = 1);
in the second case both p).; < R(7/)°p{) (case k = 0), and p.)., < Ry'p{Y) and
ph)s < Ry'plY) (full case k = 1). Note, before proceeding, that the estimate on ¢{’s
oscillations above and below 1/2 has to iterate at each step. For example, for the next
step it will hold, because

1—p 1 1—p 2—p 1
Ao = 1= Q)i + ——Ph 1 — =P = @) — P+ Pit1 — —Piyo
p p p
1 2 )R 1
<§—5+&p;§)<§—5’

by construction of €. Apart from the first few steps, this condition will not be so
immediate to verify, because geometric terms will start adding up, and we will rely on
Lemma A.36. Assume that m+3 < n < o, for some n, and let us prove the claim for
n+1. There are two cases to consider: the even stepn =m+2k—1ton+1=m+2k
first, and the odd step n = m + 2k to n + 1 = m + 2k + 1 afterwards, for all £k € N
such that n is in the mentioned range.

e In the even step one has the induction hypothesis that for all 1 < j < 2k,

1 2k—=j |
Poiar; < R(Y)T7 Ipl) (A.61)

and (A.46) needs to be shown. As to the oscillations of ¢V, they are ¢’-bounded
away from !/2 in the correct order, thanks to (A.61) and Lemma A.36 applied
with b = 1: .

o < 5 o'

for all even 1 < j < 2k (with bound for 7 = 2k holding also with 0, by adopting
empty sum convention) and

1
qﬁwk—j > 2 + 0’

for all odd 1 < j < 2k. All that remains to be shown is that

& AREY
Prsor < (V' )Pgor—15

by using X
Goyok—1 > B +4".
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Since by (A.61),
Pror—1 < ROl

(A.52) holds for pi) ,,_; too, and o > m+2k—1 implies that &' < p%,,, | < 1—

¢'; the estimates in (A.48) to (A.51) apply also to Vpqon—1, V1, 4o and 07 op 4
(with the due shift of time indices) since by Lemma A.37 with b = 1, |p\ . | —
2 von_1| < €. Plugging the aforementioned estimates into Remark A.34 applied

to n =m+ 2k — 2, yields the same estimate as that obtained for pﬁfw,

1 2 1
Prior < P%)Jr2k_1{(1 —p)+ P[Q(l — dpo—1) + 26(1 —t (1 + ;) =2

1 . ;10
+ W)} } < p7<n)+2k—1 [1 - 205 =+ ?(5 )3

1)
<V Pmiok-1>

resulting into (A.46) by (A.61).

In the odd step one has (A.61) holding for all 0 < j < 2k, and (A.47) needs to
be shown.For the oscillations of ¢¥ we proceed similarly but, with a different
range for j, by exploiting Lemma A.36 applied with b = 0:

L 1
q7(n)+2kfj < 5 &

for all even 0 < j < 2k (with bound for j = 2k holding also with 4, by adopting
empty sum convention) and

1
qﬁwk—j > B +0'
for all odd 0 < j < 2k. In particular, being known that q&ﬂr%_l > 154§ the
part concerning p is obvious from the same calculation performed in the third
step, since knowing pffl)ﬁk < R(7)*p(), using the same bounds for ¥, 40, Uy, 4ok
and 07, o, vields pl o, 1 < R(¥/)*pl). All that has to be shown explicitly is

that

(1) 1 (1)
Prmt2k+1 <V Prtok—1>

by using

1

Since by the geometric decay in (A.61), for the new range of indices,

p(nt)Jerfl < R(’Vl)k_lp%)7

extending (A.52), and o > m+2k implies §' < pf&r% < 1—¢'; then the estimates
in (3.53) to (3.55) apply also to Uy, o, V), o, and U)o, (with the due shift of
time indices) since |p§fﬁ+2k — pﬁ;%_ﬁ < &, because we can apply Lemma A.37
with b = 0; also the previous step’s estimates for ¥, 0,1 and 9], . ; keep
applying, and they are vital, since in this step the bound needed, is yielded by
iterating the previous even step into the current odd one, producing a two-step
estimate, because a one step estimate would not yield a subunitary constant,
due to qf:llr% < 1/ — ¢, which would imply 2(1 — q%ﬂer) > 1. Therefore, by
plugging these estimates into Remark A.34 applied to n = m + 2k — 1, and also
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using the estimate from the previous even step, yields the same estimate as that

obtained for p.), ,:

e 2
Do ok <P on 1 {1 =+ 2p(1 = glig) + (5/) (3 " P) ]

1 2
1—p+2pg.) 2 =
oo (2 g (43

240 1
< {1420 + 220} =0

resulting into (A.47) by (A.61).

Having shown (A.46) and (A.47), we can easily derive the main claim by simply setting
v = /7, s0 as to express the two-steps geometric decaying upper bound as a one-step
geometric decaying one. Equivalently, it has been shown that for all 1 <[ <o —m,

1
pS@)Jrz < R(®") LQJP%)'

Since

it follows that
i < VT8,

hence for the uniform constant v, we have that for all m <n < o,

n—m—1, (1)

Py < Ry Py

For any 7 > m we define

(2) (2) 1
C::inf{n>7': |]%H#p"<—}.
Pn r

Lemma A.39. Suppose that there exists m < 7 < o, such that

1)

Dr
’ 2 _ (2)‘ < I
pT+1 T

Then for all T <n <({Aoao,

P& — P2 < p Pl — Pl

Proof. We proceed like in Lemma 3.47, by showing the claim explicitly only for 7 = m.
If { = m+1 we need to show the claim only for n = m+1, since for n = m it is trivial.
It is known that only the condition p{) < T'|p\?.; — p@'| holds, and pi) ; < Rp{ by
Remark A.33 applied to n = m, along with the hypotheses made in (A.26) to (A.28).
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Then by (A.54) to (A.58), it follows that

M < Py < Clpi)y — pl) (A.62)
Mm+1 < Rpﬁn’ < Rr|pm+1 P;Z) (A.63)
777In-i-1 < (5/)2pm S ( ,)2|pgz)+l p(T?L) (A64)

" R (2)
Um+1 < 6/pm = 5/F|pm+1 pm (A65)
77 +1 < p(l) < F’pm-i—l pgz) (A'66)
1 /1 1 /1
Emt1 < [1 5 (‘ - 1)] Rpy) < [1 + 5 (‘ - 1)] RF|pm+1 Py (A.67)
p
1 /1 1 /1
S <5 (E — 1> P <5 (— - 1) Tlpyi1 — Pl (A.68)

Plugging these estimates into Remark A.35 applied to n = m yields

[Prve = Pl < pg (1+TD) [psy — pi2l

Since by construction I' < §'/[D(1 — §')],

(1 +T'D (1 il I 1
< = m <
Qm(+ ) qm(+1_5/> 1—¢6 — 7

and therefore it follows that

‘p5721>+2 pm+1’ > p|pm+1 Pl
and the claim for ( = m + 1 and the first step of the induction is complete.
Assuming now ¢ > m+ 1, we show the rest by induction as in Lemma 3.47. Recall
that o' <d <¢q)) <1—-9§<1—¢ and that

pd’
2-p) (1+2)

Since for all m < n < ( Ao, by Lemma A.38, it holds that p D < Rynm=1p) - or

m )

equivalently that p{’ e < R’yk le for all £ € N such that n = m + k is within the
bounds above; by (A.32), for all such k,

e<

/ _ k i
Q) — = pZ] -0 m+] —5_@5 <1+sz:073>
>0 — 2p5<1+R>>5’ k even
(1) ><
Tm+k (1 _ 2—p (1) (2— P) j
=gy Zj 0 Pm+j >0 - <1+RZJ 07)
>4 2Pg<1+—)>5’ k odd.
\

This ensures that estimating 7/, &, and &/, with the constants, which upper bound
reciprocals of ¢, can carry out during the induction step. As to the constants, which
lower bound reciprocals involving ¢, one can proceed analogously:

(g + 25t opéiijél—éJr@a(HRZf:wj)
<1—5+u€<1+—><1—5’ k even

g+ T 0 < _5+%”)5(1+R2§:m>
!
\<1—5+7€<1+m><1—5 k odd.

(1)
qurk S
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The inductive hypothesis is then like in Lemma 3.47: assuming that for some k£ > 0

such that m +k +1 < (Ao, [pE 1 — Pl < pflphy — p2], we need to show
that [pl) o — Pomirsr] < pk+1|p(2) — p@|, and it will be done by showing that

|p§2)+k,+2 P il < PP n — pm+k| Since by the definition of o it still holds that

& <p2 .1 < 1=, by the definition of ¢ it still holds that p.,)., < T[p., , —pi2.,
and the geometric decay of the first component ensures the bounds on qmlrk and q;ﬂr bt
as shown above, it follows that

) @) )
M+t < Ptk < F‘pm—i-k—o—l - pm—i—k‘
) (@)
Mm+k+1 < Rpm+k < Rr|pm+k+1 Ptk

) )
M1 < (5/)2pm+k > (5/) ‘p:@—i—k-&-l ~ Dtk

R
(1) (2) (2)
nm-l—k—i—l < 5/pm+k = (5/ ‘pm—i-k—o—l ~ Ptk

" (2) (2)
Moiorr < Do < DI — Dokl

1 /1 1 /1
vaer < |1+ 5 (5 =) [ R < 155 (5 = 1) | RO =i

1 /1 1 /1
M @)
Stk < 5 (; - 1) Pk < 5 5 < ) F‘pm—&-k—l-l P

Plugging these estimates into Remark A.35 applied to n = m + k yields

[Prvirs = Pisral < PGl (L TD) e = Pl

Since by construction I' < ¢§'/[D(1 — ¢')],

5 q(l)
(1) (1) m—+k
qW%u+FD><%“*(L+1—&> T

and therefore it follows that

) ) @)
|pm+k+2 Pooriest] < PPk = Pkl

and the induction is complete. If m < 7 < o, the same concluding remarks apply, as
in Lemma 3.47. [

In the following theorem, the proof of convergence, given that the previous results
(Lemmas A.38 and A.39) have been rederived in correspondingly to the old ones
(Lemmas 3.46 and 3.47), plays out exactly as Theorem 3.48, with only a small change:
whenever the factor 142/r appears, it must be replaced with the factor 1+%/r, because
the factor of 2 in the statement of Lemma 3.46 has been replaced by the factor R in
Lemma A.38. Also ¢ = p, in the notation of Section 3.5.3. The rest of the proof then
does not change, since in the condition defining &’ the term

STA(1 — )
2(R+T)

has now replaced
OTA(1 = M)
22+1)
Hence it is not necessary to repeat the modified argument.

Theorem A.40. {p,} converges to some p, € F;.
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The proof of the next corollary also does not change. It is enough to appeal to
the corresponding lemmas used from Section 3.5.3 (Theorem 3.48, Corollary 3.39,
Remark 3.36, and Lemmas 3.19 and 3.46) which have been rederived in this section
(Theorem A.40, Corollary A.31, Remark A.28 and Lemmas A.38 and 3.19).

Corollary A.41. As p, converges to some p, € E1, q, is asymptotically 2-periodic
10 {ap. = Se1(p)}.

Then the same conclusive remarks of Section 3.5.3 apply, mutatis mutandi, leading
to the following.

Remark A.42. If (po, qo) € K5, then by Theorem A.40, for some p, € Ey, p, — p
and {q,} diverges.

The same is not true for the argument in Section A.4, as explained in Section 3.5.3.

Remark A.43. If p, € E; fori € {2,3}, one can proceed by exploiting the symmetry
of the model, define o, (; and 7; accordingly in terms of the corresponding coordinates,
and show an analogous version of Theorem A.40 and Remark A.42 for i € {2,3}
as well, thus yielding convergence of {p,} to some p, € 0¥ \'V and asymptotic 2-
periodicity of {g,(w)} to {gy, £Le_1(p.)} for any orbit having ¢ > 0 and a subsequence
bounded away from the vertices.

A.6 Convergence of the dynamical system

In this section we finally put together all the convergence results gathered so far to
show firstly the convergence of {p, }, secondly that {¢,} may or may not converge.

Proof of Theorem 2.1. Let pg ¢ 0%. By Lemma A.8 the limit ¢ of the potential
function exists. If {p,} is bounded away from the boundary, it converges by Proposi-
tion A.9. If = 0 and {p, } is not bounded away from the boundary, it converges by
Remark A.20. If £ > 0 and {p, } is not bounded away from the boundary, it converges
by Remark A.43. By mutual exclusion the only case left is convergence to a vertex.
Let po € 09X\ V and ¢y € . Then {p,} converges by Lemma A.21. Let py € E; and
qo € V. Then {p,} converges by Remarks A.1 and A.2. O

Proof of Corollary 2.2. Let py ¢ 0%. By Lemma A.8 the limit ¢ of the potential
function exists. By Theorem 2.1 if £ = 0 the convergence to % is trivial. If £ > 0
the convergence to the limit 2-cycle follows either by Remark A.43 if p, € V', or by
the introductory remarks to Section A.5.3. Let py € 03X\ V and ¢y € ¥o. Then {g,}
either converges in dX* C X or is asymptotic to a 2-cycle by Corollary A.25. Let
po € E; and qo € V. Then {g,} is 2-periodic by Remarks A.1 and A.2, and thus
trivially asymptotic to a 2-cycle. O
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Appendix B

Construction of J(u) and 6(u)

In Section 4.4, prior to Lemma 4.13, we discussed extensively the reasons behind
choosing a 1 < v < ,/j, as a function of y > 1, defined as

7
5 /LZ2
UV =1 =
(k) {MH, l<p<2,

where ¥ = ¥(p) can be determined such that 0 < ¢ < 1/2. While the case p > 2 is
an easy guess, the case 1 < p < 2 is not so easy to guess, so a constructive approach,
which requires determining the functions ¥(u) and 6(u), is what leads to the guess
made in Lemma 4.13. In this appendix we show how to construct them.

Let n = n(p) :=min{p, 1 — p}. Clearly m can be so large to ensure p—n < p,41 <
p +n for all n > m, where

= =min{p,1 — =
n=n(u) {r p} {f% <<

since for all 1 > 1, p > 2 is equivalent to 1 — p < p as p = (u — 1)/, thus implying
also that p < 2 is equivalent to p < 1 — p. Define

_ptn+(@E+p+n)o

a=a(b,p):

and

where

d(0, 1) = [1 - (1 - g/lﬁ) e] [1 o2 ;([1)1%)28(%_ 10| .

We have seen, in Lemma 4.13, how the requirement 0 < 6 < /2 implies the positivity
of the factors appearing in d. The constant § = 6(u) is to be determined and thus
fixed along with 9J(u), such that, for all 4 > 2,0 < a < 3/sand 0 < b < 1 and
3/4 > 1/v; while for all 1 < 1 < 2 we require the conditions 0 < a < b < 1 and a > 1/v.
That this is possible for all i+ > 2 has been shown in Lemma 4.13. The construction
that leads to all these conditions to be met also for 1 < u < 2, requires more work.
First of all it needs to be shown that it is possible to find 0 < 9,6 < 1/2 such that

a0, p) > ﬁ = e, (B.1)
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Next one needs to show that the 6 thus found ensures that 0 < a,b < 1. (B.1) is
equivalent to

1
ilog,ujtloga > 1 log u,

which is equivalent to

1 1
V< -+ o8 a
2 logpu

Thus the existence of ¥ can be ensured by requiring that 6 = 6(u) be such that

1 loga(f
_ 1 _loga( ,u)<07

2 log

or equivalently, since n = p, that

1
— <p+(2+p0 <1,

Vi

and then by finding explicitly a parametrisation § = 6(u) that satisfies it for all
1 < <2 (on top of ensuring 0 < a,b < 1). Once this is done, we can use any

1
0<d(u) <=+

] 2
>t o og[p+ (2 + p)d],

since the specific form will not be playing an explicit role in the argument of Theo-
rem 4.18, so we will just take, for example, half the upper bound as our ¥/. On the
other hand, we will determine 6 explicitly, as it will play an important role in all
estimates from Lemma 4.14 onward. The condition that ensures the existence of ¥
can be rephrased as a system of two inequalities:

p+(2+p)0<1 (B.2)
p+(2+p) 6> L (B.3)

NG
We will first study this as a subset of the (6, p)-plane’s first quadrant, due to 0 <
p,0 < 1. First we rearrange (B.2) and (B.3), so that they are shown to describe
regions of the plane delimited by rectangular hyperbolic boundaries. Indeed, (B.2) is
equivalent, by adding and subtracting 1 to 6 and rearranging, to

(p+2)(6+1) < 3.

This is the part of the plane strictly between the two branches of the rectangular
hyperbola of equation (p+ 2)(6 + 1) = 3, which has a centre of coordinates (—1, —2).
One branch is on the third quadrant, the only relevant branch goes through the first
quadrant and meets the #-axis at (1/2,0) and the p-axis at (0,1). In Figure B.1 we can
see the the rectangular hyperbola defining the boundary of the region corresponding
to the inequality (B.2) in solid gray (concealed partially by the dashed blue line,
as they coincide). The region corresponding to (B.2), which is independent of p, is
the one closer to the origin, between the #-axis, the p-axis and the gray hyperbola.
Through a similar manipulation as that used for (B.2), (B.3) is shown to be equivalent
to
1

2+p)(1+0)>2+ i
This is the part of the plane strictly outside the two branches of the rectangular
hyperbola of equation (2 4+ p)(1 + ) = 2 + !//z, which has a centre of coordinates
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(—1,—2). The simultaneous inequalities (B.2) and (B.3) admit therefore a solution,
with positive values for 6 and p, due to the fact that 2+1/vz < 2+1//z < 3. Indeed, one
branch is on the negative quadrant, the only relevant branch goes through the positive
quadrant and meets the #-axis at (1/2,z,0) and the p-axis at (0,1/yz). In Figure B.1
we can see the hyperbolas defining the boundary of the region corresponding to the
inequality (B.3) and positive values of 6 and p, for the limit parameters pu = 1, in
dashed blue (coinciding with the hyperbola for (B.2)), and x = 2, in dashed red. The
region corresponding to Figure B.1 is obviously always the one further from the origin,
between the #-axis, the p-axis and above the dashed hyperbolic branch corresponding
to the value of p at hand (clearly all the branches for 1 < p < 2 are in between the
limit ones). The solution to (B.2) and (B.3) is thus represented by the area between
the two branches (the dashed one corresponding to the value of 1 at hand and the
gray one, which is independent of p, see Figure B.1 for the solution corresponding to
= 3/2) and the coordinate axes. For p = 2 this area is the largest and vanishes as
i — 1. Due to 0 < 1/m < 1 for all g > 1, the area in between the solid gray and
dashed branch is always nonnegligible and represents the solution for positive values.
What we need to find is a parametrisation of 6 in terms of yx that always falls within
this feasible area. Clearly, since ¢/ < /p for all p > 1, 1/yn < 1/gym < 1, so an
option is to choose all # > 0 such that (24 p)(1+60) = 2+ !/yr. This is a consistent
choice, since we have fixed n = p =1 —1/u < 1/2, and the hyperbola chosen allows for
p € (0,1/ym). Indeed, having 1 < p < 2,

1 ! < !

p=~L—-=
TT

since while 1 — 1/ < /2, 1/em > 1/%3 > 1/2. Hence the intersection between the

horizontal line, drawn at the height of the fixed value given by p and the hyperbola

in question, is always well defined. Hence for 1 < pu < 2 we can set

1 1
o T P
(N)'— = 1

(see Figure B.2 for an intuitive representation depicting the case u = 3/2, where the
solid black hyperbola represents the hyperbolic subset of solution chosen to derive 6(1)
explicitly from the p(u)). Note that this definition is consistent with 0 < 6(u) < 1/2,
as 1 < pu < 2. As aforementioned, one can let, for example,

1 1

Note that by adding and subtracting 1 to 6 and recalling that we chose 6(u) such that

@+p)(14+6) =2+ —,

i

we obtain

1 1
a=p+2+p)l=p+2+p (1+0)—2+p) =p+2+—-2—-p= .
(2+p) 2+p)(1+0)—(2+p) i 7

As a result of a = !/, and it follows that

1 1 1 1
19 = — l ( 77) = —
(1) 17 2hogp e 1

thus yielding
1_ 9 5
V= ILL2 = /_1/12’
and the set up of the constants is thus complete. The final check that 0 <a <b < 1
has been done in Lemma 4.13.
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01 02 03 04 05

Figure B.1: Nonnegligibility of the positive solution to (B.2) and (B.3)

11’ 2+ p)(1+0) =3
- | —24p)(1+0)=2+"1yn
- 24p)(140) =2+
p(1) |

Figure B.2: Finding 0(u) given p(u) = 1/3 for =3/
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Part 1V

Supplements to Part 11






279

Appendix C

Supplements to Chapter 6

In this chapter, for self-containedness, we include a few brief results regarding
monopoly, which can be found, respectively, in [48, Lemma 2.3, Lemma 2.2, The-
orem 1.3, Theorem 1.4]. Recall the usual notation for the BB model: « is
the feedback parameter, o, is the integer-valued time-dependent number of balls
thrown at the bins, 7, = 79 + Z?:l Tiy Pn = i/, 0 <— 0, = a "logT,,
A = limsup,_,., 0n110% 40, and monopoly is the event M for which all but
one bin receive finitely many balls. Recall also the claim proved in Lemma 6.1: if

o0

Z On+1
a o0,
n=1 Tn
then P(M) = 0.
Lemma C.1.
00 o,
— = 0.
n=1 Tn

Proof. Note first that

1 1 n 1
Tn = Tn—1 (Tn1> = Tn-1 (1 - ﬁ) =To H (1 B %> -
Tn Tn kel Tk
To €Xp — Zlog (1 — —)

Thus as n — oo,

—Zlog (1 — %> = logE — 0.
k=1 Tk

To

Without loss of generality, assume o/, — 0 (otherwise, there is nothing to prove,
the series would be divergent by assumption). It is then possible to expand in Taylor
series the logarithm and get the following:

2 2

O (% Ok
—log(1——) =242k .
og( Tk) +2 2+ (7']3)

It is now possible to apply the limit comparison test to the two series > | on/r, and
— 21 log (1 —on/m):

On On 1

L = e = — 1.
g o o? o} o g
—log(l—#) T—:—i—#—i—o(;’g) 1+ﬁ+0(#>
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Thus either both series diverge or both converge. From what has been noted first,
the claim follows. O

In the next theorem we show that there is no monopoly without feedback.

Proof of Theorem 1.14. Lemma C.1 and 7,,_; < 7, imply that

n=1 Tn n=1 Tn—1 =0 o
so by Lemma 6.1 the claim follows. O

In the next theorem we show that if there is feedback and # = oo (supercritical
regime), then there is no monopoly.

Proof of Theorem 1.15. Assume by contradiction that

> a
n+1
E o < 0
T
n=0 "1

Then on/re | vanishes, hence there is a k such that for all n > k, 0, < 7% ,. Hence
for all such n,
Tn =Tn—1+0n < Ty + 7500 <2775 .

[terating this n — k times yields

n—k—1 4 n—k an—k71 n—k anik n—k 1 «
Tp < 2Xi=0 @ T =2 T 7t < 2eT7r = <2a71 Tk) ,

but then, for all n > k,

a" *log <2ﬁ7'k> log <2ﬁ7k>
gn < = 5
- am ak

and therefore the contradiction

log <2ﬁ7k)

0 <

< 00

is reached. The claim now follows by Lemma 6.1. O]

In the next theorem we show that with feedback and 6 = 0 (subcritical regime),
if p, — oo and A > 1, there is no monopoly.

Proof of Theorem 1.16. Rewrite

Int1 a—1 a—1 a—1
T _ Pn (Tn—1> _ Pn < 1 ) _ Pn ( Pn—1 )
Tg_n Pn—1 Tn pgfl 1 + Pn—1 pgfl 1 + Pn—1

n—1

Since p,, — 00,

and, noting that
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Op ~ Tp, SO that
{67 (0%
Pn On+1Tp—1 On+10,_1
p— ~Y

(' «a a+1
pn—l TnO. O-n

Then since

« a—1 In+1
. On+10,,_1 . Pn Pn—1 : ™
1 < limsup ————— = lim sup = limsup ——,
0—a+1 (e 1 + On
n—00 n n—oco  Pp—1 Prn—1 n— 00 o

it follows that

[e.9]

On+41
D =
To

n=0 T

and therefore, P(M) = 0 by the ratio test and Lemma 6.1. ]
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Appendix D

Supplements to Chapter 7

In this section, for self-containedness, we outline the idea of the proof of no dominance
in absence of feedback for two bins, which can be read in [48, Theorem 1.1] in full
detail. The two bins scenario is essentially univariate, since the vector ©,, = (0,1 —
©W1). Thus by symmetry it is possible to focus only on O := 7" /7, for all arguments,
and therefore we denote OV as ©,, := T,,/7,, just for this chapter. For two bins the
event of dominance, that there is one of the two proportions converging to 1, can
equivalently be stated as the event that there is one of the two proportions converging
to 0.

Theorem D.1. Let o = 1. Then ©,, converges almost surely to a random variable ©
and P(D) = 0.

Idea of the proof. By the first part of the argument of Theorem 1.10 applied to d =
2, we have already seen that the almost sure convergence holds by the martingale
convergence theorem, so we only need to show the idea of the proof behind the second
part of the argument. By symmetry, it suffices to show that P(© = 0) = 0.

Denote by f,(\) = Ee " and f(\) = Ee*® for A € R. Since f(A\) >
E [e*®1{o—0}] = P(© = 0) for all A, the claim will follow by showing that there
is a sequence {\,, }men such that

lim f(Am) = 0.

m—-00

Let ¢ € (0, 1) be such that
2

S
[ — X —_—
= 5

for all x € [0, ¢], and define \,, = ¢7,,,. The bulk of the technical work is showing by
induction on k, by relying on the monotonicity of all functions f,,_x()\), that

) T;

i=n—k-+1 *
for all m, n > m and 1 < k < n — m. Substituting ¥ = n — m in the inductive upper
bound obtained, and exploiting the monotonicity of f,,(\), yields

n

FaOm) < fim (Am Y %) < (1 = ¢)) = Ee=c1=0mOmn _ Fe=c(1=9Tn

i=m+1 ¢

for all m and n > m. The second inequality follows since, noting that

n n
g; Ti — Ti—1 ™ dlL’
N
T. T: - T

i=n—k+1 ¢ i=n—k+1 i n—k
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and that 7,,, < 7, and ¢ < 1, it holds that

Am—AfnZ%zAm<1—crm/ —f):Amu—c).
Tmm

. T;
i=m+1 *

By the Dominated Convergence Theorem, knowing that f,(A\) — f(\) asn — oo
for all A > 0, we can take limits in the inequality just derived, yielding f(\,) <
Ee~c(1=9Tn for all m. As by Theorem 1.14 it is known that P(M) = 0, almost surely
none of the bins eventually stops receiving balls, that is, almost surely T,, — oo.
By the Dominated Convergence Theorem again, we have that Ee=¢(1=9Tm — ( as
m — 0o, which shows the fact that f(\,,) — 0 as m — oo. Since A is arbitrary
in the inequalities 0 < P(© = 0) < f(\) previously established, we have that this last
fact implies that P(© = 0). O
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Appendix E

Supplements to Chapter 8

In this section, for self-containedness, we include the proof of three useful lemmas
that are adaptations of [48, Lemma 6.4, Proposition 7.1, Proposition 6.3] respectively.
Recall that for the BB model: « is the feedback parameter, o, is the integer-valued
time-dependent number of balls thrown at the bins, 7,, = 79 + Z?:l Tiy P = Ontl/m,
and the normalised fluctuations are defined as

B7(12+1 — 0p1 By
Vo PO (1= PY)
Lemma E.1. Let {,} be a sequence of random variables adapted to the filtration
{F.}. Suppose |&| < Cna; for all i > n, for all n € N almost surely, where {(,} is

an almost surely positive and square-integrable {F, }-adapted sequence, and {a,} is a
deterministic square-summable sequence. Then for all j € {1,...,d}, almost surely,

Z& Z+1<<>o

() —
n+1 -

and
o0
lim inf E 9 < 00
n—oo (uy/A, & Sifi ’

where A, = > >0 a?.

1=n (A

Proof. Let n € Ny. For all m > n denote

m—1
_ 4)
= E i
i=n

where the empty sum convention is adopted (that is S = 0). Then S = {S},, is
a martingale with respect to {%,}. Indeed, since {§} are adapted and {e{),} are

centred conditionally on this filtration, as well as adapted to it, S} is adapted and

m—1 m—2
= Z Egm—l (525;{21 Z fz z+1 +&m— 1E=/'m 15(j) = Z 525221 =
Since boundedness in L? holds, thanks to the martingale property of orthogonality of

the increments
Z E(Sp 1 — i)’ ZE& (€2,1)
m=n
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is finite, which follows from the two square-summability and square-integrability hy-
potheses made on {¢;} and {(,} respectively:

S 00 S 00
2 (4) 2 (]) 2 _ 2 2 (7) 2 _ 2 2

§ : Efm(gm—l—l § m+1 - § : amECnEgzm(Em—i—l - ECn § Ay < 0,

m=n m=n m=n m=n

where it has been made use of the null conditional mean and unitary conditional
variance of £ 11, on the top of the random variables ¢,, being adapted. This implies
the almost sure convergence to a finite limit of the martingale S, as m — oo, by

the standard theory. Hence
oo
Z &gl < 00,
=n

which implies the first claim that

[o@)

)
E §igil < 00
=0

almost surely.
In order to show that almost surely

lim inf

1 o0
(J)
n— 00 gn\/A_n;& o =%

we equivalently prove that

UK o —
P(llﬂgf \/_Zél = > = 0.

Having defined EF := {g\/;f Yoo Cigig > k:}, rewrite the event in the following
way:

{h,{%i;}f Zfz fh =00 }—ﬁ{“ﬂi@f Z& i > }—

ﬂ{ﬂNeN:VnZN, C\/A_Z§i5§ﬂ21>k}:

k=1 " i=n
00 00 0o 00 1 00 .
]QHI{VTL \/—Zéz (J)1>k}:]ﬂN_l >N{<n\/A—nZ:€’L€£21>k‘}

where Hy = Jy_, Gy, with Gy = ,>y E}. In order to prove that P (;Z, Hy) = 0,
it is enough to note first that Hy D Hy,1, because trivially EF D E**1 and therefore
limy oo Hi, = ﬂ;ozl Hy is well defined, and by the monotonicity of the probability

measure
P (Q Hk) = lim P(H}).
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By a similar reasoning, note also that P(Hy) = P(UJxn_, Gn), and by the definition
of Gy, Gy C Gy,1, implying that limy_,. Gy = U}’VOZI G and therefore, by mono-
tonicity of the probability measure, P (Jy_; Gn) = Impy oo P(Gy). All in all, we
have that

eW  —
' (hﬁiﬁ%f v e ) Jim, Jim, P(Gw),

thus all there is left to prove is that limy . limy o P(Gy) = 0. Proceed with es-
timating P(Gy) from above. Since trivially G C E% ., raising to the square yields,
conditionally on Fy, that

2
P(G) < B(EY) < (z e zzl) ot
i=N

2
_ 1 - () 2
= EPgN Q%[—AN (Z:ZN £i8i+1> >k s

with (% € m%y and Ay deterministic, allowing to apply Markov’s inequality condi-
tionally on Fy as follows:

Py, (Zgz ;11> >k | =Pgy, (Zgl gz;l) > K AnG | <

00 i) \2
Egy (Zi:N 5i5§4:1> < 1
k2AnCY — k%

The last step follows from the very same calculation done earlier, where we showed
Z2-boundedness of S”, but conditionally on Fy this time. This shows that SY is
a martingale bounded in #?(%y). The orthogonality of the increments implies the
same upper bound for all m > N:

m—1 2 m—1

Ez, (Z &s&i@) =Eg, (SN)* =Bz, (SN)* + Y _Ex, (SN, - SN)* =
3 i=N

Z Esy & (eih)” < (v D ai < (VA

Hence
o 2
Egy (Z &62&) < sup Eg, (Sp)° < (R Aw,
i=N m=N

and the result follows from taking expectation. Since P(Gy) < 142, and
limy oo imy 0o P(Gy) < limg oo /2 = 0, the conclusion of the argument is
reached. ]

Lemma E.2. Let i € [d]. If p, is bounded, on the event {©F — 0}, TV is almost
surely bounded.

Proof. The aim is to prove, by contradiction, that T}”(w) is bounded for almost all



287

w € {6} — 0}. Assume by contradiction that on 6}’ — 0, T;” — oo. Since
TP =T, + B}’ =T;°, + 0;P”, + (B}’ = 0;P"}) = T;”, + 0;P”, +
2O\ Joy PO, (L= PO S T, + a2y (00,)° 40y fo, P, (1= P, =

J
(®)

. 7O\ _ _
i (2] eyl (0

Tj_l

by the bound in (8.1),

T® _ 7O VoPo (1= Py |
J - L < et 05 t+e (z) J — j :da—1%+€y) 51)17 (E.1)
(Tj—l) i1 (Tj—l) Tj—1

having defined

R
,_1 = i a .
’ (732)
Summing (E.1) from n + 1 to infinity yields the following upper bound:

o0 T(z) T(z) ] O']

2 < 2

j=n+1 J j=n+1 ] 1 j=n+1

() (Z (EQ)

We also find a lower bound for the same summation, since as T\ — oo, (T}”,) ™ is
decreasing, and in particular vanishing. Therefore, arguing as in the integral test for
series, we have that

f:—T;D_TﬁB/OOd_x: ! (E.3)
(2" = e e (@ —1) (1) '

Jj=n+1

In conclusion putting (E.2) and (E.3) together yields

o0

1 o—1 oF
(a . 1) (Ty(li))a—1 S d Z J

Jn+111 j=n+1

(E.4)

A bound can similarly be found for the first summation involved, as p;_; is bounded
by a constant p:

2o 3 BN (e 3 oy 3 B
j=n+1 91 =t J j=n+1"J j=n+1 J
W [Tdr (14
<(1+p) /Tn :E_O‘: (a— D)ot
Plugging
Z ZJ < ( +p)a—1 (E.5)
ST (v —1)18

in (E.4) yields

1 d*(1+p)° cDel £ g0
(oz—l)(T,ﬁ“)a_lg(a—lﬂfl—i_Z 3N 7a1+z j—19
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Rearranging it, yields

where v = d* (1 + p)°.
1 T )\
—a—T _nl <qy+ (=177 ! 5 ;
e~ () PELS
thus
1
_7§ — 1) 1 Z gz) (z) (E6)
Jj=n+1

(@)

It is now possible to reach a contradiction by invoking Lemma E.1. Consider that by

definition of ¢/, (8.1) and T;") being nondecreasing, we have that

o _ \/O'j‘Pj(?l (1 - PY) 1 \/Ujdo‘1 _(@?il)a < 1
N N G A N AN N
Define
1
G o= (T,&“)% €L
a—1 4.
delo el

where {(,} is trivially adapted, since ¢, € m%,, and square integrable on €2, as
0 < ¢, < 1. The square-summability of {a;} follows trivially from (E.5). Then

-1l = &j-1 < Caay.

Define also . .
" J ¢, 7 (a—1)1e!
j=n+1 j=n+1 J
and further estimate
o0 # o
<l DT Y e, < (ot OIS oo
iy a—1 — n ] 7 — n i\ 2 J >
<@%)> Jj=n+1 (TY(L)) ? Cn An j=n+1
B - (@—1) Z g
J O
7, (03) <m/ n 5

(04—1)7 (Tn)g RO
0) (A, j;ﬂ

(o )W e

Lemma E.1 ensures that
Z 5(’) (’ 7, < oo,

lim inf
n—oo (/A
nj=n+1

(i)
=D

Thus

and therefore
lim inf ,
(©n

n—aoo
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Since
1 Y 1 e
() O = (g o) v
and ) o .

as O — 0 by hypothesis, and v is a constant, it follows that almost surely

.. 1 H\Y _ qa . 1 (%) %
= lim inf T@
n—oo @nl 2
The contradiction follows from

.. Tn
lim inf o
n—s00 (@%))5_

< Q.

We have indeed two cases.

Case 1. If a > 2, having (09)2 "' < 1, it trivially follows that

\/ Tn . .
————— > liminf /7, = o0,
71 n—->00

oo > liminf

which is a contradiction.

Case 2. f 1 << 2,then0< (2—a)/2<!f2and (« —1)/(2 — «) > 0. Note that

—a a—1 . a—1
(@@—T = (@) Tt = (Té”ﬂfa)
n

2—«a
2

But since 7)) — oo,

and it follows that

VT L=l 2
0o > liminf ——%— = liminf ( 7,77 ° = 00,
n—>»00 (@%))57 n—so0
which is a contradiction.
Hence T;” must be almost surely bounded on the event O}’ — 0. [

Lemma E.3. P(c\; <n, ev.) = 1.

Proof. Equivalently, we can prove that P(¢\),; > n, io.) = 0. Let E,; =
{6;&1 > n} € Fni1. By Lévy’s extension of Borel-Cantelli Lemma, if

Z IED5771 (En+1) < o0,
n=0
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then
o
Z ]]'En+1 < 00,
n=0

that is £, does not occur infinitely often. Vice versa, if

n=0

then - .
> g, ~ Y Ps (En),
n=0 n=0

that is E, 1 does not occur infinitely often, as

o0
z : :[I‘En+1
n=0

must diverge. Summing up,

{Epi1, 0.} = {ZP%(E”H) = oo}.

Since by the conditional Markov’s inequality

i i E%(gx) )2 1
P (Buit) < Poy (] > ) = Por (e > n?) < 22l L

the series converges almost surely, and the claim follows.
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Appendix F

Supplements to Chapter 9

In this chapter, for self-containedness, we include the proof of an adaptation of [48,
7.2]. Recall that for the BB model « is the feedback parameter, o, is the integer-
valued time-dependent number of balls thrown at the bins, 7, = 70 + >, 04, pn =
o1/, 0 <— 0, == a"logT,, A = limsup,_,. 0,102 ,0,% ' and the normalised
fluctuations are defined as

(®) i
Bn+1 B O-TH-lP?il)
Vo PP (1 - BY)

Lemma F.1. Assume p, — 0o, A < 1 and that there exists lim,,_,, 6, = 6 = 0.
Let i € [d]. Then on the event {©F — 0}, T is almost surely bounded.

@ .
Epal =

Proof. The argument will show that the event
&={0" — 0} N{T" — oo}

almost never occurs. In order to do this a number of fixed parameters will be needed:
g, ¢ and 6. The conditions they will have to satisfy will be specified in due time.
Recall that by (8.1) the following iterative upper bound holds:

(1)"

o
Tn

T, < T + a2 e o PO - PP). (F.1)

Define kg = 0 and 6 > 0 small enough, to satisfy all conditions, which will be imposed
in due time. For every n € N define a sequence of stopping times

. . Oj41 D\ i
k, = inf {j > ko1 ;q (Tj”) < 5TJ€>},
j
that is the successive times, at which the second term of the iteration is d®~!§-smaller
than the first. Let ¢ > 0 be a small parameter, the conditions upon which will be
clear later in Step 3. Similarly, § is assumed small enough, so that d*71§ < e (first
condition on 0).

Step 1. In this first step we prove that on & the d® !d-negligibility of the second
term of the iteration occurs infinitely often, that is, for all n, k, is almost surely
finite. Proceeding by contradiction, suppose that it is not true. Then a random
variable i expressing the last time at which the d*~!'d-negligibility happened can be
defined, which is finite on & with positive probability:

J

= - 541 (e (i)
n—sup{jGN.T—a(Tj )" < OT; }
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This means that with positive probability eventually on & the second term of the
iteration plays the main role (ignoring for the moment the contributions of the third
term). Using the hypothesis that § = 0, this will yield a contradiction with 7)) > 1.
The argument is as follows. Since the intersection {7 < oo} N {&} has already been
shown to be an event having positive probability, consider that for all w in this event,
for all n > n,

Ont1 i i
It (poye 5 50,

Tn

Plugging this into the first term of (F.1) yields

On ; T! : :
70, < 200y +d o T 0 o0 — RY) =
n

ore "
Ont1 ) @y _ I+l e
e (T + e A on P (1 — PyY) = CTT(Tn ) (1 + &ty

having defined ¢ := d*~* +1/5, and

~ TN

£ = —— /P (1 = PY).
C(Tr(z))a\/o-n—&—l ( )
Thus
- 1(T(’ e (1 +gn,1g;;>). (F.2)

Iterating (F.2) n — k — 1 times yields, for all £ > n large enough and n > k, that

n—k—1n_1

« o
(1) 1+a+..+ n—k—1 (4) n—k Jn O-n_l O-k_l’_l a
T < et oyt O i -\ IT (1+&e,

n—1 Tn—2 j=k

n—k
n—k—1 i)\ & n—1 an—i—1
l+a—l4a=2+4. +a—(n—k=1) a Tk
< (e wl( ) T+ &eh <

i=k

n—j—1

[y

- an—Fk-1 gk n— an—i—1 o an—k—1 .
(C =0 ) 7 (6}) ( +£J ]+1> = (C“”) 7 (6))

n—k n—k

n—1 L ok—i—1 @
IT (1 +ée0) — 7,

i=k

k

n—k n—k

1 =t
ca—l@i)exp< k= 12@] ]Jrl)] = Tn C“—l@EC)eXp( b 125] ]+1>] )

where £; = ¢/a’, and the following facts have been used, that o; < 7; and log(1+z) <

x. For the second inequality to hold, z := 5] 1 needs to satisfy the hypothesis = >

—1, as the fluctuations 55411 can take negatlve values. However, this is immediately

shown by recalling (8.1) and that 6 > 0:

<7

_ @
Eie = \/P“ — PY) Bl —omB’
J J+ (z =
o(T5")* /o1 \/aﬁ PY(1— PY)
T . detre de—t de—t
J P(z) > _ J (@(}))a — _ — _ > 1.

TP T (TP

J J

J c At +1/6



293

Thus, for all n < k < n,
n—k

0o e
ﬁ@(i) k-1 (@)
c i, exp | a §i€it ,
j=k

TV <,

then
log T” < log 7, + a" ¥ log

call@g)exp( k= 12@ ]+1>],

and therefore

a"log T < a"logT, +a *log

caT O\ exp (ak_l Z Qeﬁrl)] .
j=k
Recall that 0 = 6 := lim,, ., o~ " log 7,,, hence

limsup a " log T < limsup o "log 7, + o " log

n—oo n—oo

o0
1 . .
= g210) k—1 (i)
ca-10,” exp (a E fjst)]
Jj=k

for all £ > n. However by Lemma E.1 it can be shown that the right-hand side is
negative on & for some k (depending on w). This would be possible only if 7, < 1, a
contradiction with T > T” > 1. More precisely, the argument is as follows. Since
on &, @;j) — 0, it is enough to show that

[e.9]
k-1 @
exp | « g §i€it
=k

is infinitely often bounded above (that is, for infinitely many &, there is a finite uniform
upper bound). Clearly this amounts to show that

o
k—1 (4)
Q E :§j5j+1
j=k

is infinitely often bounded above. Since, if it diverges to infinity, then its limit inferior
will do so too, it is enough to prove that almost surely

o
1 . .
Py 10) k-1 @
ca-10,” exp (a E fjst)I
i=k

=a *log

o0
SN k—1 (4)
hlggg.}fa E i€ < 00,
i=k

in order to achieve the desired boundedness infinitely often. Here is where Lemma E.1
is used. The hypotheses of the lemma are satisfied on the whole of 2, since for all
Jj=k>n,
a—1 ;
T d=z 7 T)e
. - Po-py < — 4o [0
)a\/0]+1 cad (T57)* /o1 Tj

cad (T
T() d 2
Oj41Tj" /6T< R coﬂ\/_
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Define a; := a7 and

45 .
>

Vo

Note that {a;} are square-summable, since o > 1 yields a convergent geometric
series. Denote

= 1 1—a % a2k 1
A, = E 2 = — = < _
. = “ (1—04—2 1—a—2) l—a?27 (1-a7?)

Note that {(j} is trivially square-integrable and adapted, since it is constant. Finally,
since |§;| < (ra;, by Lemma E.1 it holds that

G =

n]gggjlf \/_ Zgj el)) < 0.

Since

Ck\/—zgj] _0‘1/2: 1_a ij j-‘rli \/ (a_l (klZg] j+1>7

factor the positive constant cy/d(a2 — 1)/d*~! out of the liminf, and the claim that

hmlnfak 12@ i1 < 00

follows.

Step 2. In this step we provide an upper bound for the random noise terms 527'), for
all j > k,, as a function of j and n, which applies almost surely, infinitely often. For
all n € N let ¢, € R be a sequence diverging to infinity, and let

&n = ({kn <00} N {e} <¢;j(j = kn) Vj > kn}) U{k, = o0},
where ¢;(j — k) is the bound aforementioned. Then we show that
P(&,, i.0.) = 1. (F.3)
Let G,, == Ukzn & and note that G,,;1 C G,,, then

{&,, i.0.} = ﬂ U & = ﬂ G, = hm G,

n=1k>n
and therefore P(&,,, i.0.) = 1 if and only if
fim (U %) L
k>n
Since P (Ukz” &) > P (&,), it will suffice to prove that

lim P(&,) = 1.

n—0o0
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Recall that Eg, e}’ =0, Eg,_,(}”)? = 1; then for all n large enough, so that ¢;(j —
ko) > 0 and (c;(j — ko)) ™2 < 1 (recall that ¢; — 00), by Markov’s inequality, the
tower property of the conditional expectation applied iteratively, the measurability of
the stopping time k,, with respect to its own stopped o-algebra %, and finally by the
monotone convergence theorem, it follows that

P (&) =P ({ky <oo} N {e}’ <¢j(j = kn) Vj > kn}) + P (ky = 00) =

]P’(ﬂ{&é-i) <¢i(j— k) an<j§k:n+l}ﬂ{kn<oo}> +P(k,=00) =
=1

lim P ({e” < ¢;(j — kn) Vkn < J < kn+ 1} N {ky, < 00}) + P (k, = 00) =

l—o00

ZIE?OE (ﬂ{sg.i)<6j(jkn) an<j<kn+z}]l{kn<oo}) + P (ky = 00) =

kn+l1
lligloE <l{k"<°°} H H{E;i)ﬁq(]’kn)}> + P (k, = 00) =

J=kn+1
Fn -+l
zlif?o BB 1 (1{’“”@0} H 1{e§i)scj-(j—kn)}) Tk = 00) =
]:kn+1

kn+1-1
lligloE <l{kn<oo} ) lk_[Jrl ﬂ{sg'i)ﬁcj(j—kn)}Eyk"Hll{agﬂﬁcxcnﬂl}) +P (kn = OO)
J=FRKn

Fen41—1
- ll—i>m E <1{k"<°°} H 1{€(i)<cj(j_kn)}]ngn+lfl (5§ci+l < Ckn+ll)> + P (k, = o0)
> j=kp+1 0T

En+l—1
= llg?oE <ﬂ{k"<°°} H l{agi):cg'(j—kn)} [1 - ngcnﬂ—l (5;cii+l’ > canl)])

knHl—1
+ Pk, = 00) = }E&E<ﬂ{kn<w} H ]l{agi):cg-(j—kn)}[l N ngnﬂﬂ((gg:ﬁly
j:kn+1
knHl—1 1
2 52 _ .
j=kn+1 Fn+l
Ko+l
+P(ky=00)>...> limE | 1 1T T S + Pk, = 00) =
n = e v {kn<oo} ‘ C2(] — k'n)Q n
J:kn+1 J
l 1
lm E [ Lk, <00 1l — —— +P(k, =) =
e ( e }]Hl < Cimf))
l 1
lim E | Lk, <oo} epolog l—5—— || +P(k,=00) =
- 1
E | Lk, <o0} epolog l— 55— ]| +P(k,=00).
j=1 i+

Consider now that for all = € [0,1/2),
log(1 — z) > —2 — 27,

as the two concave functions meet at 0, where their derivatives, respectively (z —1)~*
and —(1 + 2x) take the common value —1. Consider also that for all 0 < z < 1, the



296

difference of such derivatives (x—1)"'+(1+2z) > 0 if and only if 0 < z < 1/2, meaning
that for all z in this interval, the parabola decays faster than the logarithm. Having
started at zero, where both of the two functions and the corresponding derivatives
coincide, the inequality follows. Since
6= min e}

diverges to infinity, for n sufficiently large, to satisfy also ¢, 2 < 1/2, it holds that for
all z € [0, ¢,?], the logarithmic inequality is also satisfied. Note that since k, +j > n
for all n and j, ¢, 1; > ¢,. Hence for all such n large enough, having /2,2 € [0, &,?],
it follows that, as n — oo,

P(% ) > E <]l{k <oo} eXpZIOg (
E{ Tk, <o} €xp — Z 252 + a G +P(k, =00) =

Step 3. In this step, using the stopping times k,, at which the second term of (F.1)
is d*~'§-smaller than the first, and combining them with the new bound obtained for
the random fluctuations £ in (F.3), a stopping time k, will be determined such that,
for all n > k,, the second term of (F.1) will be d*~1§¢"*-smaller than the first one.
This is a much stronger domination, as ¢ is subunitary (further hypotheses will be
needed on ¢q). More precisely, the argument is that on & there is a random variable v
such that for all n > k,, it holds that £ < n and

On+1 (T(i))a < 5qn_kuT$>v

T
n

that is an eventually exponentially decaying upper bound. One more parameter ~y
will be needed to prove this, and further hypotheses on 4, € and q.

€ (A, 1), which is consistent since 0 < A < 1.

e > 0 small enough, to let (A + )(1 + 2¢)*~! < ¢, which is consistent since the
function f(g) = (A + ¢)(1 + 2¢)*~! has lim._,o+ f(¢) = A and is increasing for
e >0, since f'(e) = (1+2e)* ' +2(a—1)(A+¢)(1 +2¢)*2 and therefore, from
the right, it approaches A\ from above, and since 0 < A < ¢ < 1, an € > 0 small
enough, to satisfy the condition, exists by the continuity of f(¢) on e > 0.

v € (max {0, — 2}, a0 — 1).

0 should be small enough, such that

V de—1§5T max {(m +1)y/ qojml} <e.

meENy

This last condition is well posed, since the continuous function h(x) = (z +
1)g™/2 =91 for x € R, is such that h(0) = 1 and h(x) vanishes as r — oo,
due to the exponential ¢” beating the linear term (recall that 0 < ¢ < 1).
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By a standard compactness argument (split the nonnegative half line in two
at some large enough value, after which h(z) is smaller than some subunitary
value, and consider the compact subinterval between zero and this large value,
on which the maximum is attained by continuity), h(x) achieves its maximum on
the nonnegative half-line, and evaluating for x = m € Ny, the maximum of the
sequence {h(m)} will be also achieved at one of such nonnegative integers m and,
making ¢ small enough, the factor §”/2 =Y will be able to make the maximum
arbitrarily small, making possible the condition that it be smaller than e.

In order to suitably apply (F.3), define the sequence

e

Since v < a — 1, ¢, — 00 because on/re | — 0. This last fact is a consequence of
pn —> 00 and A < 1. Indeed, in this regime o,, ~ 7, since
o, 1

— = +1-—1.
Tn Prn—1

Next rewrite

Ontl a—1 a—1 a—1
T _ Pn (Tnl) _ Pn ( 1 ) _ Pn ( Pn—1 )
Tgn Pn—1 Tn Po—1 \1+ pn Po—1 \1+ pn

n—1
a—1
(—pn1 ) — 1,
1 + Pn—1

Having p,, — o0,

also,
(67 (8%
Pn On+1Tp 1 On+10p_1
= ~Y
9
Pr-1 TnOp optt
therefore
On+1 p P O_Q
. TN . n . n+1 —
lim sup —— = lim sup = limsup ——2=L — X\ < 1,
On (o O-a+1
n—oo  Ta n—oo  Pp_1 n—00 n
o
thus
>0
n+1
g < 00,
7—0&
n=0 T

which yields that o»+1/re vanishes. From this discussion, since by Step 1 almost surely
on & all k, are finite; since by Lemma E.3 almost surely eventually € <n —1 < n;
since by Step 2, &, infinitely often almost surely occurs on €2; we can conclude that
for every w € €, there is an index v(w) such that &, occurs and (think of it large
enough) such that k, < oo almost surely on & (by Step 1 again), /) < n for all
n >k, (by Lemma E.3) and such that for all n > k,,

«
TntlTn—1 _y 4 o
Tpo& ’

which is possible because

(0%
. Un+1Tn_1
limsup ———— = A.
n—o00 TnOy,
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We now show that, by induction, this last condition yields that for all n > k,,

Tntl () < ggn—hvp), (F.4)

o n
TTL

For n = k,, this follows by the definition of k, given in Step 1, as trivially ¢" % = 0.
For n > k,, assuming the induction hypothesis satisfied for n — 1, yields that

a
)oc—l < 5qn—1—ky Tn—1
> o

(1—175,1l 1 3

and knowing that w € &,, which means € < ¢,(n — k,) for all n > k,u, all these
results can be plugged into (F.1). Rewrite the claim to be proved as

On+1 (T(i))ozfl S 5qnfk,,’

o n
TT'L

then use (F.1) and, as aforementioned,

a—1
On+t1 /a1 - Ontl (3) a—1/m@) ya_9n ) ©) ()
o (Tn ) < o Tnfl +d (Tnfl) o +é, O-nPnfl(l - Pnfl)
Tn n Th—1

Tn n—1 Tn—1

a—1
< —U”jl (T;ﬁl + d (T 1)“:[‘ + cn(n — k:,,)\/da—l fy” (T 1)&)

o o

a—1
_ On+1 (Téil)a_l (1 + da—1<T7(L«Lll)o¢—1 On + cn(n . ]{?,,)\/dal On (T:ll)aZ)

Tr? Tn—1 Thn—1
-1
Ontl ¢ n1—k, Tn-1 a—1s n—1—k, a1 In ) \a—2 “
< —a5q —— | 14+d* g +c(n—k)),/d Q_(an) )
7O On Tn—1

Since it is possible to find max {0, — 2} < v < o — 1, which is always positive, the
direction of the bound can be preserved (the definition of gamma given earlier comes
precisely from this argument, to avoid the possible negativity of v — 2, which would
otherwise require to proceed by cases):

X X X _ Y n—1— Z,T’I?Lv— a—1
(B < (10 = () < (o)

o
hence
0 1— 2
On () ya—2 —1-k To1\ 0 On —1—ky\ 32T On ot
(T )* 7% < (o 2=t = (dg" 1 h) e ,
- - « o
7_7?_1 On Tn—l Tn—l
then

1——2
On - a—1 ol On a—l
T(’) a—2 < d 5 5 n—1—k,\a=1 —
1

\/da—l
-2
45 (5qn 1) T < Tn )

and therefore, to eliminate this nonconstant term, we define

1

a—1
( 3 )
Cp = )
a
Tn—l
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so that
170411
¢ do Onp (T(z) )a,Q < daT (6qn717k1,) -1 ( On >
Toh1 Tn—1
:dQTfl (6qn 1 kl,) (a—T1)
In conclusion,
On+1
T(z)
IO
nel1—k, In+1Tn_1 a—1¢ n—1—k a-1 n—1—k ﬁ ol
< 0q v—— " (14 d* g v+ (n—k,)d 2 (5q ”) (e=1)
TLTa
" (n—ky—1)\ @—1
< g1k T Tno (] o 15+d252wl>(n—k)qw2<°‘*”l)
UnTa

meENg

a—1
< §gnth 1Ty 1+e+d™e 6% max [(m+1) T 1)})

el (1 420) 7 < 5P (A 4 ) (14 20)0 T < g

which is equivalent to (F.4).

Step 4. The exponential decaying bound is strong enough to allow a proof of the
boundedness of 7, on &, a contradiction that implies P(&) = 0. Since on &, for all
n > k,, it holds that the usual iterative bound becomes, iterated n — k, times after

applying (F.4),

Tr(zi) ST() 4 gol Un (T() ) _1_85:)\/%]37(:11(1_})&1)

n 1

n

i o— JTL i oa— n i
<T® (1+d LT Vo P (1 PO ))
n—1

Un

, TV e
< T(l) 1+ do 1 T(l) a—1 de—1g ( n—1
( + n—l) + T(z) 7-73—1

(2) ai
- 1+da10" (T2, + \/dal —T’“ :
z>

< T(z) 1+da 15qn ky—1 + n dafl(sqnfkyfl
e

n— kl,
<7 [] (1 +d* 7o + (ky +j)\/d“‘15qﬂ"1) <
j=1

< T ﬁ (1 +d o + (ky + j)\/W) .

j=1
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The infinite product converges, since

[T (1+ 66 + (o + 5)v/@T5577)

j=1
—exp Y _ log (1 +d*7 167 + (ky + )/ do g _1)
j=1
< s (Yoot 43 )
=1 =1
< exp do‘léij1> exp (\/ do=16 Z(k,, + j)\/ﬁj_1>
j=1 Jj=1

= exp d“léijl> exp (WZj\/&jl> exp (\/mk,, Z \/§j1> ,
j=1 j=1 J=1

and all series converge, since Z;’il'qj_l and Z;’il \/Ej ~! are geometric series with ¢
and ,/q subunitary, and Z]O; VT ~! converges by the ratio test, since as j — 00,

—(‘j+1)\/§j — Vg <1l

NG

Since for all n > k, there is a random variable that uniformly bounds
10 < T T (14 do 00 + (hy + )V Tog7T) < o0,
j=1

the contradiction with 7 — oo follows. As aforementioned, this implies, through
P(&) = 0, that on {©% — 0}, T,V is almost surely bounded.

]
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