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Abstract— Time series data generated by continuous
glucose monitoring sensors offer unparalleled opportu-
nities for developing data-driven approaches, especially
deep learning-based models, in diabetes management. Al-
though these approaches have achieved state-of-the-art
performance in various fields such as glucose prediction in
type 1 diabetes (T1D), challenges remain in the acquisition
of large-scale individual data for personalized modeling
due to the elevated cost of clinical trials and data privacy
regulations. In this work, we introduce GluGAN, a frame-
work specifically designed for generating personalized glu-
cose time series based on generative adversarial networks
(GANs). Employing recurrent neural network (RNN) mod-
ules, the proposed framework uses a combination of unsu-
pervised and supervised training to learn temporal dynam-
ics in latent spaces. Aiming to assess the quality of syn-
thetic data, we apply clinical metrics, distance scores, and
discriminative and predictive scores computed by post-
hoc RNNs in evaluation. Across three clinical datasets with
47 T1D subjects (including one publicly available and two
proprietary datasets), GluGAN achieved better performance
for all the considered metrics when compared with four
baseline GAN models. The performance of data augmenta-
tion is evaluated by three machine learning-based glucose
predictors. Using the training sets augmented by GluGAN
significantly reduced the root mean square error for the
predictors over 30 and 60-minute horizons. The results
suggest that GluGAN is an effective method in generating
high-quality synthetic glucose time series and has the
potential to be used for evaluating the effectiveness of
automated insulin delivery algorithms and as a digital twin
to substitute for pre-clinical trials.

Index Terms— Artificial intelligence (AI), continuous glu-
cose monitoring (CGM), diabetes, generative adversarial
network (GAN), glucose time series.

I. INTRODUCTION

D IABETES is a group of metabolic disorders charac-
terized by hyperglycemia, which affects almost a half

billion people in the world [1]. Due to the destruction of
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pancreatic β cells, people living with type 1 diabetes (T1D)
suffer from absolute insulin deficiency and require lifelong
management to maintain blood glucose concentration in a
therapeutic range (e.g. [70, 180] mg/dL). Otherwise, adverse
glycemic events, including hyperglycemia and hypoglycemia,
would lead to short- and long-term diabetes-related complica-
tions, such as retinopathy, neuropathy, cerebrovascular disease,
and coronary heart disease [2]. T1D management involves
consistent adherence to treatment regimens on a daily basis,
such as exogenous insulin administration and dietary planning.
Furthermore, monitoring glucose levels is a cornerstone of
diabetes management. Glucose data are key indicators in gly-
caemic control by allowing to adjust existing therapy [3], [4]
and enable healthcare providers to perform glycemic analysis
for further modification of individual treatment [5]. In general,
there are two common glucose monitoring systems: self-
monitoring blood glucose (SMBG) and continuous glucose
monitoring (CGM). SMBG is the most conventional and
widely used method, which requires finger-pricking to obtain
capillary blood samples and a glucose meter to analyze and
report the results [6]. People using SMBG tend to finger-prick
three to four times per day, but this is usually not enough to
present a comprehensive profile of glucose trajectories and
effectively prevent undesired glycemic events [7], [8]. To
address this challenge, CGM technology has been developed
over the past two decades [9]–[11]. Using subcutaneously
inserted sensors under the skin, CGM can measure glucose
levels in the interstitial fluid and estimate plasma glucose
with a fixed time period, e.g., every five minutes. CGM might
require periodic calibrations based on SMBG measurements,
and the most recent models come with factory calibration [12].

Fig. 1 shows clinical settings of T1D management with glu-
cose monitoring and insulin administration. Taking advantage
of widespread mHealth, Internet of things, and edge comput-
ing technologies [13]–[15], many people with T1D regularly
record daily events, such as food carbohydrates, meal insulin
bolus, and SMBG measurements, via smartphone-based apps.
The vast amount of glucose data generated by CGM has
allowed the application of artificial intelligence technologies to
improve T1D management [16], [17]. Technological progress
in the field of deep learning has offered the promise of
developing new state-of-the-art personalized algorithms in the
fields of automatic insulin delivery [18]–[21] and glucose pre-
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Fig. 1: Illustration of a T1D management system. A smartphone app is used to communicate with the glucose monitoring
devices via Bluetooth connectivity, collect daily logs, and visualize historical profiles and current trends of glucose levels. The
bottom right plot shows two-day multivariate time series data of a clinical T1D subject in the OhioT1DM dataset.

diction [22]. In particular, a wide range of architectures of deep
neural networks, such as convolutional neural networks [23],
[24] and recurrent neural networks (RNNs) [25]–[27], have
been applied to glucose prediction with CGM data for short-
and medium-term prediction horizons, e.g., 30 and 60 minutes.

However, in diabetes management, applying deep learning
or other data-driven algorithms is often challenging. It is
because training these models usually requires collecting large-
scale datasets in months of clinical trials. This problem is
referred to as the cold start issue [22]. In this regard, glucose-
insulin simulators, such as the FDA-accepted UVA/Padova
T1D simulator [28], have been developed to enable cost-
effective in silico trials. These simulators can be used to
generate synthetic glucose time series using predefined vir-
tual cohorts. Nevertheless, exploiting outpatient data of T1D
subjects under free-living conditions for personalized data
generation [29] is still an open problem. To this end, generative
adversarial network (GAN)-based frameworks can provide
effective solutions. As a group of deep generative models,
GANs consist of at least two deep neural networks acting
as the generator and discriminator, which are trained in an
adversarial process [30]. GANs have been widely used to
generate synthetic image data to improve deep learning models
for computer vision tasks [31]. In recent works, GAN-based
frameworks for sequential data generation have attracted sig-
nificant attention. In [32], a GAN model was first applied to
generate music using bidirectional RNNs with long short-term
memory (LSTM) cells. Esteban et al. [33] extended LSTM-
based GANs to the recurrent conditional GAN (RCGAN),
which allow generating real-valued medical time series data
with conditional inputs and a differentially private training

procedure. Based on dilated convolutional neural networks,
WaveGAN was proposed to produce synthetic audio [34].
Yoon et al. [35] proposed TimeGAN by introducing an embed-
ding network and a recovery network in the GAN architecture
to learn hidden temporal dynamics. The performance was
tested in multiple time series datasets, including sinusoidal
sequences, stock prices, energy data, and discrete events. In a
more recent study, TimeGAN was applied to generate synthetic
hypoglycemic events to tackle the issue of imbalanced data in
glycemic classification [36]. Previously, we also explored a
modified GAN-based model to extract feature maps from a
multivariate input and forecast glucose levels [37].

In this article, we propose GluGAN, which to the best
of our knowledge is the first GAN framework that allows
generating realistic glucose time series, presenting a first step
towards data-driven personalized T1D simulators. Different
from existing simulators based on fixed glucose profiles,
GluGAN can learn patterns from glucose readings for T1D
individuals and generate personalized glucose data based on
outpatient T1D datasets. GluGAN allows manually recorded
daily entries in T1D management as conditional inputs (e.g.
SMBG measurements, carbohydrates from meal intake, and
insulin delivery), and uses a combination of losses to learn
temporal patterns of the time series data. In this work, the
proposed use cases for GluGAN include the generation of
ambulatory glucose profiles and data augmentation to improve
the performance of machine learning-based short- and mid-
term glucose prediction algorithms. The framework can be
extended and transferred in developing personalized simulators
and digital twins [38], [39].
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II. METHODS

A. Problem Formulation

Given personalized data from a clinical T1D dataset, we
first slice the multivariate time series by a sliding window
and obtain input sequences of length L. We assume an input
sequence starts from a timestep ts and ends with a timestep
t, where ts = t+ 1− L.

As shown in Fig. 1, meal ingestion and insulin delivery
can cause significant glucose fluctuations. Furthermore, CGM
is usually calibrated with SMBG measurements when sensor
replacement occurs. Discrepancies between CGM and SMBG
are usually observed, especially in the postprandial period,
which is a common phenomenon called meal-related glucose
differences [40]. Meal, insulin, and SMBG data are therefore
highly correlated to glucose dynamics and can provide rich
information for generating realistic glucose time series. There
are strong temporal dependencies between glucose levels and
these exogenous features, and it is difficult to map them as the
static features proposed in [35], due to the large variability in
real-world scenarios. Therefore, the conditional inputs of meal
carbohydrates, insulin bolus, and SMBG data, Cts:t ∈ R3×L,
used in this work are multivariate time series with a length L
and the same resolution of CGM, hence their values are equal
to zero most of the time. We attach the conditional inputs to
the CGM time series Gts:t ∈ R1×L and have the real input
data of embedding network xts:t = [Gts:t;Cts:t] ∈ R4×L,
as shown in the bottom right plot of Fig. 1. Similarly, the
input of the synthetic data generator is the concatenation of a
random vector Zsp ∈ R1×L sampled from the Wiener process
and the same conditional inputs, which is denoted by zts:t =
[Zsp

1:L;Cts:t] ∈ R4×L. In this article, the conditional inputs
Cts:t are based on real data, so the size of synthetic data is
the same as that of real data. The work can be extended to
generate unlimited synthetic data when the conditional inputs
are simulated given their statistical characteristics.

In this context, GluGAN aims at learning a density similar
to the distribution of ground-truth data, when conditioned
on the same auxiliary information. This is the objective of
a conditional GAN framework, which can be defined as
follows [30]:

min
p̂

JS(p(Gts:t|Cts:t)||p̂(Gts:t|Cts:t)) (1)

where JS is the JensenShannon (JS) divergence to measure
of similarity between two probability distributions; p stands
for the density function of the distribution over real data,
while p̂ is an approximate distribution of the generator’s
outputs. JS divergence is a symmetric version of conventional
KullbackLeibler (KL) divergence, which is recommended to
derive the adversarial loss of GANs [41]. However, the JS
divergence requires an optimal value for discriminator, i.e, per-
fect adversary, which is difficult to be obtained in unsupervised
learning.

Fortunately, temporal relationships of time series data can
guide the generation of sequential data, especially for the
time series with high correlation across timesteps. Therefore,
we introduce another objective function that focuses on the

step-wise conditional distributions, which can be formulated
as [35]:

min
p̂

KL(p(Gt|Gts:t−1,Cts:t−1)||p̂(Gt|Gts:t−1,Cts:t−1))

(2)
where KL denotes the KL divergence. Although this diver-
gence is an asymmetric measure, it can be optimized by
supervised learning with maximum likelihood estimation [35].
Therefore, a supervised loss is employed in the adversarial
training to learn the transition dynamics.

B. GluGAN Architecture
To generate realistic personalized glucose time series, we

develop GluGAN by modifying a standard GAN architecture
in two ways. First, in addition to the generator discriminator,
we introduce three other modules into GluGAN, including
an embedding network, a recovery network, and a supervisor
network. The embedding and recovery networks are used
for auto-encoding to project time series data into a lower-
dimensional latent space, where both adversarial learning
and supervised learning are performed, aiming to improve
generation performance for high-dimensional time series [35].
The supervisor network is used to learn the step-wise dynamics
with the targets derived from real sequences. These three
additional modules are jointly trained with the generator and
discriminator. Each module consists of a four-layer RNN with
gated recurrent units, of which the hyperparameters are deter-
mined in model validation. By applying maximum likelihood
estimation, we use a mean square error loss function for
supervised learning to optimize the objective in Equation (2)
and combine it with the unsupervised adversarial loss to
optimize the objective in Equation (1). It should be noted
that, in the loss functions of model training, the target G and
conditional inputs C in these two equations are replaced by
the latent representations, due to the use of embedding space.
In this case, the model not only learns to generate data with
similar distribution but also to capture the temporal dynamics
of time series. Secondly, we employ three conditional input
features [33] to indicate the underlying glycemic states, in-
cluding carbohydrate amount of meal ingestion, bolus insulin,
and SMBG measurements.

Fig. 2 depicts the overall architecture of the proposed
GluGAN. For auto-encoding purposes, we employ the em-
bedding network to convert the real input features to latent
representations h and reconstruct glucose data G̃ts:t through
the recovery network R. Similarly, given a random input
vector, the generator G outputs the synthetic embedding vector
ê, which is disciplined by the supervisor S to learn step-wise
temporal dynamics for the synthetic latent vector ĥ. Then, we
obtain the final output of synthetic glucose time series Ĝts:t

by the mapping function of the recovery network. Instead of
directly comparing the outcomes of the generator with real
data, the discriminator D of GluGAN performs classification
in the latent space. We denote the outputs of the discriminator
by yt, ŷt ∈ {0, 1} for the real and synthetic model input data,
respectively.

Correspondingly, a total of three losses is used to optimize
the weights of GluGAN. To obtain reliable conversion between
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Fig. 2: System architecture of the proposed GluGAN. The data flows corresponding to glucose time series generation, adversarial
training, supervised learning, and reconstruction are marked with orange, blue, red, and green arrows, respectively.

latent space and glucose features, a reconstruction loss LR is
applied to train embedding and recovery modules, which is
given by:

LR = Ex∼p[
∑
t

∥∥∥G̃t −Gt

∥∥∥
2
]. (3)

Meanwhile, supervised learning with a loss LS is performed to
minimize the step-wise differences between synthetic and real
latent vectors, when the current synthetic embedding vector
êt are conditioned on the real latent sequences at previous
timesteps (hts:t−1). It is formulated as:

LS = Ex∼p,z∼p̂
∑
t

‖ht − S(êt,hts:t−1)‖2 , (4)

where S represents the function of the supervisor network.
Similar to the standard GAN framework, the discriminator
is trained to be better at discriminating real from synthetic
data, while the generator is designed to generate sequences
that are indistinguishable from real glucose time series. Hence,
we treat the optimization as a two-player minimax game. The
unsupervised losses of adversarial training are calculated using
the classification results yt, ŷt, which are given by:

LGU = Ez∼p̂
∑
t

log(1− ŷt),

LDU = −Ex∼p
∑
t

log yt − Ez∼p̂
∑
t

log(1− ŷt), (5)

where LGU and LDU denote the unsupervised losses of the
generator and discriminator, respectively.

C. Model Development
Data preproccessing is an essential step to obtain high-

quality multivariate time series from clinical datasets. We

first remove outliers for each input feature with a set of
maximum and minimum thresholds based on physiological
features. In particular, we exclude negative values for each
feature, insulin doses above 50 units, and glucose values
above 500 mg/dL. Notably, there are many missing gaps in
CGM measurements (Fig. 1), due to various reasons, such as
sensor replacement and calibration, sensor noise, and signal
loss. Thus, we perform linear interpolation to fill the gaps in
the middle of CGM sequences and use linear extrapolation
for missing data samples on the tails [24], [25], [37]. We
also exclude the CGM sequences with a gap longer than 15
minutes. All the input features are normalized to a range of
[0,1] with the min-max normalization.

Algorithm 1 presents the details of the model development.
Training the GluGAN model (Fig. 2) requires optimizing
all the network modules with the loss functions defined in
Equations (3), (4), and (5). Given the numbers TR, TS , TJ of
training iterations for embedding learning, supervised learning,
and joint learning, respectively, we optimize the embedding
and recovery networks with ground truth data and LR, and
then train the supervisor module alone with LS . Finally, all five
modules are jointly trained with the combinations of unsuper-
vised and supervised losses. Specifically, two hyperparameters
λ1, λ2 are employed to adjust the ratios of LS when combined
with reconstruction and unsupervised losses. To achieve a
Nash equilibrium for the two-player non-cooperative game
and avoid the discriminator becoming too strong in adversarial
training [42], we update the generator more frequently with
an inner loop and update the discriminator only if LDU is
above a predefined threshold lD [32]. During the testing phase,
GluGAN can generate synthetic glucose data with the batch
inputs of testing data. Table II in the Appendix summarizes
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Algorithm 1 Developing GluGAN to Generate Glucose Time
Series

1: Input: a preprocessed training set Dtr and synthetic in-
puts PZ ; iteration numbers TR, TS , TJ ; loss ratios λ1, λ2;
iterations of the inner loop k, threshold of discriminator
loss lD.

2: Model training
3: for iterations in TR do
4: Sample mini-batches from Dtr

5: Update the weights of the embedding and recovery
networks by minimizing loss LR

6: end for
7: for iterations in TS do
8: Sample mini-batches from Dtr and from Pz

9: Update the weights of the supervisor network by
minimizing LS

10: end for
11: for iterations in TJ do
12: for iterations in k do
13: Sample mini-batches from Dtr and Pz

14: Update the weights of the supervisor and generator
by minimizing λ1LS + LGU

15: Update the weights of the embedding and recovery
networks by minimizing λ2LS + LR

16: end for
17: Sample mini-batches from Dtr and Pz

18: if LDU > lD then
19: Update the weights of the discriminator by mini-

mizing LDU
20: end if
21: end for
22: Model testing
23: Given the batch of {zts:t} from a testing set Dte

24: Obtain synthetic glucose time series by Ĝts:t =
R(S(G(zts:t)))

the values of the hyperparameters used in this work.

D. Clinical Datasets

The performance of GluGAN is tested on three real datasets:
the OhioT1DM [43], ARISES, and ABC4D datasets, which
are collected from months of trials with different clinical
settings. The OhioT1DM dataset is publicly available [43]
and contains the eight weeks data of 12 T1D subjects who
used Medtronic Enlite CGM and Medtronic 530G or 630G
insulin pumps for continuous subcutaneous insulin infusion
(CSII) treatment. The ARISES and ABC4D datasets are
proprietary datasets (Imperial College London, London, UK).
In particular, the ARISES dataset contains the data from 12
T1D adults over a six-week clinical trial (NCT03643692).
The study was under the protocol (18/LO/1096) approved by
London - Fulham Research Ethics Committee in 2018. The
participants wore Dexcom G6 CGM and were equally stratified
by mode of insulin delivery, including CSII and multiple daily
injections (MDIs). The ABC4D dataset includes the data of
25 T1D subjects who wore Dexcom G5 CGM and were on

MDI therapy, which was collected from a six-month clinical
trial (NCT02053051) [44]. The study was under the protocol
(13/LO/0264) approved by London - Chelsea Research Ethics
Committee in 2013. The demographic characteristics of the
three datasets are shown in Table III in the Appendix.

III. EXPERIMENTS

A. Data Splitting and Analysis
During model development, we split datasets into training

sets Dtr and testing sets Dte. The OhioT1DM dataset is
provided with a training set and a testing set for each T1D
subject, which respectively contain data of around 40 and
10 days [43]. As for the subjects in ARISES and ABC4D
datasets, we use the first 80% data as training sets and the
rest 20% data as hold-out testing sets. It is a common split
method for developing machine learning algorithms in T1D-
related tasks, which guarantees that future information is not
involved in current model inference [22]. For the training sets
in each dataset, we use the first 75% data for model training,
while the last 25% data are used as hold-out validation sets to
tune hyperparameters. We ensure that there is no data leakage
by strictly following chronological partition to split data for
each subject, which guarantees that the validation and testing
sets do not include any data in the training set. We generate
synthetic datasets D̂tr and D̂te for training and testing sets,
respectively, aiming at following the train-on-synthetic and
test-on-real (TSTR) routine [33] to test model performance.
It should be noted that this data split, as shown in Fig. 7a
of the Appendix, is only applied to evaluate the performance
of all the considered GAN models in terms of the quality of
synthetic data.

In the use case of glucose prediction, we test the perfor-
mance of GluGAN and data augmentation through a transfer-
learning framework [25], [36]. Assuming that only the first
two weeks of glucose data are available in each training set,
we combine these data as a global set to develop a population
GluGAN model and fine-tune the whole model with individual
training data of a hold-out subject. In particular, we perform
the leave-one-out cross-validation (LOOCV) [36] in model
validation, where a subject is randomly selected as the val-
idation set and the data of the remaining subjects are used for
model training. This particular length is selected because the
lifespan of most commercial CGM sensors is within 14 days.
Then the personalized GluGAN model generates two-week
synthetic glucose data, which are combined with the original
data to develop an augmented training set. We compare the
performance of glucose prediction using augmented training
sets (train-on-augmented and test-on-real (TATR)) and original
training sets (train-on-real and test-on-real (TRTR)). Fig. 7b
of the Appendix depicts the TATR and TRTR process.

In Fig. 3, we plot the autocorrelogram of glucose time series
using consecutive sequences with a minimum length of three
days. It is to be noted that, for the three considered datasets,
the glucose data have high autocorrelation when time lags
are smaller than 105 minutes. Therefore, it is important to
introduce the autoregressive prior and supervised learning loss
into GluGAN model to learn step-wise temporal dynamics of
glucose time series.
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Fig. 3: Autocorrelation function (ACF) of glucose time series
in the three datasets with lags up to 120 minuets. The ACF
of the OhioT1DM, ARISES, and ABC4D datasets are respec-
tively showed in blue, orange, and green solid lines with 95%
bootstrap confidence intervals (CIs). The blue shaded region
indicates the 95% Bartlett CI, and any ACF value outside this
region is statistically different from zero. The vertical dashed
line indicates the maximum time lag (105 min) with significant
ACF values for the three datasets.

B. Evaluation Metrics

To comprehensively evaluate the performance of generative
models, we use a set of commonly employed metrics in
previous work on GAN frameworks and time series data [33],
[35]. The similarity and diversity of synthetic and real testing
glucose data (i.e., D̂te and Dte) are qualitatively visualized
by principal component analysis (PCA) [45] and t-distributed
stochastic neighbor embedding (t-SNE) [46]. We convert tem-
poral L-dimension sequential data into two dimensions and
plot the distributions, where each dot stands for a glucose
sequence.

Quantitative analysis is also performed using six metrics.
First, by assigning 1 and 0 labels to real and synthetic data,
respectively, we treat it as a binary classification problem
and use a post-hoc classifier based on an RNN model with
two LSTM layers [35]. It is trained on a merged training
sets (i.e., D̂tr and Dtr) and tested on a merged testing sets
(i.e., D̂te and Dte). We calculate a discriminative score as
|accuracy−0.5|. If the accuracy of the post-hoc RNN is close
to 0.5 (i.e., random guess), the discriminative score decreases,
and it indicates that synthetic data are indistinguishable from
real data. Similarly, we introduce a step-wise predictive score
with a post-hoc predictive model to predict next-step glucose
value and calculate scores of the root mean square error
(RMSE). The predictive model is also constructed by an RNN
model with two LSTM layers, which is trained on synthetic
datasets (D̂tr) and tested on real datasets (Dte), i.e., TSTR.
Low predictive scores indicate the synthetic data are useful in
terms of prediction tasks.

To investigate the clinical significance of the generated
synthetic data, we calculate the mean absolute error (MAE) be-
tween the percentage time below range (TBR) and percentage
time above range (TAR) of real data and those of synthetic
data. TBR and TAR are the clinical targets recommended
by the International Consensus [47]. The MAE of TBR and

MAE of TAR respectively indicate whether GAN models can
accurately estimate the percentages of time spent in hypo-
glycemia and hyperglycemia. Furthermore, the earth movers
distance (EMD) and maximum mean discrepancy (MMD) with
a radial basis function kernel [33] are introduced to measure
the distance between the probability distribution of real data
and that of synthetic data.

In the experiments of glucose prediction with data augmen-
tation, RMSE and MAE are used to evaluate the prediction
accuracy under difference scenarios.

C. Experiment Setup
We compare the performance of GluGAN, i.e., the quality of

the synthetic data, with a group of GAN models using tempo-
ral settings in the literature. Specifically, the considered base-
line methods include TimeGAN [35], RCGAN [33], C-RNN-
GAN [32], and WaveGAN [34]. Among these, TimeGAN, C-
RNN-GAN, and WaveGAN use univariate glucose data, while
GluGAN and RCGAN use multivariate inputs. For TimeGAN,
only glucose time series is generated without the use of static
features [35], so we apply the univariate setting. We retain
the main architectures of the baseline GAN models and tune
the hyperparameters by the same hold-out validation datasets,
according to the predictive scores. To avoid model overfitting,
we utilize early stopping to model training with a patience
number of 50.

To evaluate the efficacy of data augmentation, three predic-
tors, including the post-hoc LSTM, dilated RNN (DRNN) [25],
and support vector regression (SVR) [48], are evaluated on the
testing sets as described in Section II-D with 30 and 60-minute
prediction horizons (PHs). DRNN is a state-of-the-art model to
accurately predict glucose levels for the OhioT1DM dataset in
our previous work [25], which is based on three dilated RNN
layers. We also apply the same transfer-learning framework
(Fig. 7b) to improve the performance of LSTM and DRNN
predictors [25], [26]. SVR is a robust machine learning model
in glucose prediction and is commonly used as a baseline
method in the literature [22]. All the deep learning models are
developed by TensorFlow 1.15 and Python 3.7, while SVR
(RBF kernel) is deployed by scikit-learn 0.24. Training the
deep neural networks is accelerated by NVIDIA GTX 1080
Ti GPU.

D. Results
Fig. 4 shows the results of PCA and t-SNE analysis for

three T1D subjects from OhioT1DM, ARISES, and ABC4D
testing sets, respectively. It is to be noted that the distributions
of synthetic and real glucose time series are highly overlapped,
indicating good similarity.

In order to quantitatively evaluate the quality of synthetic
data, we compared the performance of GluGAN with four
existing GAN frameworks. We computed the statistical signif-
icance (p-value) by paired t-test after confirming the normality
of distributions by the Shapiro-Wilk test. Fig. 5a depicts the
performance of discriminative scores for GluGAN and the
considered baseline methods evaluated on the three clini-
cal datasets. Notably, GluGAN achieved the smallest mean
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Fig. 4: PCA (the top row) and t-SNE (the bottom row) analysis on the distributions of real and synthetic glucose sequences
that are displayed in the red and blue dots, respectively. The columns from left to right show the plots for the OhioT1DM,
ARISES, and ABC4D datasets, respectively.

discriminative scores across all the datasets (0.17 ± 0.09,
0.16 ± 0.07, 0.13 ± 0.05; overall result: 0.15 ± 0.07) and
obtained significant improvements, except for the OhioT1DM
dataset, when compared with the baseline methods. Similarly,
Fig. 5b shows the results of predictive scores. Compared with
the considered baseline methods, GluGAN also significantly
improved the performance and achieved better mean predictive
scores of 6.29± 1.31, 6.08± 0.98, and 7.08± 1.26 mg/dL for
the OhioT1DM, ARISES, and ABC4D datasets (overall result:
6.64± 1.30 mg/dL), respectively.

Fig. 5c and 5d show the MAE of TBR and TAR, where
GluGAN accurately estimated the percentages of time spent
in hypoglycemia and hyperglycemia. In terms of the distance
metrics, EMD and MMD, the distribution of the synthetic data
generated by GluGAN is closest to that of real data for all the
datasets, as shown Fig. 5e and 5f.

Fig. 6 shows an example of a one-day period of real and
synthetic glucose time series, i.e., ambulatory glucose profiles.
It is observed that the synthetic curve passes through three of
the four SMBG measurements and has trends and peaks that
are highly correlated with the actual CGM measurements. In
the experiments, we noted that excluding SMBG features did
not have a significant impact on predictive scores but caused
larger bias and degraded the overall mean discriminative scores
by 0.02.

Table I presents the performance of glucose prediction with
three data-driven prediction algorithms over 30 and 60-minute
PHs. Each predictor is tested by TATR and TRTR routines.
It is worth noting that the use of augmented training sets in
TATR significantly reduced RMSE and MAE scores in each
dataset.

IV. DISCUSSION

To the best of our knowledge, this work is the first attempt
to generate realistic T1D glucose time series based on a
specifically designed GAN framework, i.e., GluGAN. To prove
the validity and evaluate the performance of the approach,
three clinical datasets were employed. The visualization in
Fig. 4 and results in Fig. 5 demonstrate that GluGAN is able
to generate high-fidelity synthetic glucose data, of which the
distributions are similar to those of real data, and the synthetic
data preserved good temporal dynamics and can be useful in
terms of glucose prediction tasks. It is to be noted that, by
taking advantage of the autoregressive formulation and latent
space auto-encoding, GluGAN and TimeGAN achieved much
smaller discriminative and predictive scores than the other
three baseline GAN models. We noticed that it is challenging
to train the GAN model to generate glucose time series without
supervised loss, mainly due to the high correlation cross
timesteps (Fig. 3). The most significant difference between
GluGAN and TimeGAN is the use of conditional inputs, which
is inspired by RCGAN [33]. The conditional inputs provide
additional information on glucose dynamics and contribute to
improved performance, which is also the key module to enable
in silico trials. Although TimeGAN is capable of generating
static features, such as gender and age, it does not support
dynamic conditional inputs as we do in GluGAN.

C-RNN-GAN used a feature-matching approach [42] with
a supervised loss in generator training, aiming to match the
hidden representations between real and synthetic data [32].
We also used this basic supervised loss in another baseline
method, RCGAN; otherwise, the model would fail to generate
realistic data. The authors of WaveGAN used the Wasserstein
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Fig. 5: Performance of GAN models evaluated on the OhioT1DM, ARISES, and ABC4D datasets. (a) Discriminative scores.
(b) TSTR predictive scores. (c) MAE of TBR. (d) MAE of TAR. (e) Earth movers distance. (f) Maximum mean discrepancy.
The central lines of the boxplots indicate the median values, and the whiskers indicate the distance of 1.5 times the interquartile
range. The mean values are shown in the center of the boxplots. Statistical significance is indicated as ∗ for p ≤ 0.05 and †

for p ≤ 0.01.

distance and a gradient penalty [49] to improve the loss of the
generator [34]. Furthermore, to investigate whether GluGAN
simply memorized training data and reproduced them during
the generative phase, we computed the MMD scores for
synthetic training data (D̂tr) and synthetic testing data (D̂te)
and employed the Kolmogorov-Smirnov test with the null
hypothesis that these two groups of scores are sampled from
the same distributions. In the experiments, we have p > 0.05
for all the datasets, indicating the performance on the training
data is not significantly better than that on the testing data.

We also applied GluGAN to increase the amount of avail-
able training data, and thus to enhance the performance of

a glucose prediction algorithm. Particularly, we explored two
deep learning predictors and a machine learning predictor with
30 and 60-minute PHs. As observed in Table I, the use of
augmented training sets reduced RMSE and MAE for all the
predictors over the two PHs. In this case, GluGAN is an
effective and model-agnostic solution to meet the challenge
of limited personal data and the cold start issue in developing
data-driven models. Fig. 6 shows the visualization of synthetic
glucose over 24 hours, which was obtained by retraining
the GluGAN model with an input length of one day. It is
worth noting that the trends and peaks of the synthetic data
are similar to that of the real CGM measurements, which
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Fig. 6: Visualization of synthetic glucose time series for a T1D subject in the OhioT1DM dataset over a day. The real CGM
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hypoglycemic, euglycemic, and hyperglycemic regions are marked by light red, green, and blue shaded areas, respectively. The
conditional inputs of SMBG, carbohydrate of meal intake, and insulin bolus are shown in green dots, vertical yellow lines,
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TABLE I: Performance of glucose prediction by LSTM, DRNN, and SVR trained on augmented (TATR) and original (TRTR)
training sets. Statistical significance is indicated as ∗ for p ≤ 0.05 and † for p ≤ 0.01.

Datasets Method
LSTM DRNN SVR

PH = 30
RMSE MAE RMSE MAE RMSE MAE

OhioT1DM TATR 20.28± 2.42 14.42± 1.42 19.80± 2.35 14.10± 1.55 22.00± 5.26 15.01± 2.17
TRTR 21.30± 2.43† 15.55± 1.57† 20.39± 2.48† 14.64± 1.71† 23.89± 4.51† 17.28± 2.19†

ARISES TATR 21.57± 4.04 15.78± 2.88 21.02± 3.73 15.35± 2.63 24.61± 6.10 17.11± 3.76
TRTR 22.81± 4.11† 16.86± 2.97† 21.69± 4.03 16.01± 2.98∗ 26.39± 7.38† 19.09± 5.01†

ABC4D TATR 21.03± 2.47 14.42± 1.42 20.81± 2.45 15.07± 1.82 21.63± 2.15 15.59± 1.63
TRTR 22.08± 2.45† 15.55± 1.57† 21.21± 2.52† 15.31± 1.86∗ 23.52± 2.24† 17.87± 1.95†

Datasets Method PH= 60
RMSE MAE RMSE MAE RMSE MAE

OhioT1DM TATR 33.80± 3.64 25.05± 2.96 33.43± 3.56 24.80± 2.72 35.47± 5.99 25.59± 3.70
TRTR 35.61± 4.50∗ 26.64± 3.61∗ 34.38± 3.73∗ 25.37± 2.97 36.46± 5.87∗ 27.06± 3.66†

ARISES TATR 37.10± 7.37 27.75± 5.41 36.54± 7.31 27.41± 5.44 39.10± 7.42 28.66± 5.62
TRTR 38.98± 8.34∗ 29.28± 6.49∗ 38.19± 8.09 28.64± 6.22 39.23± 7.77 29.31± 6.17∗

ABC4D TATR 35.26± 4.89 26.37± 3.62 35.07± 4.85 26.28± 3.63 36.22± 4.76 26.74± 3.45
TRTR 36.37± 4.95† 27.46± 3.74† 36.03± 4.90† 27.05± 3.62† 36.64± 4.50 27.91± 3.43†

may offer an estimation of ambulatory glucose files for T1D
subjects with the SMBG regimen only.

Meanwhile, we noted several limitations in this study. The
first is the lack of efficient and unified metrics to validate
GAN models and tune hyperparameters. Previous studies used
domain-specific metrics (e.g., tones of music) [32] and simple
visual assessment [33], which are not suitable for our task.
Considering the high ACF existing in glucose time series
(Fig. 3), we used predictive scores (RMSE) in model vali-
dation, but it is time-consuming to retrain a post-hoc RNN
whenever a model setting changes. In future work, we will
investigate multiple statistic scores (such as cointegration tests)
and clinical indicators (such as glycemic variability [50])
to develop comprehensive metrics to evaluate the quality
of synthetic glucose data. Another limitation of GluGAN

is that the model sometimes exhibits anomalous behaviors
with certain conditional inputs, e.g., slow increase or even
decrease of glucose levels after meal intake. Although these
anomalous events are possible in actual clinical settings due
to some external events, such as delayed meal absorption or
physical exercise, it hinders GluGAN to become a reliable and
trustworthy personalized in silico simulator to further assist
decision support in T1D management. It is also possible that
GluGAN learned to mimic the underlying real-life events.
However, these events are rarely recorded by the T1D subjects
and lack unified quantification methods, e.g., exercise reported
by subjective assessment in the OhioT1DM dataset. In the
future, we will introduce other time series inputs, such as
vital signs measured by sensor wristbands, to better quantify
these events. Basal insulin could also be a useful conditional
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input feature, especially for subjects with CSII treatment. We
did not include this feature in the current work, since many
T1D subjects in the ARISES and ABC4D datasets used MDI
therapy and thus did not provide information on basal insulin.
Moreover, we plan to explore EMD loss function, i.e., Wasser-
stein distance, and transformer-based neural networks, aiming
to further enhance model performance and consequently, the
quality of the generated synthetic data.

To perform in silico trials to evaluate the efficacy of
new treatments and interventions, the conditional inputs (i.e.,
insulin bolus doses and carbohydrates entries) can be modi-
fied, and the corresponding glucose levels are simulated with
GluGAN. Future work includes simulating the conditional
inputs using the two following methods. One consists in
simulating these events from a predefined daily pattern with
additional randomness on meal size and meal timing, like
the functionality included in the UVA/Padova T1D simula-
tor [28]. The other method consists in using kernel density
estimation to create a personalized daily pattern for each
individual and then generate new samples by sampling from
the resulting distribution. To develop a fully-functional data-
driven T1D simulators, future work also includes increasing
the interpretability and causality of deep learning models,
for which the potential methods include casual graphs [51]
and exponential objective functions [52]. Furthermore, we
consider combining physiological models and CGM models
(e.g, the models in the UVA/Padova T1D simulator [28])
with GluGAN to obtain robust generative performance and
finally develop personalized T1D digital twins. In this case,
it will initiate revolutionary changes in both pre-clinical and
clinical T1D studies, which allows clinicians to freely test
and adjust treatment and daily management policy in a virtual
environment. Training with properly masked inputs [53], we
will also explore the feasibility of applying GluGAN to impute
missing gaps of CGM data.

V. CONCLUSION

In this work, we propose GluGAN, a novel deep learning
framework based on GAN architectures for the generation of
realistic blood glucose time series in T1D. In the reported
experiments, we demonstrated that GluGAN is able to generate
high-quality synthetic data and outperformed all the consid-
ered baseline GAN models. As an application of the proposed
approach, we used GluGAN to increase the size of training
data as a data augmentation technique for blood glucose pre-
diction. In particular, we enhanced the prediction accuracy of
different machine learning-based glucose predictors (LSTM,
DRNN, and SVR) over 30 and 60-minute PHs. The promising
results of this work have demonstrated the feasibility of using
GluGAN to improve data-driven decision support systems in
T1D management. Finally, in combination with physiological
models and clinical constraints, GluGAN has the potential to
be employed as a personalized T1D simulator or a digital twin
in future work.

APPENDIX

A. Hyperparameters
Table II lists the hyperparameters used in this work.

TABLE II: List of hyperparameters.

Parameter Value
Length of glucose time series L 24
Iterations of embedding learning TR 10,000
Iterations of supervised learning TS 10,000
Iterations of joint learning TJ 25,000
Ratio of reconstruction loss λ1 1
Ratio of unsupervised loss λ2 10
Number of the inner loop steps k 2
Batch size 128
Threshold of discriminator loss lD 0.15
Hidden units of the RNN layer 64
Learning rate of the Adam optimizer 0.001
Early stopping patience 50
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Step 1: 80/20 Split
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(a)

Personalized Dataset
(Hold-out Subject)

Population Dataset
(T1D Cohort, LOOCV)

Population GAN

Population Predictor TRTR Personalized 
Predictor

Personalized GAN

TATR Personalized 
Predictor

Augmented Dataset

...

Data Flow                Development Process

(b)

Fig. 7: Data split and experiment setup. (a) Data split for
developing all the considered GAN models and evaluating the
quality of synthetic data. (b) Diagram of the TRTR (orange
arrows) and TATR (blue arrows) in data augmentation experi-
ments for glucose prediction. The transfer-learning framework
with LOOCV is applied to develop personalized GluGAN and
deep learning-based predictors (i.e., LSTM and DRNN), where
only two-week data are available. The thin and thick arrows
indicate data flow and development process, respectively.

B. Cohort Characteristics

Table III summarizes the demographic characteristics of the
T1D subjects in the three clinical datasets.

C. Data Generation and Augmentation Experiments

Fig. 7 illustrates the experiment setup of evaluating the
quality of synthetic data and performing data augmentation
for glucose prediction.
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TABLE III: Demographic characteristics (Median(IQR)) of the OhioT1DM, ARISES, and ABC4D datasets

OhioT1DM ARISES ABC4D
Age 50.0 (40.0-60.0)? 40.0 (30.0-49.0) 36.0 (29.046.0)
Gender (female/male) 5/7 (41.7% female) 6/6 (50.0% female) 15/25 (60.0% female)
Insulin treatment (CSII/MDI) 12/0 (100.0 % CSII) 6/6 (50.0% CSII) 8/17 (47.1% CSII)
HbA1c (mmol/mol) N/A 50.4 (41.5-57.5) 61.0 (52.066.0)
Mean glucose level (mg/dL) 153.1 (20.1) 163.7 (43.2) 159.9 (38.6)
Time below range (%) 2.6 (3.0) 2.9 (2.6) 3.5 (5.2)
Time in range (%) 64.8 (10.5) 62.5 (23.4) 62.1 (23.8)
Time above range (%) 29.9 (13.8) 36.8 (26.0) 32.8 (21.8)
Low blood glucose index 0.8 (0.7) 0.7 (0.6) 1.1 (1.2)
Inter-day coefficient of variation (%) 36.5 (6.3) 35.2 (4.1) 36.2 (8.0)
Intra-day coefficient of variation (%) 30.8 (5.8) 30.3 (4.1) 30.7 (8.2)
?De-identified data.
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