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During the production and assessment of high-quality research, it is important to
be open about how that research was produced and what can be concluded from
it. The FSA set out to develop a ‘good science’ Quality Assurance Toolkit (QAT) to
support its members to produce, assess and procure high-quality research. The
FSA QAT was developed between February and August 2022 through a process of
co-creation. A series of focus groups were held with FSA staff in March 2022. This
was followed by a scoping review of internal and external guidance to help
populate the QAT. The QAT was iteratively developed through multiple rounds of
feedback from the FSA Advisory Committee for Social Science and was piloted on
several study protocols, research reports, and tender specifications. The resulting
QAT is intended to be easy to use whilst also supporting transparency in how
scientific evidence is produced, assessed, and procured, to ensure that quality
assurance is consistently applied across research projects and FSA staff.

FSA Quality Assurance Toolkit

3. Executive Summary

In this guide

In this guide

1. Acknowledgements
2. Lay Summary

3. Executive Summary
4. Introduction

5. Guidance

. Checklist

7. 6. Case Studies

8. 7. References

oOuv A wWN e



https://acss.food.gov.uk/QAT2
https://acss.food.gov.uk/QAT3
https://acss.food.gov.uk/QAT4
https://acss.food.gov.uk/QAT5
https://acss.food.gov.uk/Checklist
https://acss.food.gov.uk/casestudies
https://acss.food.gov.uk/references
https://acss.food.gov.uk/QAT1
https://acss.food.gov.uk/QAT2
https://acss.food.gov.uk/QAT3
https://acss.food.gov.uk/QAT4
https://acss.food.gov.uk/QAT5
https://acss.food.gov.uk/Checklist
https://acss.food.gov.uk/casestudies
https://acss.food.gov.uk/references

The FSA set out to develop a ‘good science’ Quality Assurance Toolkit (QAT) to
support its members to produce, assess and procure high-quality research. The
FSA QAT was developed between February and August 2022 through a process of
co-creation. A series of focus groups were held with FSA staff in March 2022. This
was followed by a scoping review of internal and external guidance to help
populate the QAT. The QAT was iteratively developed through multiple rounds of
feedback from the Advisory Committee for Social Science and piloting on several
study protocols, research reports, and tender specifications between April and
July 2022.

The resulting QAT consists of a ‘Guidance’ section, three ‘Checklists’ and three
‘Case studies’. The ‘Guidance’ section has three parts: Part 1 contains guidance
for producing, assessing, and procuring research. Part 2 contains guidance for
research management and dissemination. Part 3 contains additional guidance for
procuring research. Separate ‘Checklists’ have been provided and should be
selected according to the relevant use case. Checklist 1 should be used for
producing research. Checklist 2 should be used for assessing research reports
written by third parties. Checklists 3 and 4 should be used for procuring research.
The Checklists can be used to transparently document how well the different
Guidance aspects have been addressed in a research protocol, research report, or
tender specification. Finally, three ‘Case studies’ have been provided, which
contain moderate-to-high-quality research reports across the most common social
science research methods within the FSA (for example, focus groups, surveys and
behavioural intervention trials).

For each project, the relevant Checklist should be completed by the project officer
and checked by a team leader prior to sign-off. This supports the reliability of the
Checklist application, with discrepancies resolved through discussion between the
two expert evaluators. A copy of the Checklist should be stored alongside the
project materials for transparency.
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When the FSA produces (for example, designs research studies, collects data and
reports the results), assesses (for example, evaluates research reports written by
third parties, including the final outputs from commissioned research) or procures
(for example, writes tender specifications or assesses tender bids written by third
parties) research it intends to i) be transparent about how the evidence is
assessed and used to develop its evidence base, policy recommendations and
risk communication; ii) assess evidence in its proper context using the principles
of quality, trust and robustness; iii) seek to minimise bias in its assessments of
evidence by using professional protocols, its Scientific Advisory Committees, peer
review and/or multi-disciplinary teams; and iv) be open and transparent about the
conclusions it has reached about any evidence submitted to it (FSA Science
Council, 2021).

Aligned with this commitment, the FSA, in collaboration with its Advisory
Committee for Social Science, set out to develop a ‘good science’ Quality
Assurance Toolkit (QAT) to support its members to produce, assess and procure
high-quality research - necessary for ensuring that time and resources that are
devoted to produce, assess and procure research have the optimal impact on
policy recommendations and risk communication, and avoiding any unintended
consequences.

The FSA QAT is intended to be easy to use whilst also supporting transparency in
how scientific evidence is produced, assessed, and procured, ensuring that
quality assurance is consistently applied across projects and FSA staff. The QAT is
not itself intended to provide comprehensive information about all aspects of the
research process but was designed to help signpost to key internal and external
guidelines. The FSA QAT contains three interlinked components: a ‘Guidance’
section, a series of ‘Checklists’ and a series of ‘Case studies’.

4.1 How the QAT was developed
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The FSA QAT was developed between February and August 2022 through a
process of co-creation. The suppliers (Dr Olga Perski and Dr Danielle D’Lima with
critical feedback provided by Prof Jamie Brown, University College London)
worked with the FSA and the Assurance Working Group to collaboratively develop
the topics to be covered within the QAT. A series of focus groups were held with
FSA staff in March 2022. This was followed by a scoping review of internal and
external guidance to help populate the QAT. The QAT was iteratively developed
through multiple rounds of feedback from the Advisory Committee for Social
Science and piloting on several study protocols, research reports, and tender
specifications between April and July 2022.

4.2 How to use the QAT

The ‘Guidance’ section has three parts. Part 1 contains guidance for producing,
assessing, and procuring research. Part 2 contains guidance for research
management and dissemination (primarily relevant for producing and procuring
research). Part 3 contains additional guidance for procuring research. The
Guidance sections have been structured to enable ease of navigation. For
example, when assessing research reports written by third parties, aspects
relating to the research management, dissemination and procurement are
typically not relevant.

Separate ‘Checklists’ have been provided and should be selected according to the
relevant use case:

e Checklist 1 should be used for producing research (for example, when
designing research studies, collecting data and reporting the results)

e Checklist 2 should be used for assessing research reports written by third
parties (including the final outputs from commissioned research)

e Checklists 3 and 4 should be used for procuring research - Checklist 3 for
writing tender specifications and Checklist 4 for assessing tender bids
written by third parties

The Checklists can be used to transparently document how well the different
Guidance aspects have been addressed in a research protocol, research report, or
tender specification. For most Checklist items, the response options are: ‘No’, ‘Yes
- partly’, and ‘Yes - fully’. Ratings should be made based on the expert
evaluators’ knowledge, drawing on the Guidance and linked internal and external
resources, in addition to the ‘Case studies’, which contain moderate-to-high-
quality research reports across the most common social science research



methods within the FSA (for example, focus groups, surveys and behavioural
intervention trials).

It is recommended that expert evaluators first read the Guidance and Case
studies, and subsequently complete the relevant Checklist, drawing on the linked
internal and external resources which contain more detailed information when
needed. For example, if some (but not all) aspects mentioned in the Guidance
have been considered or implemented, a ‘Yes - partly’ rating should be used. If
most or all aspects have been considered or implemented, a ‘Yes - fully’ rating
should be used. To provide an audit trail of the rationale behind Checklist item
ratings, expert evaluators should also briefly justify each rating via a free-text
entry.

Some Checklist items may not be relevant within the project at hand (for
example, because of the specific analytical approach used). If an item is not
judged to be relevant, expert evaluators should select the ‘No’ rating and use the
free-text entry to document why the item is not relevant (for example, “Not
appropriate for the analytical approach used”).

Some Checklist items refer to there being a good match between, for example,
the research question/aim, the research design, and the analytical approach as
this is key to good quality science. Here, expert evaluators should draw on the
Guidance and Case studies to inform their rating, acknowledging that there is
typically more than one legitimate way to combine research designs and
analytical approaches to address the research question/aim.

4.3 Embedding the QAT within the FSA workflow

For each project, the relevant Checklist should be completed by the project officer
and checked by a team leader prior to sign-off. This supports the reliability of the
Checklist application, with discrepancies resolved through discussion between the
two expert evaluators. This should also be used as an opportunity to discuss if
particular aspects of the project can be modified to improve its quality (for
example, changing the research method or conducting a sample size calculation).
The decision to move forwards with a project depends on the overall quality
impression (for example, a judgment made by the two expert evaluators following
the completion of the relevant Checklist) and a consideration of the local context
(for example, whether there is an urgent need for the research, what resource is
available for the project). For example, in some cases it may be preferable to
move forwards with a lower quality project due to the urgent need for the
research. Such considerations should be documented prior to sign-off. A copy of



the Checklist should be stored alongside the project materials for transparency.
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5.1 Producing, assessing, and procuring
research

5.1.1 Identifying the research topic

The first step in the research process is to identify the broader research topic or
problem area (for example, “Technological advances that help improve food
safety”) and what the added value of a new study is. New research should not be
undertaken without first having identified a clear evidence gap or research need.
It is important to anticipate future policy issues as well as addressing current ones
(Government Social Research Profession, 2018).

5.1.2 Scoping the literature

A scoping or rapid review should be undertaken to identify evidence gaps and
research needs. Scoping reviews aim to identify knowledge gaps and map out the
key types of available evidence (Arksey & O’Malley, 2005). Rapid reviews aim to
synthesise knowledge in a given area but in contrast to systematic reviews,
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several practical steps are simplified or omitted to produce information in a timely
manner (Tricco et al., 2015). For example, rapid reviews tend to limit the
literature search to one or a few databases, have one person screen and/or
extract the data with a second person to verify, and present the results as a
narrative summary. See https://www.betterevaluation.org/en/evaluation-
options/rapid evidence assessment for further details.

Details should be given in the form of succinct instructions and with sufficient
detail to permit their replication by an independent group; well-known operations
need not be described in detail. EQuipment and materials (over and above basic,
standard laboratory ware) should provide sufficient detail to allow replication of
work and avoid confusion with similar but unsuitable or untried equipment and
materials.

5.1.3 Designing the research question

Research questions are a useful starting point for most forms of knowledge
generation. A research question must be ‘researchable’ or ‘testable’ and should
not be too broad or imprecise. A research question should generate knowledge
that makes a significant contribution to the existing knowledgebase. Good
example research questions include: “What are people’s views on genetically
modified foods?”; “Is poor sleep quality associated with sugary beverage
consumption?”; and “Did adults in the United Kingdom consume fewer vegetables
during the first acute phase of the COVID-19 pandemic (vs. before the
pandemic)?”. When specifying the research question, it is important to think and
plan ahead - to promote the production of valuable knowledge, there needs to be
a clear match between the research question, the research design, the research
method, and the analytical approach (see ‘Selecting a research design’). When
time and resources are limited, it is particularly important to ensure that the
research question can feasibly be tested with a suitable research design to avoid
research waste.

5.1.3.1.The role of social and health theory

Social and health theory aims to explain how things work and how to bring about
change. Where possible, theory should be used to design the research questions,
select the research instruments and guide the interpretation of the results. For
example, the Health Action Process Approach (HAPA) proposes that health
behaviours (for example, physical activity, smoking) are influenced by (1) a pre-
intentional motivation process (for example, outcome expectancies, self-efficacy)
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that leads to a behavioural intention and (2) a post-intentional volition process
(for example, action planning, coping planning) that facilitates the adoption and
maintenance of health behaviours (Schwarzer & Luszczynska, 2008). HAPA can,
for example, be used to design the research questions - for example, “Is there a
positive association between HAPA-related variables (for example, outcome
expectancies, self-efficacy, intention, action planning, and coping planning) and
adherence to physical distancing measures in adults in Belgium during the
COVID-19 pandemic?” (Beeckman et al., 2020).

5.1.4 Selecting a research design

A research design provides a framework for the collection and analysis of data. A
choice of research design reflects decisions about the priority being given to
different dimensions of the research process. These include the importance
attached to expressing causal connections between variables, generalising to
larger groups of individuals, understanding the meaning of a given phenomenon
in a specific context, or having a temporal understanding of the relationships
between phenomena (Bryman, 2016). To promote the production of valuable
knowledge, there needs to be a clear match between the research question, the
research design, the research method, and the analytical approach.

5.1.4.1 Cross-sectional designs

Cross-sectional designs typically aim to i) estimate the prevalence and/or
characteristics of people, places or events, or ii) examine the relationship
between one (or more) independent variable and one (or more) dependent
variable. Cross-sectional designs are most useful for the first aim but may be
biased due to the selection of the study population (see ‘Specifying the sampling
method’). Relationships identified in cross-sectional designs must be interpreted
with caution. It is difficult to establish what is cause and effect in cross-sectional
designs because the independent and dependent variables are measured at the
same time. Cross-sectional designs can still be useful when time and resources
are limited. It should also be noted, however, that qualitative research often
entails a form of cross-sectional design, such as when the researcher employs
semi-structured interviewing with a number of people (Bryman, 2016).

5.1.4.2 Longitudinal designs

Longitudinal designs involve multiple measurements from the same individuals
over time (e.g., weeks, months, years). Longitudinal designs are useful when the
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aim of the research is to gain a temporal understanding of the relationship
between phenomena. However, longitudinal designs can be costly and are often
subject to drop out - for example, individuals may stop responding to additional
surveys or interview requests after a period of time (Bryman, 2016). Qualitative
longitudinal research involves repeated qualitative interviews over a period of
time.

5.1.4.3 Case study designs

Case study designs involve detailed examination of a particular case(s) in
context. The case or unit of interest may be an individual, a school, a hospital, a
city or even a country. Case study designs may involve a single or multiple
measurements from the same case over time, often combining qualitative and
quantitative research methods (see ‘Triangulation’) (Bryman, 2016). Case study
designs can be costly if taking multiple measurements from the same case over
time and may not generalise to a larger population; however, this largely depends
on the selection of the case(s) (see ‘Specifying the sampling method’).

5.1.4.4 Experimental designs

Experimental designs aim to examine the effect of an independent variable (for
example, a novel food ingredient) on a dependent variable (for example,
tolerability). Experimental designs are useful when the aim is to understand
causal connections between variables. Experimental designs are less susceptible
to confounding than observational designs as the independent variable/exposure
is randomly allocated. A distinction can be made between laboratory experiments
(for example, experiments conducted under highly controlled conditions using a
standardised procedure) and field experiments (for example, experiments
conducted under real-life conditions). Laboratory experiments allow for close
control of the independent variable; field experiments may confer less control of
the independent variable. However, field experiments often have higher
ecological validity than laboratory experiments (for example, they better reflect
real-world conditions). It may not always be ethical or practically feasible to use
an experimental design. For example, it is not ethical to directly expose
individuals to carcinogenic chemicals if people have not already self-selected to
the exposure (Bryman, 2016).

5.1.4.5 Comparative research
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Comparative research aims to examine if the characteristics of people, places, or
events differ by one or more variables. Comparative research is therefore a type
of experimental or cross-sectional design. For example, comparative research can
be used to examine if a given treatment leads to improved outcomes compared
with a control condition (Bryman, 2016). While comparative experimental designs
are less susceptible to confounding (see ‘Experimental designs’), comparative
cross-sectional or longitudinal designs (for example, pre- and post-designs) are
most useful when time and resources are limited (see ‘Cross-sectional designs’).

5.1.5 Selecting a research method

A research method is a way to systematise observation and describe the type of
tools and techniques to be used during data collection. Research methods also
guide the type of analytical techniques to use. Research methods can broadly be
grouped into qualitative and quantitative research methods.

When selecting a research method, there needs to be a close match with the
research question and research design. For example, if the research aims to gain
a better understanding of people’s views on a topic and to generalise to a larger
group of individuals, it is most appropriate to select a survey method. However, if
the research aims to gain an in-depth understanding of people’s views on a topic
but without aiming to generalise to a larger group of individuals, interviews or
focus groups may be more appropriate.

5.1.5.1 Literature reviews

Different types of literature reviews can be conducted depending on the research
question(s) and available resources, including scoping reviews, systematic
reviews, and rapid reviews (see ‘Scoping the literature’ for an overview of scoping
reviews and rapid reviews). Systematic reviews involve conducting a literature
search through entering queries into bibliographic databases, identifying relevant
studies through applying pre-specified eligibility criteria, extracting data from the
included studies, appraising the study quality and synthesising and interpreting
the evidence. Systematic reviews are useful when the research aims to identify
evidence gaps and research needs or to establish whether a given treatment is
effective (see ‘Meta-analysis’) (Gough et al., 2017).

5.1.5.2 Qualitative research

a. Interviews


https://ktpu.kpi.ua/wp-content/uploads/2014/02/social-research-methods-alan-bryman.pdf
https://uk.sagepub.com/sites/default/files/upm-assets/81596_book_item_81596.pdf

Interviews involve collecting qualitative data from one participant at a time using
a set of structured, semi-structured or unstructured questions relating to the
research question. Selecting interviews over focus groups may be appropriate
when the research topic is of a sensitive nature or there are likely to be unequal
power dynamics across the sample (Gill et al., 2008; Moriarty, 2011).

b. Focus groups

Focus groups involve collecting qualitative data from groups of participants at a
time using a topic guide relating to the research question. Selecting focus groups
over interviews may be appropriate when useful data could be generated through
the process of participants hearing and responding to the views of others, as well
as to the questions from the researcher. Focus groups may also be selected when
there is limited time to devote to qualitative data collection (Gill et al., 2008;
Moriarty, 2011).

c. Observation

Observation involves collecting qualitative data through observation of key
events or situations. For example, data could be collected through the
observation of meetings within an organisational context or shopper behaviour
within a supermarket. Those collecting observational data may be a participant
(for example, a member of the meeting) or a non-participant (for example, an
external attendee whose only purpose is to collect observational data).
Observational data can be combined with self-report data (for example, that
which has been collected through interviews or focus groups) as part of a
triangulation process (see ‘Triangulation’). Observation may be useful when self-
report data is limited by social desirability bias (Moriarty, 2011).

d. Document analysis

Document analysis is when existing qualitative data is the focus of the study. This
might include, for example, policy documents, magazines, newspapers or
websites. Data extracted from such documents can be combined with primary
data (for example, that which has been collected through interviews or focus
groups) as part of a triangulation process (see ‘Triangulation’). Document analysis
may be useful when the opportunity for primary data collection is limited by
resources or expertise or there is a wealth of existing data that could provide
helpful insights on the research topic (Moriarty, 2011).

5.1.5.3 Quantitative research
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a. Surveys

A survey is a research method that is used for collecting data from a group of
respondents to gain information about phenomena of interest. A survey typically
includes a range of questions, which can be open- or closed-ended (Government
Statistical Service, 2020b).

b. Tests

A test is a research method that can be used to assess an individual’s attitudes,
skills or abilities. Test performance is typically quantified by assigning a test score
to each individual. For example, cognitive tests involve different problem-solving
tasks. Here, test performance may be a combination of the time taken to
complete the task and the response accuracy.

5.1.5.4 Mixed methods research

Mixed methods research involves the study of different phenomena (or the same
phenomenon - referred to as ‘triangulation’) using multiple, complementary
research methods. This may, for example, involve the use of a survey in addition
to a series of focus groups. Mixed methods research is particularly useful when
addressing research questions that neither quantitative nor qualitative methods
could answer alone. In addition, as each research method has its own strengths
and weaknesses, findings that are consistent across different research methods
are less likely to be false positives (Munafo & Davey Smith, 2018).

5.1.6 Selecting a study population and setting

To ask a testable research question, the researcher needs to specify the target
population (for example, the entire group of individuals with the characteristics
that are of interest to the researchers) and setting (for example, the physical,
social and cultural site in which the target population is located or where the
research is being conducted). Research studies typically involve the recruitment
and testing of a study sample (for example, a subset of participants from the
target population).

In quantitative research, based on the results obtained from the study sample,
conclusions can be drawn about the target population with a given level of
confidence or precision, following the process of statistical inference (see
‘Specifying the sampling method’).
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5.1.6.1 Eligibility criteria

It is important to carefully plan and pre-specify eligibility criteria to ensure that
only participants from the target population are recruited into the study. Eligibility
criteria should be split into inclusion criteria (for example, key features of the
target population) and exclusion criteria (for example, features of the study
participants who meet the inclusion criteria that may interfere with the study
results). Inclusion criteria are typically related to age, sex/gender, and language
proficiency. Exclusion criteria may include language proficiency.

5.1.7 Specifying the sampling method

Different methods can be used to obtain the study sample and have different
strengths and weaknesses. For example, the ability to generalise to larger groups
of individuals depends on the sampling method used but is usually more
expensive and may not always be desirable depending on the purpose of the
research (Bryman, 2016).

5.1.7.1 Qualitative research

a. Purposive sampling

Purposive sampling involves collecting data from participants who meet the
inclusion criteria and have characteristics that are defined for the purpose of the
study. These characteristics might include age or gender, for example. This
approach can be helpful when researchers have access to a broad range of
participants who meet the inclusion criteria (Moriarty, 2011).

b. Convenience sampling

Convenience sampling involves collecting data from participants who meet the
inclusion criteria and are easiest to access for the researcher (regardless of key
characteristics). Part of this process may include asking participants to
recommend others who meet the inclusion criteria (referred to as ‘snowball
sampling’). This approach can be helpful when resources (for example, time) or
access to participants are limited (Moriarty, 2011).

c. Theoretical sampling

Theoretical sampling involves moving back and forth between data collection and
data analysis. The analysis of initial data determines the next phase of data
collection in terms of what the researchers might like to collect more information
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on and who they might like to collect it from. It is often used when the purpose of
the research is to generate new theory about a particular topic (Mays & Pope,
2000; Moriarty, 2011).

5.1.7.2 Quantitative research

a. Simple random sampling

Simple random sampling is a type of probability sampling method where there is
an equal chance of selecting each unit (for example, individuals, schools,
geographic regions) from the target population. The following six steps can be
followed to create a simple random sample: i) define the target population; ii)
select the sample size; iii) list the population; iv) assign numbers to the units; v)
identify random numbers corresponding to the sample size; and vi) select the
random sample. Simple random sampling is useful when the research aims to
generalise to larger groups of individuals (Bryman, 2016).

b. Stratified sampling

Stratified sampling involves dividing units (for example, individuals, schools,
geographic regions) from the target population into subgroups (or ‘strata’) based
on shared characteristics (for example, gender, ethnicity, etc). Once divided, each
stratum is randomly sampled using, for example, simple random sampling or
another probability sampling method. Stratified sampling is useful when the
research aims to generalise to larger groups of individuals (Bryman, 2016).

c. Quota sampling

Quota sampling involves dividing the target population into subgroups (just as in
stratified sampling). Interviewer judgment is then used to select the units from
each stratum based on a pre-specified proportion. For example, an interviewer
may aim to sample 200 females and 200 males between the age of 45 and 65,
with the interviewer selecting who to sample (for example, targeting). This is a
non-probability sampling method. Quota sampling is useful when there is limited
time to conduct a survey, the research budget is limited, or it is not a priority for
the research to generalise to larger groups of individuals (Bryman, 2016).

d. Convenience sampling

Convenience sampling is a type of non-probability sampling method that involves
the sample being drawn from the part of the target population that is most easy
to access for the researchers. Convenience sampling is useful when there is
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limited time to conduct a survey, the research budget is limited, or it is not a
priority for the research to generalise to larger groups of individuals (Bryman,
2016).

5.1.7.3 Maximising response rates

The study response rate is the proportion of contacted individuals who take part
in the study and respond to study-related measurements. As individuals who take
part in studies or respond to measurements can differ from those who decline
participation or stop responding to measurements, maximising the response rate
is particularly important for research which aims to generalise to a larger group of
individuals. Response rates can be improved by including self-addressed stamped
envelopes, informing respondents of the importance of the study, ensuring
anonymity, and/or providing a financial incentive for participation (Bland et al.,
2012). Incentives should not be the default option and must be adequately
justified. If deciding to use incentives, they should be in voucher form or small
tokens. Other options may include lottery draws and charitable donations on
behalf of the participant (Government Social Research: Guidance on the use of
incentives, 2021).

5.1.8 Specifying the sample size

The sample size refers to the number of participants or observations (for
example, measurements) in a study.

5.1.8.1 Qualitative research

In qualitative research, the sample size specification depends on the sampling
method and purpose of the research.

a. Data saturation

Data saturation is when no additional findings or themes are being identified from
newly collected data in the process of analysis. This can be interpreted as an
indication that no further data collection is required. This approach to estimating
the sample size is often pre-specified prior to data collection and analysis and
relies on the researcher proceeding to the data analysis stage to make a
judgment as to when to stop data collection (Mays & Pope, 2000). Recent
attempts to identify appropriate sample sizes for saturation for commonly used
qualitative methods have shown that studies using empirical data reached
saturation within a narrow range of interviews (9-17) or focus group discussions
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(4-8) (Hennink & Kaiser, 2022). However, data saturation should be considered
alongside the selection of a qualitative analysis approach (Braun & Clarke, 2021).
For example, data saturation is consistent with most types of thematic analysis
but not with reflexive thematic analysis (see ‘Selecting the analytical approach’).

Although data saturation is useful for determining the sample size requirement,
the concept of ‘information power’ was proposed as an alternative method to
data saturation for guiding sample size selection for qualitative studies. It is
based on the idea that the more information the sample holds that is relevant for
the specific study, the lower the number of participants is needed. It has been
suggested that the size of a sample with sufficient information power depends on
i) how broad or narrow the aim of the study is, ii) the specificity of the study
sample (for example, how similar or different participants are), iii) the extent to
which established theory has been drawn upon, iv) the strength of the dialogue
between researcher(s) and participant(s) during data collection, and v) the
analysis approach that is applied to the data (Malterud et al., 2016).

5.1.8.2 Quantitative research

In quantitative research, the sample size influences two key statistical properties:
i) the precision of the model estimates; and ii) the power of the statistical test
(see ‘Statistical power’). Sample size calculations are required for all quantitative
studies but may not be required for preliminary pilot studies.

a. Statistical power

Statistical power is intrinsically linked to the sample size and is the probability
that a statistical test will detect an effect of a certain magnitude if that effect
exists. Power is usually set to 80% or greater, and often to 90% for more
definitive evaluations. A research question, research design, and research
method can be appropriately matched, but without the study being sufficiently
powered to detect a given effect, which can seriously limit the quality of the
evidence. A study with insufficient power is more likely to miss an effect that
actually exists and produce misleading conclusions (Bland et al., 2012).

b. Information required to calculate the sample size

The following information must be known or estimated to calculate the sample
size: i) the variables of interest in the study (including the type of data; see

‘Designing or selecting the research instruments’), ii) the desired power of the
statistical test to detect the expected effect (typically set to 80% or higher), iii)
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the desired significance level (typically set to 5%), iv) the effect size of clinical
importance (which may be expressed as the mean difference between two
treatments, the relative risk of a diagnosis if a given exposure is present versus
absent), v) the standard deviation of continuous outcome variables, vi) if the
analysis will involve one- or two-sided tests, and vii) aspects of the research
design (for example, whether the study includes repeated measurements,
whether groups are of equal sizes). The sample size calculation should relate to
the study’s primary outcome variable (Bland et al., 2012).

5.1.9 Designing or selecting the research instruments

The success of data collection requires careful planning of what instruments to
use and how the data will subsequently be analysed. The type of instrument that
is most appropriate to use depends largely on the research question, research
design and research method

5.1.9.1 Qualitative research

a. Principles of good topic guide design

Qualitative research often uses topic guides to provide a consistent structure
across participants when collecting data (for example, through interviews or focus
groups) and to ensure that the data that is collected aligns with the research
question(s). Topic guides may be structured, semi-structured or unstructured.
When designing or selecting a topic guide for interviews or focus groups there are
several recommended principles that should be adhered to. These include, but
are not limited to, use of open and non-leading questions, considered use of
prompts to elicit further information where needed and adoption of user-friendly
language. Piloting of questions, with those that meet the inclusion criteria for
participation, can be a particularly useful approach for identifying areas for
improvement ahead of beginning data collection (Gill et al., 2008; Rosenthal,
2016).

b. Validity

Validity in qualitative research refers to the extent to which data collection tools
and processes as well as the data that they produce are appropriate for the
research question. Ensuring validity at the data collection stage should include,
but is not limited to, active consideration of the role of the researcher who is
collecting the data and the impact that this could have on the findings. For
example, this might include the past experiences and beliefs of the researcher as
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well as their personal characteristics (Kuper et al., 2008; Malterud, 2001; Mays &
Pope, 2000).

c. Reliability

Reliability in qualitative research refers to the extent to which data collection and
analytic processes are consistent. Ensuring reliability at the data collection stage
should include, but is not limited to, use of a topic guide, the generation of
detailed field notes to accompany the qualitative data and the use of recording
and transcription to formally document the data collected through an interview or
focus group (Gill et al., 2008; Mays & Pope, 2000; Rosenthal, 2016).

5.1.9.2 Quantitative research

a. Principles of good survey and test design

When designing or selecting survey items or tests, it is important to ensure that
items and test instructions are clearly worded and concise. Avoid double
negatives, leading questions, and ambiguous wording. Piloting of survey items
and tests with a small number of the intended sample is important for identifying
areas for improvement ahead of the data collection. Where possible, it is useful to
make use of existing surveys or tests which have been validated across different
populations and settings.

b. Validity

A survey or test is said to be valid if it measures what it intends to measure. In
social and psychological research, validity cannot be directly established (as most
constructs of interest are not directly measurable but inferred through surveys or
tests). There are, however, a few ways in which validity can be indirectly
established. A survey or test is said to have good ‘face validity’ if respondents
think that the items measure what they are intended to measure. A survey or test
has good ‘content validity’ if experts (for example, healthcare professionals,
policymakers) think that the survey or test contains items or tasks which cover all
aspects of the construct being measured. ‘Convergent validity’ is the extent to
which a survey or test is positively correlated with similar constructs. ‘Divergent
validity’ is the extent to which a survey or test is negatively correlated with
dissimilar constructs. ‘Predictive validity’ is the extent to which a survey or test is
predictive of an expected outcome.

c. Reliability
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A survey or test is said to be reliable if it elicits sufficiently similar responses each
time someone takes it. Changes to the question wording or task structure may
lead to different responses and can influence the survey'’s reliability. It is good
practice to examine a survey or test’s test-retest reliability, which can be
obtained through giving a group of people the same survey or test twice over a
period of time. The survey or test scores from timepoint 1 and timepoint 2 are
then correlated to evaluate the test’s reliability, with a strong positive correlation
indicative of high reliability.

d. Types of variables

When designing or selecting research instruments, it is important to specify the
type of data gathered from these and their scale of measurement, as this will help
determine what analytical approach is appropriate as well as guiding the sample
size calculation. Quantitative data can be measured on the interval scale (for
example, the data have a natural order and the interval between values has
meaning, for example, weight, height, the number of children), ordinal scale (for
example, the data have a natural order but the interval between values does not
necessarily have meaning, for example, many psychological variables) or nominal
scale (for example, categorical data where the categories do not have any natural
order, for example, gender). In addition, data measured on an interval scale can
be continuous (for example, variables can take all possible values in a given
range, for example, weight, height) or discrete (for example, variables can take
only a finite number of values in a given range, for example, the number of
children) (Bland et al., 2012). Likert scales are widely used in social science
research and commonly have four to seven response options. Likert scales can be
treated as interval scales, but strictly speaking they should be treated as ordinal
variables with arithmetic operations avoided (Wu & Leung, 2017).

5.1.10 Selecting the analytical approach

The type of analytical approach that is most appropriate to use depends on the
research question, research design, research method, and research
instrument(s). For example, there could be a good match between the research
question and method, but a poor match between the method and analytical
approach (for example, using a t-test when linear regression would be more
appropriate). Often, there are identifiable ways of improving the match - for
example, by adding a different type of analytical approach or research method to
address the research question.
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5.1.10.1 Qualitative research

Selecting the appropriate qualitative analysis approach depends on the type of
qualitative data collection and the research question(s) at hand.

Irrespective of the type of analytical approach selected, researchers should
enhance the trustworthiness and credibility of their qualitative analysis by
involving other researchers in the analysis process where appropriate (for
example, through double coding or critical review of themes and sub-themes
against illustrative data fragments), creating an audit trail of the analysis from
start to end, identifying similarities and differences across participants, and not
disregarding ‘negative cases’ (for example, those that represent a contradictory
perspective). Once findings have been established, researchers should consider
the value of checking their interpretations of the data with the participants
(‘member checking’), actively seek and consider alternative explanations for the
findings and triangulate the findings with those that have come from other data
sources. Trustworthiness and credibility should also be considered when reporting
the findings (see ‘Reporting the results’) (Kuper et al., 2008; Malterud, 2001;
Mays & Pope, 2000). The optimal methods for ensuring trustworthiness and
credibility should be considered alongside the analysis approach that has been
selected. For example, double coding and member checking will be less
appropriate when the analysis emphasises an inductive approach in which the
interpretation of the individual researcher is prioritised. Member checking will,
however, be more appropriate where participants are more heavily involved in
the research.

a. Thematic analysis

Thematic analysis involves grouping together qualitative data fragments to create
codes, sub-themes and themes that represent the dataset. It may be useful when
the primary aim of the analysis is to describe the qualitative dataset (see
‘Selecting a research design’) (Braun & Clarke, 2006, 2019). Different variations
of this approach include ‘coding reliability’, ‘codebook’ and ‘reflexive’. ‘Coding
reliability’ and ‘codebook’ approaches to thematic analysis are more deductive in
nature and may be used when the themes that will be explored have been
predetermined to some extent. ‘Reflexive’ thematic analysis, on the other hand,
is more inductive in nature and may be used when the researcher(s) would like to
explore patterns of meaning in the dataset (Braun & Clarke, 2019).

b. Grounded theory
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Grounded theory draws upon theoretical sampling to collect and analyse data in
cycles. It involves the inductive coding of data fragments and the grouping of
codes into higher level units of meaning. It may be useful when the purpose of
the research is to inductively develop a theory about a particular topic of interest
(Moriarty, 2011).

c. Framework analysis

Framework analysis emphasises a deductive approach in which prior theory,
models from previous research, detailed breakdown of research aims, or
questions are applied to the qualitative dataset. It may be useful when the
researcher would like to map the dataset against a pre-existing idea (Parkinson et
al., 2016).

5.1.10.2 Quantitative research

Selecting the appropriate statistical test largely depends on the number and
nature of the dependent variables and the nature of the independent variables.
Typically, data can be analysed in more than one way to produce a legitimate
answer (Bruin, 2011).

a. Chi-square test, correlation test, t-test and analysis of variance

The Chi-square test, correlation test, t-test and ANOVA are useful for tests
involving one or more independent variable. When the researcher wishes to
adjust the analysis for potential confounding variables, however, linear or logistic
regression is recommended (Bruce et al., 2018). See Bruin (2011) for a detailed
table to help select an appropriate statistical test.

The Chi-square test can be used to compare two categorical variables from a
single population. The Chi-square test tells us whether there is a significant
association between the two categorical variables.

The correlation test can be used to test the association between two continuous
variables from a single population.

The t-test can be used to compare the means from two groups (paired or
unpaired) and if these meaningfully differ from one another. Analysis of variance
(ANOVA) can be used to compare the means from multiple (for example, three or
more) groups.

b. Linear regression
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Linear regression can be used to describe how one continuous variable (the
outcome or dependent variable) depends on another variable (the explanatory or
independent variable). The simplest description of a relationship between two
variables is a straight line, which is mathematically defined by an intercept
(where the line crosses the y-axis) and a slope (the gradient). The intercept is the
value of the dependent variable when the independent variable is zero, and the
slope is the amount the dependent variable increases for each unit increase in
the independent variable. The equation for the linear regression is therefore: y
(dependent variable) = a (intercept) + b (slope)*x (independent variable).
Multiple independent variables can be included in a linear regression analysis,
which allows researchers to adjust for confounding variables (Bruce et al., 2018).

c. Logistic regression

Logistic regression is similar to linear regression, but the main difference is that
the former can be used to describe how one categorical variable (the dependent
variable) depends on another variable (the independent variable). Having a
categorical outcome presents a problem for regression analysis, which has one
key assumption: a linear association between the dependent and independent
variables. To carry out regression analysis with a categorical outcome, a
continuous outcome is derived by using the natural logarithm of the odds of, for
example, the presence versus absence of a given exposure. The log odds provide
an appropriate mathematical transformation that gives a continuous linear
function and therefore meets the characteristics required for the regression
analysis. Multiple independent variables can be included in a logistic regression
analysis, which allows researchers to adjust for confounding variables (Bruce et
al., 2018).

d. Survival analysis

Survival analysis can be used to estimate the time that people in the study
survive until dying (mortality), falling ill (morbidity), or experiencing an event of
interest (health- or non-health-related). The Kaplan-Meier method or Cox
proportionate hazards regression (another form of regression analysis) can be
used to estimate survival. If using the Kaplan-Meier method to estimate survival
times, the log-rank test can be used to test the hypothesis of no difference in
survival between two or more groups. In survival analysis, the probability of an
event occurring is called the hazard. This probability can vary over time. Cox
regression can be used to estimate the hazard ratio (for example, the estimate of
risk at any fixed point in time) (Bruce et al., 2018).
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e. Time series analysis

Time series analysis is an analytical technique which can be used to assess trends
in repeated measurements taken at regular intervals and their associations with
other trends or events, taking into account the temporal structure of the data.
Interrupted time series analysis is a type of time series analysis which can be
used to assess if an event or the introduction of a new policy (or treatment) was
associated with a change in the trend of an outcome variable. It should be noted
that time series analysis can only assess associations at the temporal granularity
of the series. For example, if measurements have been taken at weekly intervals,
the time series analysis can assess week-by-week changes, and not changes over
a shorter timeframe (for example, day-by-day changes). However, data can be
aggregated to assess changes over a longer timeframe (for example, month-by-
month changes). The data for any time series analysis is typically divided into
three main components: i) a trend component, ii) a seasonal component and iii) a
random component (Beard et al., 2019).

f. Meta-analysis

As part of the systematic review process (see ‘Selecting a research method’), a
meta-analysis can be carried out to obtain a quantitative summary of, for
example, a treatment effect or an exposure risk across comparable studies. This
is commonly done by combining the results from individual studies or by
analysing the raw data from the individual studies if they are available. When
combining data from several studies, the sample size is increased and hence also
the statistical power to obtain more precise estimates. There are four main steps
in carrying out a meta-analysis: i) an assessment of publication bias using a
funnel plot (or a statistical analogue) to look for asymmetry, ii) a statistical test
for heterogeneity (difference) of the treatment effect between the selected
studies, iii) calculating a pooled estimate (for example, risk ratio, odds ratio,
standardised mean difference) and 95% confidence interval (Cl) for the treatment
effect after combining all the trials using a fixed- or random-effects model
(depending on whether substantial heterogeneity has been detected), and iv)
conducting a hypothesis test to examine if the treatment effect is statistically
significant. The results of a meta-analysis (for example, the estimates and Cl for
each study and the pooled results) should be illustrated in a forest plot (Bruce et
al., 2018).

5.1.11 Reporting the results
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The use of standard templates can assist the clear presentation of a study’s
results and help ensure that all the required information is presented (FSA
Science Council, 2021). The EQUATOR Network has developed several guidelines
and accompanying checklists for the reporting of results from studies using
different research designs.

When selecting which EQUATOR Network checklist to use, researchers should
ensure that there is a match between the research design used and the research
design that the checklist was developed to address. For example, if the research
design used is a systematic review, the PRISMA checklist (described in further
detail below) should be used. If the research design is a randomised controlled
trial, the CONSORT checklist should be used.

5.1.11.1 Systematic reviews

a. PRISMA checklist

The Preferred Reporting Items for Systematic reviews and Meta-Analyses
(PRISMA) statement and checklist can help systematic reviewers transparently
report why the review was done, what the researchers did, and what they found.
For example, the PRISMA checklist asks reviewers to describe the information
sources, search strategy, selection process, risk of bias assessment, synthesis
method(s), certainty assessment, and the registration information for the review (
Moher et al., 2009).

5.1.11.2 Qualitative methods

a. COREQ checklist

The COnsolidated criteria for REporting Qualitative research (COREQ) is a
checklist of 32 items that should be included in reports of qualitative research to
ensure that readers have all necessary details to interpret the results. The items
are grouped into three domains: research team and reflexivity, study design, and
data analysis and reporting. For example, the COREQ checklist asks researchers
to report on key characteristics of those conducting data collection, the setting in
which data collection took place, and the number of researchers involved in
coding the dataset (Tong et al., 2007).

b. TIDieR checklist
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The Template for Intervention Description and Replication (TIDieR) statement and
checklist aims to improve the completeness of reporting, and ultimately the
replicability, of interventions. For example, the TIDieR checklist asks researchers
to report the intervention materials, procedures, who provided the intervention,
how the intervention was delivered (for example, the mode of delivery), the
number of times the intervention was delivered, where the intervention was
delivered, and the extent to which the intervention was delivered as planned (
Hoffmann et al., 2014).

5.1.11.3 Quantitative methods

a. Basic presentation and analysis of results

Descriptive tables and figures (for example, histograms) are useful for conveying
the results. Tables and figures should be concise and easy to read. Avoid shaded
backgrounds, unnecessary borders, boxes around legends and other content,
patterns, textures and shadows, 3D shapes, unnecessary data markers (relevant
mainly for line charts), and thick or dark gridlines. However, statistical
commentary is also needed to bring the numbers to life. Good statistical
commentary draws attention to important findings and puts them in context (
Government Statistical Service, 2020a).

b. STROBE checklist

The Strengthening the Reporting of Observational Studies in Epidemiology
(STROBE) statement and checklist provide guidelines for the reporting of
observational studies (for example, cross-sectional studies, longitudinal studies).
For example, the STROBE checklist asks researchers to describe potential sources
of bias, the study size, the statistical method(s), limitations, interpretation of the
study results, and generalisability of the study results (von EIm et al., 2007).

c. CONSORT checklist

The Consolidated Standards of Reporting Trials (CONSORT) statement and
checklist provide guidelines for the reporting of randomised controlled trials. For
example, the CONSORT checklist asks researchers to describe the trial design,
the interventions for each group, the sample size, randomisation, blinding, the
statistical method(s), the participant flow, the numbers analysed, limitations,
interpretation of the study results, and generalisability of the study results (Schulz
et al., 2010).
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5.1.12 Interpreting the results
5.1.12.1 Statistical significance

Appropriate statistical analysis is essential in quantitative studies. Statistical
significance alone is insufficient for data to be important or meaningful. Any data
showing a statistically significant effect should be accompanied by an explanation
as to why the statistical test used was appropriate as well as the magnitude or
relevance of the effect. Statistical point estimates and confidence intervals should
be presented alongside statistical significance, as this provides more information
to the reader on the magnitude of any effect and its associated uncertainty (FSA
Science Council, 2021).

5.1.12.2 External validity/generalisability

Generalisability is the extent to which the results from a quantitative study
applies to the target population and not just the sample who took part in the
research. Generalisability can also encompass the extent to which the results are
applicable to different geographic regions or countries, or different time periods.
Typically, researchers aim for population rather than geographic or temporal
generalisability. The recruitment of a representative sample is a necessary but
insufficient condition for generalisability. For results to be generalisable/externally
valid, they also need to be internally valid. Specifically, measurement error (for
example, driven by not using valid and reliable research instruments; see
‘Designing or selecting the research instruments’) and residual confounding are
key threats to internal validity.

Traditionally, qualitative studies have not set out to produce generalisable results
(at least not in terms of statistical-probabilistic generalisability) and instead have
focused on conducting a more in-depth exploration of the study sample. However,
more pragmatic approaches may set out to generalise and, in this case,
researchers should be mindful of the characteristics of the study sample and the
relationship of these to any ‘negative cases’ identified in the findings. There are
four different types of generalisability that qualitative researchers may consider:
naturalistic, transferable, theoretical and intersectional generalisations (Smith,
2017). Naturalistic generalisability refers to when the results resonate with the
reader’s lived experiences of a given phenomenon. Transferability refers to when
the reader can intuitively transfer the research findings to their own
actions/behaviours. Theoretical generalisation refers to when the concepts or
theories constructed make sense and have significance also in other research,
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even if the contexts or populations differ. Intersectional generalisability refers to
work that “digs deep and respectfully with a community over time to record the
particulars of historically oppressed and/or colonised peoples/communities” (
Smith, 2017).

5.1.12.3 Causality

When interpreting the results from quantitative studies, causal language should
be avoided unless the study specifically aimed to examine the causal connection
between variables, preferably through randomisation to an intervention and
control group as part of an experimental study. Causal inference (for example,
uncovering a causal effect of a treatment or exposure on a given outcome) is also
possible using cross-sectional or longitudinal research designs, but care must be
taken to eliminate confounder bias, measurement error, and differential selection
into the study (see ‘Selecting the sampling method’).

5.1.12.4 Uncertainty

Statistical models fitted to quantitative data are simplified idealisations of how
the world works. Uncertainty about the event rate, model parameters, and/or
alternative model structures is common. The sources of uncertainty include (but
are not limited to) essential unpredictability or limitations in information or
formalised knowledge. While some of these uncertainties, such as the parameters
within models, can be quantified (for example, through presenting the precision
of the model estimates), some are more appropriately expressed through a
statement of confidence or an outline of the limitations of the model. Evidence
derived from modelling should provide a comprehensive statement of uncertainty
- including quantification where appropriate, and a statement of its limitations.
Sensitivity analyses can provide an indication of the between-model uncertainties
arising from both parameters within models and alternative model structures (
Spiegelhalter & Riesch, 2011).

5.1.12.5 Strengths and limitations

Every quantitative and qualitative study - irrespective of the research question,
research design, research method, or analytical approach - has specific strengths
and weaknesses. It is important to transparently report these to allow for
appropriate interpretation of the study results. A high-quality research report
should contain a balanced overview of the study’s strengths and limitations.
These may include, but are not limited to, the obtained sample size, the obtained
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sample characteristics, and the validity and reliability of the research instruments
used.

5.1.13 Writing the study conclusion

Study conclusions should consist of one or two sentences that summarise what
the study found and should clearly be supported by data (Government Social
Research Profession, 2018). It should not contain any abbreviations or musings on
what future studies might try to determine (although statements that explain how
the current research will affect future research are fine) (Addiction Journal, 2022).
For FSA/Government reports, longer conclusions with areas for further research
may be favoured.

5.2 Research management and dissemination

5.2.1 Identifying ethical and data governance issues

Research should enable participation of the groups it seeks to represent and
should be conducted in a manner that minimises personal and social harm (
Government Social Research, 2021).

5.2.1.1 Informed consent

Anybody participating in a research study should provide their informed consent.
This means that they have been given all necessary information (for example, in
the form of a participant information sheet) to decide on whether they would like
to be part of it. Informed consent can be recorded on paper (for example, through
signing a consent form), virtually (for example, through use of an electronic
signature on a consent form) or verbally (for example, through stating that
consent is given at the start of a recorded interview or focus group) (Nijhawan et
al., 2013).

5.2.1.2 Right to withdraw

It should be clearly communicated to participants (as part of the informed
consent process) up until what point they are able to withdraw their data and
discontinue participation. For example, this might be up until the analysis stage of
the research study has been initiated (Nijhawan et al., 2013; Schaefer &
Wertheimer, 2010).
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5.2.1.3 Confidentiality

It should be clearly communicated to participants (as part of the informed

consent process) the extent to which their participation in the study will be
confidential. Confidentiality is defined as the extent to which any personal

information from participants is protected (Nijhawan et al., 2013).

5.2.1.3 Data protection

Data should be collected, managed and stored in accordance with the Data
Protection Act 2018 and the General Data Protection Regulation (GDPR) (
European Parliament and the Council of the European Union, 2016).

5.2.1.4 Equity

It is best practice for researchers to identify whether there are major, minor or no
impacts on equality of opportunity with regards to people of, for example,
different religious belief, political opinion or ethnic group. This may refer to
equality of opportunity with regards to participating in the research, being
involved in the development of research priorities or the impact of a treatment or
policy (for example, differential impact of a treatment across people with high
and low levels of education, respectively) (HM Revenue & Customs, 2019). See
‘Stakeholder mapping and involvement’ for guidance as to when and how in the
research process to engage with vulnerable and underserved respondents to
increase the likelihood of their research participation.

5.2.2 Producing a risk management plan

Risk assessment involves using a scientific approach to identify and define
hazards, and to estimate potential risk to human and/or animal health. This
includes evaluating the likely exposure to risks from food and other sources. Risk
management is the consideration of potential measures to either prevent or
control the risk. It takes into account risk assessment and consumers’ wider
interests in food to formulate a response (FSA Science Council, 2021).

Risks to consider include, but are not limited to, data privacy and security,
adverse events (including participant distress), health and safety (on the part of
the researchers), and financial (for example, who will bear the costs) and
reputational risks.
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Different types of studies are subject to different FSA sign-off procedures,
depending on the level of risk involved (for example, whether the research will
have major policy implications, whether there are reputational risks) and the
complexity of the research (AU sign-off policy Jan 2022). In addition, an
assessment of challenges within the methodological approach (for example, any
risks around the data sources, sample size, or implementation) or operational
issues should be performed.

5.2.3 Openness and transparency

For evidence to be trustworthy it should be honestly and openly communicated,
so that it can be independently interrogated. Any factors that could have
influenced the results or the conclusions should be disclosed. Two key criteria in
ensuring this are transparency and impartiality (FSA Science Council, 2021).

The Open Science movement aims to ensure the transparency and reproducibility
of scientific research. Open Science has several benefits for research and society
at large, including the contribution to high-quality research. When articles,
materials, data and analytic code are available and easily accessible, it is easier
for other researchers to build on previous research.

5.2.3.1 Pre-registration

The pre-registration of research involves specifying the research plan in advance
of conducting the study and submitting the plan to a registry. Pre-registration
separates hypothesis-generating (exploratory) from hypothesis-testing
(confirmatory) research. Both are important. But the same data cannot be used to
generate and test a hypothesis, which can happen unintentionally and reduces
the credibility of the research results. Addressing this problem through planning
improves the quality and transparency of the research (Nosek et al., 2018).
Depending on the time and resources available for a project, pre-registration may
not always be feasible but should always be used for experimental designs (for
example, trials of behavioural interventions).

5.2.3.2 Open materials, data and code

Openly publishing study and intervention materials, data and code help with error
detection and scrutiny, encouraging accurate data collection and labelling
practices. In addition, the availability of data allows other researchers to examine
the reproducibility of research results. Long-term storage of open materials, data
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and code is facilitated through freely available websites and international
repositories, such as www.food.gov, the Open Science Framework (
https://www.osf.io/), Zenodo (https://zenodo.org/), or GitHub (https://github.com/).

5.2.3.3 Pre-prints

Benefits of posting pre-prints of scientific articles to relevant platforms (for
example, https://psyarxiv.com/) enable the rapid dissemination of research
results and facilitate open peer review and collaboration. Pre-prints should be
subject to the same degree of critical appraisal as evidence that has been
formally peer reviewed (FSA Science Council, 2021). It is the norm for papers to
be uploaded to pre-print servers while awaiting publication following formal peer
review at academic journals, which can take months or years.

5.2.3.4 Open access

Open access publishing improves the visibility and accessibility of articles. Open
access articles are downloaded approximately four times more often than those
available behind paywalls. FSA reports should, if possible, be published on
www.food.gov.

5.2.4 Identifying pathways to impact

Establishing the impact of FSA research is key in both ensuring effective strategic
prioritisation/resource allocation, and in the facilitation of evidence-led policy
development. Research impact has been defined as “the demonstrable
contribution that excellent research makes to society and the economy”.
Research can also have an academic impact in the contribution that it makes to
understanding and advancing scientific, method, theory and application.
Research impacts may be achieved at different time points and are rarely linear
or immediate. It is therefore key that research commissioners and lead
researchers meet at different stages of the research cycle, and after project
completion, to discuss intended impact, other potential outcomes, and how these
will be achieved. The FSA establishing project impact (EPI) process has been
designed to ensure that these conversations are documented and assist in
resource prioritisation (Establishing Project Impact: Guidance notes).

5.2.4.1 Stakeholder mapping and involvement
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There are many well-documented positive impacts of involving different
stakeholders, including patients and the public, in health and social research.
Positive impacts include development of user-focused funding priorities and
research objectives, development of user-relevant research questions,
development of user-friendly information, questionnaires and interview
schedules, more appropriate recruitment strategies for studies, consumer-focused
interpretation of data and enhanced implementation and dissemination of study
results. Involving intended users in the research design can also help maximise
response rates (see ‘Maximising response rates’) (Brett et al., 2012).

Key stakeholders depend on the research topic and may include (HM Treasury,
2020):

e those responsible for the intervention under consideration: these are the
people who have most to gain from evidence that can reduce risk and
uncertainty, and from learning what is working and what is not

e those responsible for future policies: this group will require evidence on what
worked (and/or did not), why and how, and on transferable lessons

e those responsible for appraisal analysis: they will have the most insight into
what evidence and data were missing from the appraisal of the intervention,
and what will be useful for the appraisal of future policies

e those responsible for scrutinising government decisions and spend: those
that hold government to account are an eager audience for evidence around
the efficacy of the intervention’s design and delivery, and its impact and cost

e participants/recipients of the policy/intervention: those affected by the
policy/intervention are typically also key participants in the evaluation. Their
input is required, but they will also have evidence needs and a perspective
on what elements of the policy should be focused on

e those delivering interventions: typically, although policies are often designed
in central government, they are delivered by others, in many cases through
a long delivery chain. Evaluation should be alive to the needs and issues of
all those in the delivery chain

e the public (often via the media): a key line of accountability is to the public
who are keen to know that government money is being spent wisely, and
that we are learning from past experience

e academics/other researchers: academics and other researchers are often
able to spend time scrutinising government data. It is important to work with
them to ensure the best use of the research evidence is being made and the
maximum learning is being extracted
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A good place to start is working out who might benefit from the research through
conducting a stakeholder analysis. There is no one right way to prioritise those to
engage with. When conducting a stakeholder analysis, the first question to ask
yourself is who might be interested in your research. Different
individuals/organisations may have different interests. The second question to
consider is if there are any groups or organisations who might have the ability to
influence your ability to achieve impact indirectly. Influence over impact can work
in two ways: those who have the ability to facilitate your impact and those who
have the ability to block your impact. Consider how influential each of the
interested groups might be, whether they might facilitate or block your impact,
rating them high, medium or low. The final question to consider concerns the
level and nature of impact for each group who engages with your work. In
particular, it is important to consider if there may be a negative impact here, so
you can ameliorate this if possible. The final task is to use the information
collected by addressing the above three questions to prioritise who to reach out
to first (Reed, 2019).

5.2.4.3 Impact areas

Research projects can contribute to society and the economy through several
impact areas, including (but not limited to) policy development, regulatory
change, industry action, change in consumer behaviour, or through broader areas
such as international collaboration or improving the evidence base as a
foundation for further research (Establishing Project Impact: Guidance notes).

5.2 and exploitation of research findings.5 Dissemination

Dissemination refers to the process of getting research findings to the people who
can make use of them, to maximise the benefit of the research without delay (
NIHR, 2019). Before disseminating research, it is important to identify relevant
audiences through stakeholder mapping (see ‘Stakeholder mapping and
involvement’). It is important to produce targeted outputs that are in appropriate
format for the target user. For example, different tailored outputs (for example,
research reports, policy briefs, newsletters) or activities (for example, webinars,
science festivals) will be appropriate for different stakeholders (for example,
decision-makers, patients, other researchers, healthcare professionals, the public
at large). Internally, results should be disseminated through the appropriate
research and evidence programme group and other recommended channels (for
example, Yammer, bitesize sessions).
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5.2.5.1 Scientists and healthcare professionals

Scientists and healthcare professionals are used to reading scientific articles and
reports. Presenting research results at scientific conferences or publicising these
on social media (for example, Twitter) can also reach this audience.

5.2.5.2 Members of the public

Members of the public are used to reading or hearing about research findings
through social media (for example, Twitter, Facebook, Instagram), charity or
community group newsletters or bulletins, and through trusted organisations such
as the National Health Service. Public engagement events or science festivals (for
example, SoapboxScience) are useful forums for reaching members of the public.

5.2.5.3 Policymakers outside the FSA

When disseminating research results to decision-makers in local and national
government (outside the FSA), the following practical recommendations have
been made: (1) make research relevant to policymakers; (2) invest time to
develop and maintain relationships with policymakers (for example, through
workshops and unstructured discussions); (3) utilise ‘windows of opportunity’ (for
example, find opportunities to regularly present research to policymakers so they
become interested and invested in the work); and (4) adapt presentation and
communication styles to the audience (for example, communicate via e-mail,
slide decks, discussions and presentations in bitesize sessions, posters and
strategic discussions and presentations in meetings with senior management).

5.3 Research procurement

5.3.1.Promoting tender opportunities

Reaching a large pool of potential tenderers is important. Potential tenderers can
be reached through mailing lists (for example, university mailing lists, small
business mailing lists), newsletters and social media (particularly Twitter). It is
recommended that as many recruitment channels as possible are used. As
timelines for submitting tender applications may be shorter than for academic
funding applications, it is important to aim to publicise tender opportunities as
quickly as possible after they have been decided upon. Speaking to university
department or business Heads/Chairs/CEOs to ensure they are aware of FSA
tender opportunities more broadly (for example, not necessarily in relation to a


http://soapboxscience.org/

specific call) is also an important strategy.

5.3.2 Engaging with internal and external peer reviewers

Consulting trusted expert peer reviewers inside and outside the FSA is important
for ensuring that quality evidence is produced. The role of the peer reviewer is to
provide critical challenge of the study design and data analysis and suggest
constructive solutions. The peer reviewer might consider the entire analytical
process from the user requirements through to the interpretation of the results or
focus on particular aspects of the research project.

When the project timeline is tight, available resource is limited, analytical
complexity is low, and risks involved are minimal (see ‘Producing a risk
management plan’), internal peer review by an FSA colleague (including members
of the Advisory Committee for Social Science) is sufficient (HM Treasury, 2015). In
the cases of very complex analysis or analysis that drives a significant business
critical decision, however, commissioners of analysis or analytical assurers may
wish to request external peer review of a piece of analysis.

5.3.2.1 External academic peer reviewers

Appropriate external academic peer reviewers are typically experts who have
published scientific articles in the area of interest. To give an informed and
unbiased opinion on a piece of research, reviewers should have in-depth
knowledge of the topic area and methodological expertise. They should not be
known to have particularly strong views or opinions on the topic (unless this can
be balanced with additional reviews from people with a more neutral stance) or
have any conflicts of interest which could bias judgments and lead to lack of
objectivity. In addition, they should not currently be working at the same
laboratory or institution as the study author (HM Treasury, 2015).

5.3.2.2 External non-academic peer reviewers

For many projects, it is important to draw on the expertise of non-academic
experts. Appropriate external non-academic peer reviewers are typically
professionals who have worked in the area of interest and developed domain-
specific expertise (for example, novel foods). To give an informed and unbiased
opinion on a piece of research, reviewers should have in-depth knowledge of the
topic area and methodological expertise. They should not be known to have
particularly strong views or opinions on the topic (unless this can be balanced
with one or two additional reviews from reviewers with a more neutral stance)
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and should not currently be working at the same business or organisation as the
study lead/team (HM Treasury, 2015).
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Checklist 1 - Producing research

Completed? Mark
Question the appropriate
option with a v

Q1. Title, project lead and year
Enter free text.

Q2. Has the project been considered by the appropriate
steering group and has an EPI form been adequately
completed (for example, has a clear research need been
outlined)?
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Completed? Mark
Question the appropriate
option with a v

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q3. Has a precise research question/aim been specified?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q4. Is the research design...

Experimental

Cross-sectional

Longitudinal

Case study



Question

Comparative

Other

Not specified

Q5. Is the research method...

Qualitative

Quantitative

Both

Q6. Is there a good match between the research
question/aim, research design and research method?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q7. Is the study population and setting specified?

No

Completed? Mark
the appropriate
option with a v



Completed? Mark
Question the appropriate
option with a v

Yes - partly

Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Q8a. If Q5 = Quantitative, go to
Q8b. If Q5 = Both, go to Q8a and Q8b.

Q8a. Is the sampling method...

Purposive sampling

Convenience sampling

Theoretical sampling

Other

Not specified

Go to Q9.

Q8b. Is the sampling method...

Simple random sampling

Stratified sampling



Completed? Mark

Question the appropriate
option with a v

Quota sampling

Convenience sampling

Other

Not specified

Go to Q9.

Q9. Is the sampling method appropriate for addressing
the research question?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to 9a. If Q5 = Quantitative, go to
9b. If Q5 = Both, go to Q9a and Q9b.

Q9a. Is the target sample size justified?

No



Completed? Mark
Question the appropriate
option with a v

Yes - partly

Yes - fully

Free text input to justify rating.

Go to Q10.

Q9b. Has a sample size calculation been conducted?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q10.

Q10. Are the research instruments valid and reliable?

No

Yes - partly

Yes - fully



Completed? Mark
Question the appropriate
option with a v

Free text input to justify rating.

If Q5 = Qualitative, go to Ql1la. If Q5 = Quantitative, go
to Ql1lb. If Q5 = Both, go to Qlla and Ql1b.

Q1l1a. Is the analytical approach...

Thematic analysis

Grounded theory

Framework analysis

Other

Not specified

Go to Q12.

Q11b. Is the analytical approach...

Chi-square test, correlation test, t-test or analysis of
variance

Linear regression

Logistic regression



Question

Survival analysis

Time series analysis

Meta-analysis

Other

Not specified

Go to Q12.

Q12. Is there a good match between the research
question, research method, and analytical approach?

No
Yes - partly
Yes - fully

Free text input to justify rating [mandatory as this is a
judgement call]

Q13. Has a relevant checklist from the EQUATOR Network
been used to design the study protocol?

No

Completed? Mark
the appropriate
option with a v



Completed? Mark

Question the appropriate
option with a v

Yes - partly

Yes - fully

Free text input to justify rating.

Q14. Will descriptive data on the characteristics of
participants be presented?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Q15. If Q5 = Quantitative, go to
Q19. If Q5 = Both, go to Q15 and Q19.

Q15. Will two or more researchers be involved in the
analysis process (for example, through double coding)?

No

Yes - partly

Yes - fully



Completed? Mark
Question the appropriate
option with a v

Free text input to justify rating.

Go to Q16.

Q16. Have the researcher(s) specified the qualitative
analysis process that will be used to help ensure
consistency between the original data and the identified

themes?
No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q17.

Q17. Will similarities and differences between participants
be explored (for example, negative cases)?

No

Yes - partly

Yes - fully



Completed? Mark
Question the appropriate
option with a v

Free text input to justify rating [mandatory, as ‘no’ or
‘yves-partly’ is acceptable for some research]

Go to Q18.

Q18. Will participants provide feedback on the findings
(for example, member checking)?

No
Yes - partly
Yes - fully

Free text input to justify rating [mandatory, as ‘no’ or
‘yves-partly’ is acceptable for some research]

Go to Q21.

Q19. Will descriptive data on exposures/interventions and
potential confounders be presented?

No

Yes - partly

Yes - fully



Completed? Mark
Question the appropriate
option with a v

Free text input to justify rating.

Go to Q20.

Q20. Will unadjusted and adjusted point estimates and
confidence intervals be presented alongside statistical
significance?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q21.

Q21. Will generalisability be described in the
interpretation of the results?

No

Yes - partly

Yes - fully



Completed? Mark

Question the appropriate
option with a v

Free text input to justify rating [mandatory for qualitative
research, as this can be challenging to ascertain].

Q22. Will causality be considered in the interpretation of
the results?

No
Yes - partly
Yes - fully

Not applicable

Free text input to justify rating.

Q23. Will uncertainty be considered in the interpretation
of the results?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q24. Will a clear study conclusion be presented?



Completed? Mark

Question the appropriate
option with a v

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q25. Have/will ethical and data governance issues (for
example, informed consent, the right to withdraw,
confidentiality, data protection) been/be identified and

addressed?
No
Yes - partly
Yes - fully

Free text input to justify rating.

Q26. If the research relates to, or will potentially affect,
vulnerable and underserved respondents, have/will
impacts on them been/be identified and addressed?

No

Yes - partly



Completed? Mark
Question the appropriate
option with a v

Yes - fully

Free text input to justify rating.

Q27. Have/will risks related to legal, analytical, and
operational issues been/be identified and addressed?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q28. Has/will the research plan been/be pre-registered
(particularly important if it is a behavioural trial)?

No
Yes - partly
Yes - fully

Free text input to justify rating [mandatory, as it may not
always be vital to pre-register the research plan].



Completed? Mark
Question the appropriate
option with a v

Q5. Have/will study materials, data and/or code been/be
made openly available?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q6. Have/will key stakeholders been/be identified and
involved in the research?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q7. Have/will relevant dissemination outputs and
activities been/be specified?

No

Yes - partly



Completed? Mark
the appropriate
option with a v

Question

Yes - fully

Free text input to justify rating.

Checklist 2 - Assessing research reports

Question Completed?
(yes or no)

Q1. Title, lead author and year v

Enter free text.

Q2. Has a clear research need been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q3. Has a precise research question/aim been specified?

No



Completed?(yes

Question
or no)
Yes - partly
Yes - fully

Free text input to justify rating.

Q4. Is the research design...

Experimental

Cross-sectional

Longitudinal

Case study

Comparative

Other

Not specified

Q5. Is the research method...

Qualitative

Quantitative



Completed?(yes
or no)

Question

Both

Q6. Is there a good match between the research question/aim,
research design and research method?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q7. Is the study population and setting specified?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Q8a. If Q5 = Quantitative, go to Q8b.
If Q5 = Both, go to Q8a and Q8b.

Q8a. Is the sampling method...

Purposive sampling



Completed?(yes
or no)

Question

Convenience sampling

Theoretical sampling

Other

Not specified

Go to Q9.

Q8b. Is the sampling method...

Simple random sampling

Stratified sampling

Quota sampling

Convenience sampling

Other

Not specified

Go to Q9.

Q9. Is the sampling method appropriate for addressing the
research question?



Completed?(yes

Question or no)
No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to 9a. If Q5 = Quantitative, go to 9b. If
Q5 = Both, go to Q9a and Q9b.

Q9a. Is the target sample size justified?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q10.

Q9b. Has a sample size calculation been conducted?

No

Yes - partly



Question

Yes - fully

Free text input to justify rating.

Go to Q10.

Q10. Are the research instruments valid and reliable?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Ql1la. If Q5 = Quantitative, go to
Q1l1b. If Q5 = Both, go to Qlla and Q11b.

Q1l1a. Is the analytical approach...

Thematic analysis

Grounded theory

Framework analysis

Other

Completed?(yes
or no)



Completed?(yes
or no)

Question
Not specified
Go to Q12.

Q11b. Is the analytical approach...

Chi-square test, correlation test, t-test or analysis of
variance

Linear regression

Logistic regression

Survival analysis

Time series analysis

Meta-analysis

Other

Not specified

Go to Q12.

Q12. Is there a good match between the analytical approach,
the research method and the research question?

No



Question
Yes - partly
Yes - fully

Free text input to justify rating.

Q13. Has a relevant checklist from the EQUATOR Network
been used in the reporting of the results?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q14. Have descriptive data on the characteristics of
participants been presented?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Completed?(yes
or no)



Completed?(yes

Question
or no)

If Q5 = Qualitative, go to Q15. If Q5 = Quantitative, go to Q19.
If Q5 = Both, go to Q15 and Q19.

Q15. Have two or more researchers been involved in the
analysis process (for example, through double coding)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q16.

Q1l6. Is there consistency between the data presented and the
themes?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q17.



Question

Q17. Have similarities and differences between participants
been explored (for example, negative cases)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q18.

Q18. Did participants provide feedback on the findings (for
example, member checking)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q21.

Q19. Have descriptive data on exposures/interventions and
potential confounders been presented?

Completed?(yes
or no)



Completed?(yes

Question or no)
No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q20.

Q20. Have unadjusted and adjusted point estimates and
confidence intervals been presented alongside statistical
significance?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q21.

Q21. Has generalisability been considered in the interpretation
of the results?

No



Completed?(yes

Question
or no)
Yes - partly
Yes - fully

Free text input to justify rating.

Q22. Has causality been considered in the interpretation of the
results?

No
Yes - partly
Yes - fully

Not applicable

Free text input to justify rating.

Q23. Has uncertainty been considered in the interpretation of
the results?

No
Yes - partly
Yes - fully

Free text input to justify rating.



Completed?(yes
or no)

Question

Q24. Has a clear study conclusion been presented?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Checklist 3 - Writing tender specifications

Question Completed?(yes
or no)
Q1. Specification title Y

Enter free text.

Q2. Has a clear research need been outlined or has the
importance of a clear research need been outlined (in the
event of the tenderer specifying this)?

No

Yes - partly

Yes - fully



Completed?(yes

Question
or no)

Free text input to justify rating.

Q3. Has a precise research question/aim been specified or
has the importance of a precise research question/aim been
specified (in the event of the tenderer specifying this)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q4. Is the research design...

Experimental

Cross-sectional

Longitudinal

Case study

Comparative

Other

Not specified



Completed?(yes
or no)

Question

Q5. Is the research method...

Qualitative

Quantitative

Both

Q6. Is there a good match between the research
question/aim, research design and research method or has
the importance of a good match between these aspects been
outlined (in the event of the tenderer specifying this)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q7. Is the study population and setting specified or has the
importance of specifying the study population and setting
been outlined (in the event of the tenderer specifying this)?

No

Yes - partly



Completed?(yes
or no)

Question
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Q8a. If Q5 = Quantitative, go to
Q8b. If Q5 = Both, go to Q8a and Q8b.

Q8a. Is the sampling method...

Purposive sampling

Convenience sampling

Theoretical sampling

Other

Not specified

Go to Q9.

Q8b. Is the sampling method...

Simple random sampling

Stratified sampling

Quota sampling



Completed?(yes

Question
or no)

Convenience sampling

Other

Not specified

Go to Q9.

Q9. Is the sampling method appropriate for addressing the
research question or has the importance of using an
appropriate sampling method for addressing the research
question been outlined (in the event of the tenderer
specifying this)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to 9a. If Q5 = Quantitative, go to 9b. If
Q5 = Both, go to Q9a and Q9b.

Q9a. Has the importance of justifying the target sample size
been outlined?

No



Completed?(yes

Question
or no)
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q10.

Q9b. Has the importance of providing a sample size
calculation been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q10.

Q10. Has the importance of using valid and reliable research
instruments been outlined?

No

Yes - partly

Yes - fully



Completed?(yes
or no)

Question

Free text input to justify rating.

If Q5 = Qualitative, go to Ql1la. If Q5 = Quantitative, go to
Q1l1lb. If Q5 = Both, go to Qlla and Q11b.

Q1l1a. Is the analytical approach...

Thematic analysis

Grounded theory

Framework analysis

Other

Not specified

Go to Q12.

Q11b. Is the analytical approach...

Chi-square test, correlation test, t-test or analysis of
variance

Linear regression

Logistic regression

Survival analysis



Completed?(yes
or no)

Question
Time series analysis
Meta-analysis
Other
Not specified

Go to Q12.

Q12. Is there a good match between the analytical approach,
the research method and the research question or has the
importance of a good match between these aspects been
outlined (in the event of the tenderer specifying this)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q13. Has the importance of using a relevant checklist from
the EQUATOR Network in the reporting of the results been
outlined?

No



Completed?(yes

Question
or no)
Yes - partly
Yes - fully

Free text input to justify rating.

Q14. Has the importance of presenting descriptive data on
the characteristics of participants been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Q15. If Q5 = Quantitative, go to
Q19. If Q5 = Both, go to Q15 and Q19.

Q15. Has the importance of involving two or more
researchers in the analysis process (for example, through
double coding) been outlined?

No

Yes - partly

Yes - fully



Completed?(yes
or no)

Question
Free text input to justify rating.

Go to Q16.

Q16. Has the importance of there being consistency between
the data presented and the themes been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q17.

Q17. Has the importance of exploring similarities and
differences between participants (for example, negative
cases) been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.



Question

Go to Q18.

Q18. Has the importance of asking participants to provide
feedback on the findings (for example, member checking)
been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q21.

Q19. Has the importance of presenting descriptive data on
exposures/interventions and potential confounders been
outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q20.

Completed?(yes
or no)



Question

Q20. Has the importance of presenting unadjusted and
adjusted point estimates and confidence intervals alongside
statistical significance been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q21.

Q21. Has the importance of considering generalisability in
the interpretation of the results been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q22. Has the importance of considering causality in the
interpretation of the results been outlined?

No

Completed?(yes
or no)



Question
Yes - partly
Yes - fully

Not applicable

Free text input to justify rating.

Q23. Has the importance of considering uncertainty in the
interpretation of the results been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q24. Has the importance of presenting a clear study
conclusion been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Completed?(yes
or no)



Completed?(yes

Question
or no)

Q25. Have key stakeholders provided input into the research
objectives?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q26. Have/will tender opportunities been/be promoted
through appropriate channels?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q27. Have/will internal and external peer reviewers been/be
identified through appropriate channels?

No

Yes - partly



Question

Yes - fully

Free text input to justify rating.

Checklist 4 - Assessing tender bids

Question

Q1. Title, project lead and year

Enter free text.

Q2. Has a clear research need been outlined?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q3. Has a precise research question/aim been specified?

No

Completed?(yes
or no)

Completed?
(Yes or no)



Completed?

uestion

Q (Yes or no)
Yes - partly
Yes - fully

Free text input to justify rating.

Q4. Is the research design...

Experimental

Cross-sectional

Longitudinal

Case study

Comparative

Other

Not specified

Q5. Is the research method...

Qualitative

Quantitative

Both



Completed?

uestion
Q (Yes or no)

Q6. Is there a good match between the research question/aim,
research design and research method?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q7. Is the study population and setting specified?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Q8a. If Q5 = Quantitative, go to Q8b. If
Q5 = Both, go to Q8a and Q8b.

Q8a. Is the sampling method...

Purposive sampling



Completed?
(Yes or no)

Question

Convenience sampling

Theoretical sampling

Other

Not specified

Go to Q9.

Q8b. Is the sampling method...

Simple random sampling

Stratified sampling

Quota sampling

Convenience sampling

Other

Not specified

Go to Q9.

Q9. Is the sampling method appropriate for addressing the
research question?



Completed?

Question (Yes or no)
No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to 9a. If Q5 = Quantitative, go to 9b. If
Q5 = Both, go to Q9a and Q9b.

Q9a. Is the target sample size justified?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q10.

Q9b. Has a sample size calculation been conducted?

No

Yes - partly



Question

Yes - fully

Free text input to justify rating.

Go to Q10.

Q10. Are the research instruments valid and reliable?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Ql1la. If Q5 = Quantitative, go to
Q1l1b. If Q5 = Both, go to Qlla and Q11b.

Q1l1a. Is the analytical approach...

Thematic analysis

Grounded theory

Framework analysis

Other

Completed?
(Yes or no)



Completed?
(Yes or no)

Question

Not specified

Go to Q12.

Q11b. Is the analytical approach...

Chi-square test, correlation test, t-test or analysis of variance

Linear regression

Logistic regression

Survival analysis

Time series analysis

Meta-analysis

Other

Not specified

Go to Q12.

Q12. Is there a good match between the analytical approach,
the research method and the research question?

No



Completed?

uestion

Q (Yes or no)
Yes - partly
Yes - fully

Free text input to justify rating.

Q13. Has a relevant checklist from the EQUATOR Network been
used to design the study protocol?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q14. Will descriptive data on the characteristics of participants
be presented?

No
Yes - partly
Yes - fully

Free text input to justify rating.

If Q5 = Qualitative, go to Q15. If Q5 = Quantitative, go to Q19. If
Q5 = Both, go to Q15 and Q109.



Question

Q15. Will two or more researchers be involved in the analysis
process (for example, through double coding)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q16.

Q16. Will the researcher(s) ensure that there is consistency
between the data presented and the themes (for example, have
they specified that illustrative quotations will be presented)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q17.

Q17. Will similarities and differences between participants be
explored (for example, negative cases)?

Completed?
(Yes or no)



Question
No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q18.

Q18. Will participants provide feedback on the findings (for
example, member checking)?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q21.

Q19. Will descriptive data on exposures/interventions and
potential confounders be presented?

No

Yes - partly

Completed?
(Yes or no)



Completed?
(Yes or no)

Question
Yes - fully
Free text input to justify rating.

Go to Q20.

Q20. Will unadjusted and adjusted point estimates and
confidence intervals be presented alongside statistical
significance?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Go to Q21.

Q21. Will generalisability be considered in the interpretation of
the results?

No
Yes - partly
Yes - fully

Free text input to justify rating.



Completed?

uestion
Q (Yes or no)

Q22. Will causality be considered in the interpretation of the
results?

No
Yes - partly
Yes - fully

Not applicable

Free text input to justify rating.

Q23. Will uncertainty be considered in the interpretation of the
results?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q24. Will a clear study conclusion be presented?

No

Yes - partly



Question

Yes - fully

Free text input to justify rating.

Q25. Have/will ethical and data governance issues been/be
identified and addressed?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q26. Have/will impacts on vulnerable and underserved
respondents been/be identified and addressed?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q27. Have/will risks related to legal, analytical, and operational

issues been/be identified and addressed?

No

Completed?
(Yes or no)



Completed?

uestion

Q (Yes or no)
Yes - partly
Yes - fully

Free text input to justify rating.

Q28. Has/will the research plan been/be pre-registered?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q5. Have/will study materials, data and/or code been/be made
openly available?

No
Yes - partly
Yes - fully

Free text input to justify rating.

Q6. Have/will key stakeholders been/be identified and involved
in the research?



Completed?

Question (Yes or no)
No
Yes - partly
Yes - fully

Free text input to justify rating.

Q7. Have/will relevant dissemination outputs and activities
been/be specified?

No
Yes - partly
Yes - fully

Free text input to justify rating.
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6.1 Case study 1 - Focus group (Curtis et al.,,
2017)

Background

The most prevalent category of determinants and risk factors for childhood
obesity (for example, dietary behaviour, physical activity, and sedentary
behaviour), begin within the family environment, where children consume around
two-thirds of their daily food intake. Children are dependent on their parents and
carers to provide food that is conducive to both a healthy weight and
development. Hence, family-based approaches are now well recognised in the
childhood weight management literature, where they are considered the ‘gold
standard’ for improving children’s weight status and overall health. Despite this
there has been a lack of understanding regarding exact parental influences on
children’s dietary behaviours within the context of the obesogenic environment
and consequently, how to directly target parents in weight management
interventions. This study aimed to explore parents’ capability, opportunity, and
motivation towards portion control behaviours with their children, drawing on the
Theoretical Domains Framework (TDF) and the COM-B model.

Methods

Focus groups facilitated interaction among participants, stimulating rich data for
analysis, with the researcher playing an active role in guiding the discussions. A
purposive sampling approach was used to recruit participants for the study.
Eligible participants included three sub-groups of participants to allow for
triangulation of data. Participants comprised: (1) family weight management case
workers working with families with overweight children, (2) parents with
overweight and or very overweight children and (3) parents with healthy weight
children =5 years. This supported the convergence between multiple sources of
data to generate themes, validate findings, improve credibility and acquire
greater overall understanding of the phenomena. Participants were recruited
through emails distributed to the local public health department, community
family weight management groups and a university. Ethical approval for focus
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groups was obtained from the University of Warwick Research Ethics Committee.
Consent forms were administered and signed before the focus groups began.

Six focus groups with case workers (n = 4), parents with overweight children (n =
14) and parents with healthy weight children (n = 8) took place at university and
community settings. All focus groups were facilitated by one moderator. The
conversation was guided by a pre-specified set of questions. The focus group with
caseworkers took place at the university and lasted 120 min, while focus groups
with parents took place at local weight management programme locations and
the university, lasting 60 min. With participants’ permission, focus groups were
audio recorded and transcribed verbatim and the raw data were coded using
thematic analysis. Braun & Clarke’s (2006) six stages of analysis was used to
explore the data. The reliability of the data analysis was further enriched by the
use of an additional trained qualitative researcher who independently coded 10%
of the data in order to establish inter-rater reliability.

Results

All COM-B model components (except physical capability) were identified as
important for supporting parents in achieving the target behaviour. These
components aligned with nine TDF domains: Psychological Capability: Knowledge;
Memory; Attention and Decision-Making Processes; Skills; Automatic Motivation:
Emotion; Reinforcement; Reflective Motivation: Beliefs about capabilities; Beliefs
about consequences; Social identity; Physical opportunity: Environmental context
& resources and Social Opportunity: Social influences.

There was consensus among parents regarding their lack of knowledge of
appropriate adult and child portion sizes.

"Until | came here, | didn't really know much about portion sizes at all.” (Parent,
FG4).

Some parents and case workers agreed that parents tended to use their own
portion sizes of food as a guide for measuring their children’s portion sizes.
Consequently, they may not differentiate between adult and child portions.

"For me, | find it particularly difficult dishing out the correct portion size for
children and for adults, | suppose. | just tend to give everybody the same
amount” (FG3, parent).

Case workers described how grandparents in particular, can make it difficult for
parents to ensure their child is eating healthily and that they may ‘undo’ parent’s
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good work.

"mmm..and on a positive notes..um..some of my families..they are really trying to
make this change but Grandma..they go over to Grandma’s and Grandma is
giving them ALL THIS STUFF!” (Case worker, FG1).

Focus group discussions repeatedly underscored parents’ fears of causing their
child to feel anxious about their weight if they attempted to discuss it with them.

"We might try and tackle it a little bit, try discuss it with him..but we don't want
him to go the other way and you know..have anxieties about that” (Parent, FG3).

Discussion

Findings suggest that parents’ internal processes such as their knowledge and
skills, emotional responses, habits and beliefs, along with social influences from
partners and grandparents, and environmental influences relating to items such
as household objects, all interact to influence portion size behaviours within the
home environment.

Limitations of the study include the use of a small purposive sample, with the
majority of participants being Caucasian females. Consequently, the identified
views on the facilitators and barriers to parental provision of a healthier diet for
their children may be less representative of fathers and male caregivers and
other ethnic groups. The use of focus groups also involves limitations. There is
always the potential for some participants to feel intimidated and dominated by
other group members which may impede their ability to share their opinions and
ideas, which may also reduce generalisability of findings.

6.2 Case study 2 - Survey study (Mead et al,,
2021)

Background

Urban agriculture (for example, the growing of fruits and vegetables in urban and
peri-urban areas) may represent a solution to ensure a sustainable food system,
also improving health, well-being, and food security. Urban agriculture
encompasses a broad range of informal and formal food production operations,
from urban allotments and home/community garden growing, to commercial
urban farms. Historically, urban agriculture has been relied upon to mitigate food
shortages during crises, such as war. More recently, evidence suggests that urban
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agriculture may help improve diet quality and reduce food inequalities. There is
some evidence that engagement in urban growing is associated with a healthier
diet; however, the mechanisms that may account for this relationship are not
well-understood. Identifying the drivers of this relationship is important as a
means of informing changes in policy and good practice if urban agriculture is to
be supported as a food systems solution. Theoretically, urban agriculture may be
associated with i) greater perceived access to fruits and vegetables, ii) increased
connection with nature, iii) lower psychological distress, and iv) increased health
and ethical food choice motivations, which may in turn promote improved dietary
quality and health. However, to our knowledge, there has been no empirical
investigation of these potential pathways linking urban agriculture with healthier
diets. Addressing these gaps, the current study used a cross-sectional online
survey to test if proximity to and engagement with urban agriculture is associated
with better diet quality, and what mediates this relationship.

Methods

Participants were recruited from the Qualtrics participant panel and by an
opportunity sample of members of the general public. We aimed to recruit 595
participants. A sample size calculation indicated that 475 participants were
needed for 90% power at alpha .05 (HO, Root Mean Square Error of Approximation
(RMSEA) = 0.01, H1 = RMSEA = 0.08). We increased this by 20% to allow for
attrition. We aimed to recruit 400 participants via the Qualtrics participant panel,
plus 195 participants from the general public to ensure that our sample contained
a mixture of participants who did and did not have experience of urban
agriculture. Participants were eligible to take part in the study if they were aged
18 years or over and based in the UK.

A series of questions to measure participants’ proximity to and engagement with
urban agriculture on a continuous scale. Scores reflected the number of examples
of urban agriculture participants engaged in and the frequency they engaged in
this. Cronbach a value for the measure was 0.851. Diet quality was assessed with
a short food frequency questionnaire, which has been used in previous studies. A
higher total score represents better diet quality. Cronbach a value for the
measure was 0.683.

The survey was delivered through Qualtrics via a weblink. Participants viewed the
Participant Information Sheet and provided informed consent at the start of the
study. Survey completion took approximately 20 min. Participants were offered
entry to a prize draw at the end of the study to win a share of £250 shopping
vouchers as thanks for their time. The study was approved by the University of



Liverpool Health and Life Sciences Research Ethics Committee. Data were
collected in July - August 2019.

A structural equation model was fitted in MPlus, with a Satorra-Bentler correction
for non-normal data. Model fit criteria were assessed, including the standardised
root mean residual (SRMR), the comparative fit index (CFl), the Tucker-Lewis
Index (TLI), and the root mean square error of approximation (RMSE).
Unstandardised regression coefficients and 95% Confidence Intervals (Cl) are
reported. Data from participants who were missing values for any of the key
variables of interest were removed from the dataset. The study protocol and
analysis plan were preregistered on Open Science Framework.

Results

Six hundred and twenty-four participants reached the end of the survey.
Following removal of incomplete and improbable responses, the sample available
for analysis was N = 583. Participants had a mean age of 42.75 years (SD =
15.71, range 18-86 years).

The structural equation model provided an acceptable fit of the data (SRMR =
0.070, CFl = 0.964, TLI = 0.942, RMSEA = 0.058). The direct effect of urban
agriculture engagement and proximity on diet quality was not significant.
However, greater urban agriculture engagement and proximity was associated
with greater perceived access to fruits and vegetables, health-related food choice
motivations, ethically-related food choice motivations, and nature connectedness.
Contrary to expectations, however, greater urban agriculture engagement and
proximity was associated with greater psychological distress.

Discussion

This study explored the association between proximity to and engagement with
urban agriculture and diet quality, and whether this relationship is explained by
one or more mediating factors. Results indicated that greater proximity to and
engagement with urban agriculture is associated with greater perceived access to
fruits and vegetables, health and ethical-related food choice motivations, nature
connectedness, and, unexpectedly, greater psychological distress.

The cross-sectional nature of these data limits our ability to make any causal
inferences regarding the relationships between urban agriculture, diet and
mediating factors. We acknowledge that without longitudinal, intervention-based
assessments, this evidence base is still lacking and our study is limited in its
ability to address methodological shortcomings. Furthermore, we used a brief,
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self-reported proxy measure of dietary quality and the Cronbach a reliability score
for this scale was not optimal. Explicit assessments of food intake and food choice
are needed to confirm such causal relationships. We also developed our own
measure of proximity to and engagement with urban agriculture as there was no
pre-existing measure in the literature that would be suitable for our analytic
approach. Further work is now needed to validate this tool to ensure it is an
accurate reflection of participants’ proximity to and engagement with urban
agriculture. Finally, our sample is comprised of mostly white, female participants
who are in some form of employment. This limits the generalisability of our
findings and future work should seek to include a more diverse sample of
participants.

6.3 Case study 3 - Behavioural intervention trial
(Breathnach et al., 2022)

Background

Excess weight increases morbidity and mortality. Biological, behavioural, societal,
and environmental factors interact leading to positive energy balance and excess
weight. Prompting consumers to swap their initial food and drink selections for
lower-energy alternatives while shopping may help bring energy intake into line
with public health recommendations. Swap-based interventions have been tested
in experimental settings and the results show reductions in both the saturated fat
and salt content of grocery baskets. More recently, offering swaps was shown to
reduce the energy content of snacks and drinks ordered in an experimental online
canteen. This study also found that accompanying swaps offered with physical
activity calorie equivalent (PACE) information, indicating the amount of energy
contained in a food or drink and the amount of physical activity that would be
required for it to be expended (for example, “How about a swap? Save [x] calories
= [y] min walk”), significantly increased the likelihood that a swap offered would
be accepted when compared to offering swaps with no specific information (for
example, participants were simply asked: “How about a swap?”). The provision of
PACE information also increased intervention acceptability ratings. These findings
indicate that providing easily interpretable or tangible information when offering
lower-energy swaps for snacks or drinks increases their acceptance.

However, little is known about (a) whether lower-energy swaps offered across a
full canteen menu, including items such as hot meals or sandwiches, would be
accepted; and (b), if swaps are accepted, whether consumers immediately
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compensate for energy reductions (for example, by ordering more items and thus
more energy) across their whole meal. Although field trials are considered the
gold standard method of investigation, they are costly and challenging to
conduct. Given the lack of research on swap-based interventions in canteen
settings, we decided to use a field-lab hybrid study to perform an initial
investigation of the potential effectiveness of the interventions which could be
used to inform a future field trial. The aim of this study was to test the effect of (i)
offering lower-energy swaps, and (ii) offering lower-energy swaps with a PACE
message on the total energy of items pre-ordered for lunch within the context of
an experimental online workplace canteen. We hypothesized that the Swap +
PACE intervention would be more effective than offering swaps alone.

Methods

Study design and setting: Field-lab hybrid studies are hypothetical choice
experiments usually delivered via online platforms that mimic real-world plausible
scenarios. While they are not as tightly controlled as traditional lab experiments,
nor do they test ‘real’ choices like field trials, they permit the testing of variables
that would be difficult to examine in a field trial due to the pragmatic constraints
that real-world settings inevitably impose.

This pre-registered (AsPredicted ref: 56358), three-arm, randomised controlled
trial was conducted in an experimental online canteen developed using REDCap,
a web application for data collection. The website was designed to simulate an
online pre-ordering system for a real-world workplace canteen. An online canteen
pre-ordering system is a website which displays the canteen’s menu and allows
employees to place their lunch order in the morning for collection later that day.
Participants were able to hypothetically order their lunch from 6 menus
containing a selection of main hot meals (n = 3), jacket potatoes (n = 10), soup &
sandwiches (n = 15), sweet snacks (n = 18), savoury snacks (n = 20), and non-
alcoholic drinks (n = 18) based on the menus of a real-world workplace canteen
with whom we partnered. In the real-world canteen, main hot meal options (n =
3) change on a daily basis. Participants were randomly assigned to view and
choose from the main hot meals for 1 of 5 different days to reflect this. The
CONSORT checklist was used in the design and reporting of this study.

Participants: In February 2021, participants were recruited through Prolific
Academic, an online participant sourcing platform. To be eligible for the study,
participants had to be =18 years, a UK resident, speak English fluently, and be in
full or part-time employment. Those following restricted diets, for example,
vegetarian or dairy-free, were ineligible, as this would affect the acceptability of
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swaps offered. Interested participants were asked to confirm their eligibility, read
the information sheet, and provide consent.

Randomisation and blinding: Simple randomisation (1:1:1) was performed using
Predictiv. Participants were randomised to both a trial arm (1 of 3) and a menu (1
of 5), meaning that participants were evenly allocated to 1 of 15 groups. To do
this, the platform allocated eligible participants a random integer between 1 and
15 representing the 15 conditions. While investigators were not blinded to
condition, they were not able to manipulate any study parameters following the
initial study set up, as all study procedures were automated.

Online ordering task: Following randomisation, participants were directed to
REDCap where they were asked to indicate their current subjective feeling of
hunger. Participants were then asked to imagine they worked for a company that
had a pre-ordering website for their canteen and to order their lunch for the day
using the website. They were asked to make choices that were in keeping with
what they would typically have for lunch during their working day. Lower-energy
swaps were automatically offered for originally selected menu items, if a suitable
alternative was available. Participants placed one order only and did not pay for
this order. Upon completion, participants were debriefed and reimbursed with
£0.50.

Swaps offered were pre-determined by the research team using the criteria
outlined in this section. The criteria for main hot meals differed to the ones in all
other menus. Regardless of the menu, to qualify as a swap, the alternative had to
contain at least 50 kcal less than the originally selected item, because a minimum
of 50 kcal reduction per-person per-day has been identified as being clinically
relevant. Participants were randomly allocated to one of the following groups: 1)
Control: No swaps offered; 2) Swaps: Swaps offered were accompanied by the
message: “How about a swap?”; 3) Swaps+PACE: Swaps offered were
accompanied by the message: “How about a swap? Save [x] calories = [y] min
walk”.

Measures: After placing their lunch order, participants completed a brief exit
survey to explore the acceptability of the intervention and record participant
information (sex, age, ethnicity, and education along with height and weight for
the calculation of body mass index (BMI). The Scottish Physical Activity Screening
Questionnaire (Scot-PASQ) is a validated scale and was used to assess whether
participants were meeting physical activity guidelines. A shortened 3-item version
(Cronbach’s alpha = 0.81) of the Dietary Intent Scale, was used to measure
dietary restraint. Acceptability was assessed by asking participants how



acceptable they felt it would be for their employer to (a) implement a pre-
ordering system for their workplace canteen and (b) offer them swaps for their
food choices (only those in the intervention groups). Response options were on a
scale from 1 (completely unacceptable) to 5 (completely acceptable).

Primary outcome: The primary outcome was the total energy (kcal) of items
ordered by each of the three groups, controlling for the energy content of the first
item ordered.

Sample size: We aimed to recruit 2,214 participants. With 80% power, this would
allow us to detect a 35 kcal difference at an alpha level of 0.05 (an uncorrected
analysis) or a 40 kcal difference at an alpha level of 0.016 (Bonferroni). We
applied the Benjamini-Hochberg (BH) correction where the alpha level required
was between these two bounds. While a 50 kcal reduction would be a clinically
relevant energy reduction for adults, we powered the minimum detectable effect
size to 35-40 kcal, because we expected the relative effect between the
experimental groups to be smaller than the effect between the experimental
groups and control. Baseline energy estimates (mean = 423 kcal, SD = 236) were
taken from a pilot randomised controlled trial conducted in 6 workplace canteens
across the UK.

Statistical analysis: Participants had to order at least one food item, not order
from all menus (because this was deemed as an implausible lunch order), and
checkout to be included in the analysis. The 19 participants (1%) in the
intervention groups who were not offered any swaps, because they selected the
lowest energy menu items in all the categories they ordered from, were included
in the analyses.

The primary outcome (energy ordered) was analysed using analysis of covariance
(ANCOVA). This analysis was pre-registered as ANOVA but ANCOVA was used to
control for the energy content of the first item ordered because that was the
baseline value of our dependent variable. We controlled for the energy of the first
item a participant ordered because we wanted to control for the initial choices
participants made but after the first choice their subsequent choices may have
been influenced by previous swaps offered.

Results

Invitations were sent to a random subsample of a pool of 17,773 eligible panel
members. Of those invited, 2,477 participants consented and were equally
randomised to 1 of the 3 groups. Of those, 2,150 (86.8%) participants followed



the instructions, completed the study, and, thus, were included in the analysis.
Participants were on average 36.8 (SD = 11.6) years old. Just over half (54.3%)
were female, 80% identified as white, and 51% had completed tertiary-level
education.

Participants ordered on average from 3 (SD = 0.91) menus. The average energy
content of lunches ordered was 781 kcal (SD = 315 kcal, range: 226 to 2,226
kcal). The average energy content of final lunch orders was significantly lower in
both intervention groups when compared with control [control mean = 819 kcal]:
swaps -47 kcal [95%CI: -82 to -13, p = 0.003]; swaps + PACE -66 kcal [95%CI: -
100 to -31, p < 0.001]. The difference in the average energy content of final
lunches ordered between intervention groups was not statistically significant [-19
kcal, 95%Cl: -53 to 16, p = 0.591].

Discussion

The aim of this study was to test the effect of (i) offering lower-energy swaps, and
(ii) offering lower-energy swaps with a PACE message on the total energy of items
pre-ordered for lunch within the context of an experimental online workplace
canteen. Offering lower-energy swaps significantly reduced the energy content of
lunches pre-ordered compared with not offering swaps. Although accompanying
swaps offered with PACE information significantly increased swap acceptance
relative to when this information was not provided, it did not significantly reduce
energy pre-ordered.

Strengths and limitations

This study used a randomised design and recruited a large sample of employed
adults that broadly matched the distribution of the UK population in terms of sex,
ethnicity, and education. Participants were randomised to see 1 of 5 different
menus, meaning that swaps were offered for 15 different main hot meals. This
menu variety helps to increase the generalisability of our findings. By partnering
with a real-world company and simulating a pre-ordering website using their
canteen menus, this study was able to test the effect of offering lower energy
swaps for lunch time meals in a similar manner to how choices would be made
when using an online canteen in real life. Qualitative research with employees of
the partner organisation informed swap choices and intervention delivery.

The primary limitation of this study is its hypothetical nature. Participants made
imaginary choices and were not required to spend their own money. The
experimental nature of this study means that effect sizes observed in real-world
settings may be smaller than those reported here. Given the nature of the sample



(professional survey takers), it is possible that the results may not entirely reflect
the behaviours of the general population. While the demographic characteristics
of panel members sampled broadly matched those of the general UK population,
little is known about the generalisability of the study findings outside of the UK.
Self-reported height and weight measures to calculate BMI may also have been
influenced by social desirability bias. Although the measure of dietary restraint
was based on a validated scale, due to time constraints, a shortened unvalidated
version was used, which still maintained a high Cronbach’s alpha (a = 0.81). Our
analysis was in available cases. Although imputing data for non-completers may
have slightly attenuated our estimates, the proportion of missing data was
relatively small (13%) and therefore any such biases are unlikely to affect the
interpretation of the results. Finally, total energy intake at baseline may have
been an effect modifier, but we did not measure it due to well-known limitations
of existing methods. However, we did not find any evidence that the effect
depended upon hunger, dietary restraint, physical activity level, or BMI (a
reasonable proxy for energy balance), so such effect modification of total energy
intake, if it exists, is not likely to substantially modify intervention effects.
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