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Abstract

Antenna arrays have gained significant interest in millimetre-wave communication sys-
tems as an enabling technology to achieve higher capacity and mitigate the high propa-
gation loss. Such arrays with a large bandwidth need to be efficiently calibrated to
maximise their performance. An antenna array calibration method based on a stochastic
approximation algorithm and simultaneous perturbation has been developed and the
procedures to implement it in both frequency and time domains have been presented.
The approaches to define objective functions and establish gradient approximations to
fulfill a successful convergence for acquiring calibration coefficients in both domains have
been explored. In the time domain implementation, only a fraction of the measurement
time was required to calibrate an antenna array of ultrawide bandwidth compared with
other methods using a perturbation technique. The effectiveness of the proposed method
has been validated via numerical experiments in both domains.

1 | INTRODUCTION

Wideband arrays have become increasingly more imperative in
modern mobile communication systems since the 5G and
beyond networks operate in multiple frequency bands, that is,
1-6 GHz and the millimeter-wave (mmWave) bands [1].
Furthermore, the number of antenna elements in arrays has
been rising to perform massive multiple input multiple output
technique [2, 3]. In order to maximise the performance of
antenna arrays, the phase of each element has to be calibrated
[4-6]. Traditionally, calibration is carried out in the frequency
domain, where the radio frequency field in front of the array is
physically sampled in half-wavelength increments [7]. This
tends to be extremely inefficient for wideband arrays. In
patticular, for arrays with large apertures, the facilities and
techniques involve a significant capital cost and concern
practical capability in remote locations.

A variety of algorithms have been developed to calibrate
antenna arrays. They are the rotating-element electric-field
vector (REV) method [8-10], mutual coupling measurement
(MCM) method [11-13], self-calibration method [14-17], and
perturbed calibration method [18-20]. All these methods
perform phase shift calibration in the frequency domain. It is
noted that the REV method is inefficient for large-scale arrays,
and the MCM has a strict requirement on isolation between the
array elements. Self-calibration is difficult to be implemented in
practice as it requires pattern measurements. Calibration
through perturbation appears to be more efficient for large-
scale antenna arrays with wide frequency bandwidth.

The stochastic approximation (SA) algorithm was used in
this study to resolve the phase and time delay deviation caused
by imperfect conditions in antenna arrays. The SA algorithm
has a significant advantage in the optimisation and estimation
of multivariable problems. The corrections of phase shift or
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time delay needed for calibrating can be regarded as the vari-
ables in the SA algorithm. There are several perturbation
scenarios for the SA algorithm, such as one-side perturbation
(1SP), two-side perturbation (2SP), and simultaneous pertur-
bation stochastic approximation (SPSA). These perturbation
scenatios achieve different accuracy levels and involve varied
complexities. There are M and 2M measurements needed in
each iteration in the 1SP and 2SP methods, respectively, when
M is the number of elements in the antenna atrray, whereas it
only requires two measurements in each iteration using SPSA.
All of these methods are effective in multiple variables opti-
misation. Therefore, the SA algorithm is considered an effi-
cient method and has been widely developed in phased
antenna array calibration in the frequency domain.

Perturbation methods are widely applied in searching for
gradients from noisy measurements. Cantoni first applied
orthogonal perturbation in the calibration of antenna array
system [21]. Afterwards, Godara improved the least mean
squares algorithm to estimate the required gradients [22]. Both
require phase-voltage information, which is difficult to obtain
in practice. SA algorithm proposed by Spall can overcome the
limitation by estimating the gradients through random pet-
turbations [23-26]. Spall's algorithm makes it more convenient
to solve various problems in practice, for example, calibration
problems of large phased antenna arrays.

Calibration in the frequency domain requires numerous
probe scanning procedures to draw calibration coefficients in a
sequential order. To reduce the number of measurements in
the frequency domain, Djigan further developed the adaptive
algorithm for antenna array calibration [19]. The Four-Phase-
Cycle (FPC) method has been implemented by Sorace [20] and
Wang [27]. More recently, Three-Phase-Cycle has been pro-
posed by Long [28] with only 2M (M is the number of ele-
ments) measurements requited. Comparisons between the
methods mentioned above have been listed in the Table 1.
Nevertheless, for wideband arrays, the efficiency of calibration
in the frequency domain is low, as the value for phase
correction obtained from the algorithm is derived from a single
frequency and becomes inaccurate for other frequencies.

For large wide band arrays, it is more efficient to perform
the calibration in the time domain. This can be achieved by
determining the time delay adjustments required to account for
all distortions in the channels for all elements. The resolved
time delays for calibration can be applied to the whole

frequency band instead of performing the calculation at
different frequencies. However, the calibration methods in the
time domain are rarely reported due to implementation diffi-
culties involved.

To eliminate distortions of the phase shifts in the fre-
quency domain or incoherent time delays in the time domain,
the calibration problem can be turned into secking optimal
values for multiple variables in a system. SA is an effective
method to seek the optimal values for multiple variables while
the critetia is to reach the minimum value for a customised
objective function [25, 29]. A crucial step in the SA algorithm
is to make use of the gradient (measured or approximated) of
the objective function to move towards the convergence
condition. The gradient-free SA algorithm has an advantage,
since it only requires the measurement of the objective func-
tion, with no need to measure gradients. The adaptive simul-
taneous perturbation approach is improved by Spall based on
the SA algorithm, estimating the required Hessian matrix (or
Jacobian matrix) for root finding, making the method more
practical [26] than the initial SA algorithm. Furthermore, many
approaches have been established to make gradient approxi-
mations from measured values of the objective functions that
are easier to be obtained. The approximated gradients can be
used in three different ways to establish perturbations after
mentioned in Refs. [24, 30]. Convergence can be reached for
each approach but the total number of measutements needed
vary significantly.

The proposed method was based on the SA algorithm with
simultaneous perturbation [23, 24|, and it has been developed
in both frequency and time domains for different applications.
The detailed steps were presented and their performances were
verified with numerical experiments. One significant advantage
of the proposed method is that it needs only two measure-
ments in each iteration despite the number of elements in the
array. It is highly promising for large-scale arrays for example,
square kilometre array. The successful implementation in the
time domain makes it attractive for antenna arrays with a very
large frequency bandwidth such as in millimeter and terahertz
applications.

In particular, the accuracy level of the methods is strongly
dependent on the convergence condition adopted using the
objective function at each iteration. The objective functions to
apply SA algorithms for antenna array calibration were devel-
oped. Two different objective functions were defined to

TABLE 1 Calibration methods based on

. . . Phase adaptation
adaptation or perturbation technique

Domain Measurement Notes

Adaptive algorithm [18, 31]
Perturbation algorithm [19]

FPC(Four-phase-cycle) [20, 27]

Three-phase-cycle [28]

Frequency domain Power 6 (M-1) + 2 measurements

Frequency domain Power 6 (M-1) + 1 measurements
Frequency domain Power 4 (M-1) measurements

Frequency domain ~ Amplitude 2M + 1 measurement

MEP (Phase-toggle method) [32, 33] Frequency domain  Amplitude, phase M measurements
gg q y p p

Fast measurement technique [34]

Frequency domain Power 7.5 M measurements

Note: M is the total number of elements in the array.
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implement the algorithms in frequency and time domains,
respectively. In the former case, we calculated the loss function
based on power measurement, whereas the correlation coef-
ficient was used for the latter. The strategy to establish the
objective functions for a high performance calibration was
presented.

This paper is structured as follows: Section 2 describes the
basic principle of the SPSA and the specific gradient approx-
imation method for the wideband phased array calibration.
Section 3 presents the experiments and results of array cali-
bration in both frequency and time domains. The performance
of the proposed method was compared with other calibration
methods that involve a perturbation technique. Section 4
summarises the characteristics of the proposed calibration
method and gives useful guidelines to implement the method
more effectively. Finally, Section 5 concludes this paper.

2 | CALIBRATION METHODS BASED
ON PERTURBATION

Calibration is to compensate distortions by seeking optimal
coefficients for multiple independent variables in a system. For a
system with a single variable, the optimal point is where the
derivative of the objective function with respect to the param-
eter to be optimised is zero. The gradient represents the
magnitude of the derivative. Hence, the calculation of the
gradient is crucial to locate the optimal point for the objective
function. Meanwhile, for some types of situations, such as array
calibration, there is no explicit expression to be used to calculate
the derivatives. Therefore, the gradients cannot be calculated or
measured directly. The approximation of gradients becomes
necessary to reach convergence.

Assume L(x) is a continuous function of the variable x, and
the derivative concerning x at the point x = a, then the
functon L(x) has the steepest descent at the direction that
produces the largest local change in the loss function; hence

b=a-yAL(a) (1)

where a is a guess value for x, y is the step size (y > 0, often a
constant), AL(a) is the derivative of the function L(x) when
x = a, and b is the new estimate of the best value for x towards
the minimum point of L(x).

When y > 0 exists, then L(a) > L(), for a series of values
for the variable x starting from xo, X1, X2, ..., which satisfies

Xn1 = Xn — YAL(x,) (2)

where 7 is a positive integer, and the following condition be-
comes true:

L(xg) 2 L(x1) 2 L(x2) > -+ (3)

the L (x,,) tends to converge to its minimum when 7 incteases
to a large number. This method, which is based on gradient
calculations to find the optimal value, is suitable for a problem

where the expression is known as a function of the variable and
there is only one variable to be optimised. But for the question
of antenna array calibration, there is a large number of un-
known parameters to be determined. Hence, this equation with
one variable has to be expanded to include more variables.
However, it is difficult to precisely calculate the gradients for
many variables in practice. The methods based on gradient
approximation (or gradient-free) have been developed to solve
the problems. The approximated gradient vector is then
introduced as follows:

AvLy(-) = [&(k) (k) -+ gy (k)] (4)

where g, (k) is the estimated partial gradient of L (-) for the nth
variable at the kth iteration, and V represents the vector of
parameters to be optimised.

There are mainly three scenarios to establish the approxi-
mated gradients for a multivariable problem. The main dif-
ference between these three scenarios is how to apply
perturbation. In scenario 1, each variable is perturbed sepa-
rately at each iteration towards one direction, and the gradient
is then approximated accordingly, which is called one-side
perturbation (1SP). Two-side perturbation (2SP) has been
described in scenario 2, and in iterations for optimisation, each
variable is perturbed likely in two opposite directions.
Compared with the 1SP case, 2SP has a greater perturbation
range, hence more measurements are required. In the scenario
3, the simultaneous perturbation is applied incorporating sto-
chastic approximation. In this scenario, all variables vary
simultaneously towards two possible directions. A vector A,
whose elements follow a Bernoulli distribution as positive or
negative, determines all perturbation directions for each vari-
able. The equations of gradient approximation for these three
scenarios are as follows:

Scenario 1, one-sided gradient estimation:

(k) _L(vy, ..., va(k) £6, ...;—L(m, s Un(k), ) )

where k is the iteration number, v,,(k) is the value of the nth
variable at the kb iteration, and § is the coefficient for change.
Scenario 2, two-sided gradient estimation:

L(vi,...,v,(k) +6,...) = L(vy, ...
26

Jon(k) = 5,...)

8 (k) =
(6)

where the value of v,, changes towards two directions at each
iteration for gradient approximation.

Scenario 3, gradient estimation based on simultaneous
perturbation:

AL _ LV + ) - L(V — A )
2¢, ’

where Vis the vector representing the generated values for
parameters to be optimised, k is the iteration count, Ay is a
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vector with M elements and each element is a random number
of plus or minus one, and ¢, is the magnitude of perturbation
at each iteration.

A sequential gradient estimating process is followed in the
first two scenarios. Scenario 2 is more stable than scenatio 1 to
reach convergence successfully; however, 2M probes are
needed for measurements in the scenatio 2, whereas M probes
are required in the scenario 1. In order to reduce uncertainty
during the long probing process for arrays with a large number
of elements, a minimum number of measurements hence
shorter period of time for measuring are desired for calibra-
tion. Simultaneous perturbation demonstrates its advantage,
with only 2 measurements required at each iteration, and thus it
takes less time for measurements in each iteration. However, it
may potentially need more iterations than the two-sided
gradient estimation method to reach convergence. These
characteristics are addressed in the following sections.

Figure 1 illustrates the overview diagram on how to apply the
SPSA algorithm to solve the array calibration problem. The
random phase shift or time delay in each element channel caused
by imperfect conditions can be estimated by implementing the
proposed method. The phase variation caused by the relative
positions of the elements can be calculated according to the
direction of arrival of the received signal, the distance between
elements, and the frequency. Initially, it is assumed that the
element spacing is uniform and the distance between two adja-
cent elements is d, and d is equal to a half wavelength of the
frequency to be calibrated. The angle of arrival is @ off the
broadside, so the time delay difference between the element 72

Wavefront

At:dsin(H)/&

The variations due to

& & &l - Eu - position
Do not need calibration
n 7 ” . ™ <4—— The random variations

due to imperfection
To be calibrated

o~

The
Algorithm

A

h 4

Measurement

}7

FIGURE 1 Calibration of antenna arrays adopting the simultaneous
perturbation technique

and the reference element is (m — 1)dsind/c, m is the element
number, and c is the speed of light. Accordingly, the phase dif-
ference due to element spacing is 2w(m — 1)dsin@/4 and A is the
wavelength of the corresponding frequency. The phase shifts or
time delays due to element spacing are represented by the vector
E=[& & &y ], where M is the total number of ele-
ments of the array. The vector variabley = [y, v, - 7y]
represents the random phase shifts or time delays in the element
channels, and they are the values to be calibrated out and un-
known to the algorithm. 7y, 75, ..., Tas are the values for cali-
bration generated by implementing the SPSA algorithm. At the
beginning of the optimisation process, vector T=[7; 17,
-+ 1] was generated randomly, and then the 7 was renewed in
each iteration until the convergence condition was met. The
7 generated for the last iteration is considered as the optimal
value to cancel the distortions represented by y. Vectors ¥y and ©
represent phase variations while making calibration in the fre-
quency domain and time delay distortions in the time domain.
The array calibration is completed by compensating the distor-
tions represented by ¥ with the estimated T from the algorithm,
and T* takes the value of T when the convergence condition is
met. So the objective of the algorithm is to find the optimised
values for 7%, and it consists of approximated values to represent
the distortions in the element channels.

The efficacy of implementing the simultaneous perturbation
method both in frequency and time domains were evaluated,
respectively. In the case of the frequency domain, the random
phase shifts in element channels are considered as variables to be
optimised. On the other hand, in the time domain, the time delay
distortion caused by imperfect receiving conditions is defined as
variables to be optimised. The effectiveness of the proposed
method was evaluated by comparing the intrinsic random dis-
tortions with the approximated values from the algorithm.

2.1 | Simultaneous perturbation stochastic
approximation

Simultaneous perturbation stochastic approximation is efficient
in optimising multivariable problems. However, it cannot be
generalised in a unified form for all possible applications. We
adapted the SPSA algorithm to make it viable specifically for
antenna array calibration problems as presented in Algo-
rithm 1, and the main steps are summatised as follows:

Step 1. Initialization and Coefficients Setting: @, ¢ and the
convergence threshold. Generate a random vector Ty,
let £ = 0. The updating step of an approximated phase
shift or time delay is determined by @, and the range of
perturbation is determined by c.

Step 2. Generation of the Vector for Simultaneous Perturba-
tion: Generate an M-dimensional random perturba-
tion vector, Ayg; it is independently generated from a
zero-mean probability distribution satisfying the con-
ditions in Ref. [23]. A simple choice for each
component of A is to use a Bernoulli £1 distribution
with a probability of 1/2 for each +1 outcome.
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Step 3. Measurement on Loss Function: Obtain two mea-
surements of the loss function L(-) based on the
simultaneous perturbation around the 7 : L(%
“+cAy) and L(%, — cAp) with the ¢ and Ay, from Step 1
and 2.

Step 4. Gradient Approximation: Generate the gradient
£1.(71) based on the simultaneous perturbation:

Ay
L(‘i’k +CA/€) —L(‘i’k —CAk) A;lz
2¢ :

8:(T) =

-1
Ak,/’l/[

Step 5. Updating the estimate, 7;: Use the standard stochastic
approximate form as

Ty = T — 2a8, )

to tenew 73 for the following iteration.

Step 6. Repeat or Terminate: If the L(7}) is less than the
convergence threshold, terminate the algorithm and
let T, = 7}, otherwise go back to Step 2.

In Step 6, T¢ consists of the estimated values from the
algorithm and it is used for calibration.

Algorithm 1 Antenna Array Calibration Methods
based on Simultaneous Perturbation

Input: parameters M, s
Output: t*

1: Assign values to the perturbation
constants, a, ¢ and the convergence
threshold

2: Generate the random variables in
channels, v; it represented phase shift
or time delay distortion in the
imperfect channels. It is to be
calibrated out using the SPSA algorithm

3: Generate the ideal signal while the
channels are perfect, Speax

4: Measure or calculate the loss function
before calibration, Lg

5: Make the first guess on the variables in
each channel, 74, let k=1

6: while the loss function L(%x) does not
satisfy the convergence threshold do

7 Generate the vector for simultaneous
perturbation, Ay
8: Obtain the measurements L(Ty + cAy),

L(Tx - cAy) respectively
9: Calculate the approximated gradient
vector for the current loss function

generation in the kth iteration
depending on the two measurements
L(Tx + cAy), L(Tx — cAy), the gradient
A*l
k1

3 ; N
; ~ (o L Ay)-L(T) - cA
vector is, §,(tx) = (tx+c k)2c(1'k chy) k,2

A
10: Calculate the variables adjustment
matrix for the next iteration,
%k+l = 'Al'k - aék(%k), let k=k+1
11: return Variables offset for each
channel, ™ 2 14

2.2 | Perturbation in the frequency domain
For a signal of continuous wave impinging on the broadside
array with an angle 8 off the boresight, the received signals by
each element can be expressed as follows:

Sm :Ame_i(‘f’"”m) (10)

where &,, = 2m(m — 1)dsinf/A is the phase shift for the
element number, m, with respect to the reference due to
spacing, and the element number 72 = 1 is taken as a reference
and its intrinsic phase &; = 0; the spatial phase shifts for the
elements are presented as &, = 2wdsind/A, &3 = 2mw(2d )sind/ 4,
-, and &y = 2w(M — 1)dsin@/A. A is the wavelength, and d is
the interelement spacing. y,, represents the random phase
shift generated in the system for the mth element channel
and is the distortion to be determined. In (10), A,, represents
the gain for the element 7, and @ is the angle of arrival off
the boresight. The signal received at ecach element is
5 :Ale_i(51+71), 5 :Aze—i(§2+72)’ s :AMe_i(éM‘H'M))
and the signals from all elements before combining can be
expressed by a vector,

s=[ss s - syl (11)

Phase perturbation is introduced in the signal channel for
cach element, ¥y, 1, Wi, *+, Weur, R s the iteration number,
and the corresponding effects in the element channel can
be treated as applying weights before combining in the
array receivet, Ve @Wra ... eWrur they can then be repre-
sented by

W= |:€i'/7k.1 eili/k-z

. @rat | (12)

And the optimum values of the phases in the channel for
correction are realised through iterations indicated by

Wit = Wi = 2478 (13)
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where W, = |:l/A/k,1 Wi+ VA/kSM} is the phase perturbation

introduced in the element channels, the change step of phase in
each element channel between adjacent iterations is controlled
by the approximated gradient, and g, is a vector consisting of
gradients towards convergence, and at the kth iteration,

A,;fl
o Le(in ) = Le(Wn = o) | A
k (Wk) o 2Cf : 1

S
AYH
(14)

Therefore, the combined signal at the array output is
given by

V=s-wl. (15)

The criteria for convergence of the algorithm based on
perturbation is to maximise the power at the array output,
defined by P =E{|V|*}; this can be achieved by repeating
iterations until the convergence condition is satisfied, and the
objective function for convergence is defined as follows:

Li=1—-—" 16
f Ppcak ( )

whete the Py, is the measured power of V, the combined signal
at output at the kth iteration, with perturbed phase shifts
applied in element channels. P,
the combined signal at the array output, which is generated in

cak 18 the maximum power of

the antenna array with a hypothetically perfect receiving con-
dition. The distinction of the simultaneous perturbation tech-
nique compared with other conventional approaches is that the
gradients for all channels (tepresented by the vectot, g) are all
approximated simultaneously instead of in a sequential order.

In each iteration of the algorithm, the value of the loss
function, Ly is renewed and compared against the value
assigned as the convergence condition. The iteration loops
keep running until the value of Ly meets the convergence
condition.

When the loops of the algorithm terminated, the vector y*
is obtained and used to compensate the phase shift distortions
caused by the devices, temperature, or other factors. A cali-
brated phased antenna array can be acquired by using the
corresponding elements in y* to cancel out the phase distor-
tion in each element channel.

2.3 | Perturbation in the time domain

In the case of time domain, the signal from far field impinging
upon the array is assumed as a short pulse, and it is defined as
follows [35]:

[~
o

sit)=— ¢

4, /271'0127

where 6; denotes the variance of the Gaussian pulse. The signals

N
19|

(17)

received by array elements in response to the short pulse with an
incidence angle of € off the botesight ditection for a broadside
array can be denoted by $1(f) = s (t + & + y1), $:(f) = s
(t+ &+ 72), -, Su(t) = s (E+ Epp + yag). M is the number of
elements consisted in the antenna array. £, is the time delay for
the mth element due to relative distance to the reference
element. And the intrinsic time delay, 7,,, represents the random
time delay produced in the array system within the 72th element
channel and is the coefficient to be calibrated out, and 72 is the
antenna element number. Accordingly, the signal received at the

2 1ns2
mth element before calibration is s,,(t) = Ame_(t+§m+ym) 120,

and A,, is the amplitude of the signal. The generated signal in the
kth iteration for the mth element in calibration process can be
expressed as follows:

Sm(£) :Ame—[t+§m+(7m—fk.m)] /20,5, (18)

Tp m is the perturbed time delay for the 72th element channel at
the kth iteration, which corresponds to the 7, in the flow chart
indicated in Figure 1, and 7, = [%/e,l Tpyq o %/e,M]~ The
received signal at the output is the sum of all channels when
the 7;, is applied, which can be exptessed as follows:

M
sk:Zsm(l‘). (19)

The gradient in each iteration is approximated by

A
A L7, + c;AL) — Li(T — A AL
g/e(T/e): t( k t k)zcl t( k 3 /e) :k,Z

-1
AkM

then the 7p, is derived according to Equation (9) for the
following iteration:

Tpy1 =T — 24,8, (21)

The loss function for calibration in the kth iteration in the
time domain is defined by

L, =1-RCy, (22)

where Ry, and C, can be respectively calculated by

Py
Ry=—"*_ 23
o (23)

Zfzv:l [S/e(n) - gk] [Speak(l) - 3peak]

VI [st(n) = 51/ [Spene() = Spea]”
(24)

Cr=
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where N is the length of s; and S;,c,, which is determined by
the sampling time range 7T and sampling interval dt, N = T/
dt + 1. 5, and Speak tepresent the means of Sp and Speax
respectively. Speac means the measured combined signal at the
array output. S,c,c denotes the ideal signal without intrinsic
time delays and with the maximum output powet. Ry, is the
ratio of the power of S to Spea, and Gy is the correlation
coefficient between §, and Speu. The power of s, Py, is
measured at the output of the antenna array during the cali-
bration, and the power of Syear, Ri and Cy, are calculated.

Once the value of the loss function satisfies the conver-
gence condition, the algorithm terminates. 7+ takes the values
of 7, from the last iteration, and is used for calibration.

3 | THE EXPERIMENTS AND RESULTS

In order to illustrate how to implement the proposed algorithm
in practice, an antenna array consisting of 16 elements was used
for the numerical experiments both in frequency and time do-
mains. Two types of signals (continuous wave in the frequency
domain and a short pulse in the time domain) were adopted and
they were hypothesised impinging on the array with a designated
direction of arrival. The arrays for the experiments were in a
linear configuration with the element spacing of half a wave-
length at 1 GHz. The method can be easily applied to other array
configurations as the algorithm deals with random distortions in
the system where the fixed changes to the phase shift or time
delay associated with array configurations and relative separa-
tions were assumed to be known.

3.1 | The experiment in the frequency
domain

In the settings for the frequency domain experiment, random
phase distortions were introduced in the element channels, and
then the algorithm was implemented following the steps pre-
sented in Section 2.2. The total number of elements was M = 16,
and the coefficient constants for the algorithm were chosen as
ar = 0.001, and ¢y = 0.05. The 4y largely determines whether
the convergence can be achieved, and the ¢ywas a factor related
to the speed for reaching convergence and accuracy of the al-
gorithm. In this experiment, the 4y was estimated to be 0.001 to
ensure a successful convergence; we optimised ¢y through re-
cursions and found that ¢z = 0.05 was the optimum value to
fulfill convergence with a minimum number of iterations. The
introduced intrinsic phase distortion for the mth element
channel, y,,, was restricted in the range of [0, 90] degree and the
vector representing the phase distortions in all element chan-
nels, ¥, was generated following the Gaussian distribution:
[28.8656, 59.3298, 34.1426, 86.7745, 50.2198, 14.3354, 44.9314,
39.6659, 86.1213, 48.478, 8.2334, 4.3258, 4.3258, 36.3771,
78.2317, 64.1999, 45.3267] degree. On implementing the algo-
rithm, the initial guess on the phase distortions for correction, ¥,
was generated with its components in the same range and fol-
lowed the same distribution. The interelement spacing, d, was

half a wavelength at 1 GHz, with the angle of artival @ = 30° off
the boresight, and the phase shifts for the array elements related
to spatial locations were §; =0, &, = 0.5m, &=, -, &1 = 8.
They were parts of total phase change in each channel but were
removed during calibration. In order to eliminate influence from
path losses, which is out of scope of the study, the amplitude of
the received signal A,,, was assumed as 1.

In the process of calibration, at each iteration, the esti-
mation on phase for the next iteration was calculated by using
the estimated phase at the current iteration and an approxi-
mated gradient. The gradient was calculated following the
description in Section 2.2. Once the phases for all element
channels were determined, the combined signal V at the array
output was calculated by

V=s-wl. (25)

In searching for the optimal phase values for cotrection, 7y,
was renewed at each iteration until the L, satisfied the
convergence condition. Three convergence conditions were
used to examine the accuracy level when the convergence
threshold was 0.1, 0.01, or 0.001, respectively.

The algorithm in the frequency domain was based on a
single frequency; in order to investigate the wideband appli-
cability of the algorithm, the performance of the array was
evaluated by using the same set of approximated phase values
for adjustment from 1 GHz at other two adjacent frequencies,
0.95 and 1.05 GHz. The phase shift vector, § and its
component values were associated with the relative positions
of array elements and were removed directly prior the first
iteration as they were known by simple calculation. We applied
w*, which was estimated by the algorithm at 1 GHz to the
antenna array for receiving. The received power from the array
output at 0.95 and 1.05 GHz were compared to an ideal case
when the array were fully calibrated at these frequencies.

The phase shift related to the position for the 7th channel,
&, at 1 GHz can be calculated by

51GH7,,m =2m(m - 1)d31ﬂ9//11GHz

0.5
=2m(m—1) x 0.15 x 03 (26)

=0.5(m—1)7.

The signal received by the mth element at 1 GHz can be
expressed by

VIGHZm = e‘i‘fu}m.m e_j [}’m_’//;_fmnl.m] . (27)

At 0.95 GHz, the phase shift of the 7th element due to the
spatial position was
£0.95GHzm = 2m(m — 1)dsind/ Ao osn,

0.5 /11GH2

=2n(m —1) x 0.15 x (28)

1GHz /1().95(}}12

=0.95 x 0.5(m — 1)
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The signal received by the mth element at 0.95 GHz after
performing calibration using the estimated phase coefficient
from the algorithm based on 1 GHz was

‘/0.95GHz.m — e‘iflGHz.m e_i [Ym_vlrn_f().‘)S(;Hz,m] . (29)

The power at the array output was calculated by

P=E{|VI}. (30)

3.2 | Results for calibration in the frequency
domain

The algorithm was run through without prior information on
the random phase distortions mentioned in the last section.
The loss function was established based on the combined
power at the array output as defined in Equation (16) and
compared against the convergence threshold at each iteration.
The algorithm terminated once the condition was met.
Figure 2a showed the performance of the algorithm with
different convergence conditions. According to the definition
of the loss function, the power of the combined signal after
calibration reaches 90%, 99%, or 99.9% of the maximum

—_
Q
L

= = Intrinsic phase distortion

— [~ Approximated phase, Ly < 0.1
100 — - Approximated phase, Ly < 0.01
=—3— Approximated phase, L; < 0.001

P [=)) o0
(=] (=] o

Phase distortion (degree)
S

(=]

_
O
-

Approximation error (degree)

- v —-o- L;<0.1
20 ‘i —A—-Ligo.m
30 ‘ 4 ‘ | —se—1L; <0.001

1 4 8 12 16

Antenna element number

FIGURE 2 Approximated phase shift and approximation error when
the convergence threshold is 0.1, 0.01, or 0.001, respectively, in the
frequency domain. (a) Approximated and intrinsic phase distortion and

(b) approximation error between the intrinsic and approximated phase shift

power available at the array output, with the convergence
threshold set as 0.1, 0.01, or 0.001 accordingly.

The approximation errors for calibration can be repre-
sented by the difference between [y, 7, 716] and
[y v w5 |, and they were illustrated in Figure 2b.
While the convergence criteria was set as 0.001, the difference
between the ¥ and y* was less than 5° for all element channels,
which were summarised in Table 2. The standard deviations of
the approximation errors for these three scenarios have been
calculated and listed in the Table 3. It is pointed out that while
the Ly < 0.001, the standard deviation of the approximation
errors was less than 2°.

Table 4 compared the performances of the calibrated array
at 0.95 GHz, 1 GHz, and 1.05 GHz using calibration co-
efficients acquired through the algorithm at 1 GHz with the
convergence threshold of 0.001. At 1 GHz, the received power
from the calibrated array was close to 99.9% of the power
received from an ideal array; however, it reduces by more than
30% at 0.95 and 1.05 GHz with the observed frequency only
50 MHz away from the frequency for calibration.

TABLE 2 Experimental results for the array with 16 elements
calibrated in the frequency domain when L < 0.001

Intrinsic phase Approximated phase Approximation error

Y(degree) Y (degree) Y — yt(degree)
28.8656 26.1269 2.7387
59.3298 54.4826 4.8472
34,1426 31.3064 2.8362
86.7745 83.5487 3.2258
50.2198 49.3145 0.9053
14.3354 16.3981 —2.0627
449314 44 41 0.5214
39.6659 39.1846 0.4813
86.1213 84.4081 1.7132
48.478 44112 4.366
8.2334 6.3999 1.8335
4.3258 3.4034 0.9224
36.3771 35.2541 1.123
78.2317 75.6992 2.5325
64.1999 65.1854 —0.9855
45.3267 43.5161 1.8106

TABLE 3 Standard deviation of approximation error when the
convergence threshold is 0.1, 0.01, or 0.001 in the frequency domain

Convergence threshold Standard deviation (degree)

0.1 15.0786
0.01 5.9257
0.001 1.7933
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3.3 | The experiment in the time domain

A short pulse was used to implement the algorithm in the time
domain. The array setting was the same as in the frequency
domain where the total number of elements, M = 16 and the
element spacing of d = 0.15 m. The coefficient constant was
set as a; = 0.1L;(k)/|gk’ where k£ was the iteration number,
L,(k) was the loss function defined in Equation (22), and g,
was the approximated gradient at the kth iteration, as defined
in Section 2.3. Since the loss function was more susceptible
than the one in the frequency domain, @, was taken being
proportional to the value of the loss function at each iteration
for a successful convergence. Then ¢, (¢, = 0.1) was determined
using optimisation. The time delay distortions were generated
randomly in the element channels and y = [—0.7222, —0.3305,
—0.9352, —0.3615, 0.3188, 0.2325, —0.4646, —0.7118, 0.1604,
0.6035, —0.1765, 0.4353, 0.2565, 0.4433, 0.5461, 0.2550] ns; the
delay distortion for each element was in the range of [—2, 2] ns
and generated following the Gaussian distribution. At the
beginning of the algotithm, the 7, the vector representing the
initial guess on the time delay distortions, was generated within
the same time range and followed the same distribution. The
pulse signal defined in Equation (17) had 0}% = 0.01, which was
assumed to be impinging on the array with the angle of arrival
6 = 30° off the boresight. c is the speed of light, the time delay
for the element 72 due to relative separation to the reference
element, &,, = (m — 1)dsinf/c, and then & = 0, &, = 0.25, -+,
and &5 = 4 ns. The peak of the pulse signal was set as 1, so the
peak amplitude of the combined pulse signal at the array
output was 16 when the receiving condition was ideal, and after
the P, was measured at the array output, R and Cp were
computed based on Equations (23) and (24), respectively.

The st and S,cqc were sampled in the time range between
—2 and 2 ns with a sampling interval of 0.01 ns, resulting in the
total number of samples in the pulse signals mentioned in
Equation (24) being 401, N = 401 Equation (24).

The algorithm loops terminated when the convergence
condition was met, and three thresholds were used for com-
patison with 0.2, 0.1, or 0.01, respectively. The vector 7;, was
acquited when the algorithm stopped, and then we had 7% = 7;,
which was the vector used for calibration. The vector € rep-
resenting fixed time delays related to the array configuration,
was known once the frequency and the array pitch were
decided, and they were excluded from the optimisation pro-
cess. From the algorithm output, 7% was obtained and the
values were used to make compensation for the random time

TABLE 4 The power and the ratio to maximum power at 0.95 GHz,
1 GHz, or 1.05 GHz in the frequency domain, using the frequency of
1 GHz for calibration, and convergence threshold is 0.001

Frequency Ideal power Power after cal. Power ratio
(GHz) (W) (W) (%)

0.95 256 171.1367 66.8503

1 256 255.7501 99.9024

1.05 256 168.3131 65.7473

delays, 7, introduced at the beginning of the experiment. The
performance of the algorithm was evaluated by comparing the
resolved time delays with the intrinsic time delays generated
randomly in the element channels.

3.4 | Results for calibration in the time
domain

The resolved time delays from the algorithm were compared
with the intrinsic time delays randomly generated in the
channels and they are shown in Figure 3a. The algorithm was
run with three convergence conditions of L, < 0.2, L, < 0.1 ot
L, < 0.01 trespectively. The agreement becomes better when
the convergence condition became more stringent. The power
of combined signal at the array output after being calibrated
was mote than 80%, 90%, or 99% of the maximum power for
ideal receiving condition when the convergence threshold was
equal to 0.2, 0.1, or 0.01, respectively.

The approximation errors of the algorithm were evaluated
by the difference between [yq, 72, ..., Ya] and [TT, T, .. T;,I] ,
and this was depicted in Figure 3b for all 16 channels. With the
convetgence condition using L, < 0.01, the random time de-
lays, the resolved time delays from the algorithm, and their
differences were summarised in Table 5. With three different
convergence criteria, the standard deviation of the approxi-
mation errors for these three scenarios were compared in

(@)

1

=3
)}
T

Time delay (ns)
(]

= = =Intrinsic time delay distortion

— €1~ Approximated time delay, L, < 0.2
—-&—- Approximated time delay, L, < 0.1
—— Approximated time delay, L; < 0.01

1 4 8 12 16
Antenna element number

-@|- L; <02
==L, <0.1
——L; < 0.01

Approximation error (ns)

1 4 8 12 16
Antenna element number

FIGURE 3 Approximated time delay and approximation error in the
time domain when the convergence threshold is 0.2, 0.1 or, 0.01.

(a) Approximated and intrinsic time delay distortion and (b) approximation
error between the approximated and intrinsic time delay distortion
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TABLE 5 Experimental results for the array with 16 elements
calibrated in the time domain when convergence threshold is 0.01

TABLE 6 Standard deviation of the approximation error when the
convergence threshold is 0.2, 0.1, or 0.01 in the time domain

Intrinsic time delay Approximated time delay Approximation error

Y (ns) 7 (ns) Y -7 (09)
—0.7222 —0.7155 —0.0067
—0.3305 —0.3406 0.0101
—0.9352 —0.9211 —0.0141
—0.3615 —0.3583 —0.0032
0.3188 0.3191 —0.0003
0.2325 0.2542 —0.0217
—0.4646 —0.4518 —0.0128
—0.7118 —0.6952 —0.0166
0.1604 0.1688 —0.0084
0.6035 0.5953 0.0082
—0.1765 —0.1759 —0.0006
0.4353 0.4304 0.0049
0.2565 0.2648 —0.0083
0.4433 0.4645 —0.0212
0.5461 0.5559 —0.0098
0.2556 0.2825 —0.0269

Table 6. When L, < 0.01, the standard deviation of the
approximation errors were close to 0.01 ns.

The combined signals after calibration with the three
different convergence conditions were plotted in Figure 4. It is
noted that under a perfect receiving condition where all
element channels were fully synchronised, the peak of the pulse
signal for each element is 1, so the peak amplitude of com-
bined pulse signal is expected to be 16. From the numerical
experiment, the peak amplitude of the combined signal after
calibration with L, < 0.01 was close to 16. This verified the
effectiveness of the algorithm implemented in the time
domain. In Table 7, the performance of the proposed method
was compared with other existing calibration methods where a
perturbation technique was involved. The benefit of the pro-
posed method was cleatly seen for calibrating antenna arrays
with ultrawide bandwidth.

4 | DISCUSSION

The SPSA algorithm becomes popular in solving multivariate
random search problems. It is attractive as it requires only two
function measurements at each iteration step, and convergence
is guaranteed with a reasonably simple computation. It appears
promising for antenna array calibration. A calibration method
based on simultaneous perturbation on multiple channels is
established and is applicable in both frequency and time do-
mains. Unlike traditional calibration methods that carry out
phase probing and adaptation in a sequence, this method is

Convergence threshold Standard deviation (ns)

02 0.2203
0.1 0.0491
0.01 0.0108
16 ;
—L,<02
Ly < 0.1
il —L; <0.01
=2
\N/
()
g st |
2
]
<
s i
0 ‘ ‘
2 -1 1 2

Time (ns)

FIGURE 4 Signals at array output after calibration when the
convergence threshold is 0.2, 0.1, or 0.01, respectively

TABLE 7 Comparison of calibration methods using a perturbation

technique

Method Domain Measurements
[18, 31] FD 94,208

[19] FD 93,184

[20, 27] FD 61,440

28] FD 33,792

[32, 33] FD 16,384

[34] FD 122,880

This work TD 1011 (200 runs)

Note: The number of elements in the array was 16, and 1024 frequency points were
assumed to be calibrated when the calibration was implemented in the frequency
domain.

particularly efficient because random perturbations are applied
to all channels simultaneously. During the search for the
optimal coefficients, only two measurements were required at
each update step, which greatly reduces the time taken for
calibration.

In both implementations, we observed that the frequency—
domain calibration performs more conveniently for narrow
band systems as it can be implemented with only two power
measurements in each iteration. However, for systems of a
broad frequency bandwidth, calibration needs to be done in a
sequence at each frequency point over the entire band, which is
inefficient and time-consuming given a large number of fre-
quency points. On the other hand, the time—domain calibration
exhibits its novelty for array calibration, along with a high
performance in wideband antenna arrays. Both of these
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methods will be of significant contribution on the calibration
of wideband and large-scale phased antenna arrays, which is
promising in smart antenna and contemporary satellite
communication.

It is worth mentioning that the time width of the pulse
signal used in the calibration process is dependent on the
frequency bandwidth of the antenna arrays to be calibrated,
which in turn is closely related to the time delay spread in each
element channel. For example, in the time domain calibration
experiment, the time width of the pulse signal for calibration
was 1 ns, and the time delay distortion in each element channel
was distributed in the range between —1 ns and +1 ns. The
frequency bandwidth of the short pulse for calibration is
930 MHz (3 dB bandwidth from the peak of the frequency
spectrum), and this corresponds to an approximate time width
of 1 ns for the pulse signal in the time domain. When the
antenna array has a greater bandwidth, a narrower pulse signal
may be adopted. The experimental results have shown that a
successful convergence of the proposed method relies on three
key parameters: the pulse signal with a suitable time duration;
the initially chosen values of arand ¢yin the frequency domain;
and the correct choice of values for «, and ¢, if implemented in
the time domain. For the time domain implementation, the
value of 4, varies with iterations.

5 | CONCLUSION

A method for antenna array calibration based on the SPSA
algorithm was proposed, which can be adopted both in fre-
quency and time domains. The distinct advantage of the
method compared to other existing approaches was that it
achieved the optimal objective values of multiple variables for
calibration through simultaneous perturbation instead of in a
sequence, and a high performance efficiency was exhibited.
Simulation experiments confirmed its effectiveness for cali-
brating arrays with random phase or time delay distortions
due to environment or sensitive active devices. It was highly
efficient for extracting calibration coefficients in both fre-
quency and time domains as the perturbations were applied in
element channels simultaneously in conjuncture with stringent
conditions to reach convergence. The successful imple-
mentation in the time domain demonstrated that the method
can be applied efficiently to calibrate antenna arrays of ul-
trawide bandwidth.
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