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Significance

The number of manually 
replicated studies falls well below 
the abundance of important 
studies that the scientific 
community would like to see 
replicated. We created a text-
based machine learning model to 
estimate the replication 
likelihood for more than 14,000 
published articles in six subfields 
of Psychology since 2000. 
Additionally, we investigated how 
replicability varies with respect to 
different research methods, 
authors 'productivity, citation 
impact, and institutional prestige, 
and a paper’s citation growth and 
social media coverage. Our 
findings help establish large-scale 
empirical patterns on which to 
prioritize manual replications 
and advance replication 
research.
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Conjecture about the weak replicability in social sciences has made scholars eager to 
quantify the scale and scope of replication failure for a discipline. Yet small-scale manual 
replication methods alone are ill-suited to deal with this big data problem. Here, we 
conduct a discipline-wide replication census in science. Our sample (N = 14,126 papers) 
covers nearly all papers published in the six top-tier Psychology journals over the past 
20 y. Using a validated machine learning model that estimates a paper’s likelihood of 
replication, we found evidence that both supports and refutes speculations drawn from 
a relatively small sample of manual replications. First, we find that a single overall rep-
lication rate of Psychology poorly captures the varying degree of replicability among 
subfields. Second, we find that replication rates are strongly correlated with research 
methods in all subfields. Experiments replicate at a significantly lower rate than do 
non-experimental studies. Third, we find that authors’ cumulative publication number 
and citation impact are positively related to the likelihood of replication, while other 
proxies of research quality and rigor, such as an author’s university prestige and a paper’s 
citations, are unrelated to replicability. Finally, contrary to the ideal that media attention 
should cover replicable research, we find that media attention is positively related to the 
likelihood of replication failure. Our assessments of the scale and scope of replicability 
are important next steps toward broadly resolving issues of replicability.

science of science | replication | machine learning | psychology

Replicability of research fortifies scientific predictions and strategies for improving 
living standards; it is also testimony for science being self-correcting. Carl Popper (1) 
concluded that replication in science ensures that “we are not dealing with a mere 
isolated “coincidence,” but with events which, on account of their regularity and 
reproducibility, are in principle inter-subjectively testable.” A turning point in testing 
for replication took place in 2011, when a controversial study on “time-reserved cau-
sality” (2) prompted a rare replication study. The replication failed (3, 4), leading to 
more replications and the discovery that replication failures are more than single 
incidents (5–10). Researchers were concerned about the implication of systematic 
replication failures, which include a weakened knowledge base, higher public distrust 
in science, and funding cuts (11–13). A poll of 1,500 scientists conducted by Nature 
in 2016 reported that 51% of respondents agreed that science is experiencing a repli-
cation crisis (14). This response compelled the United States Defense Advanced 
Research Projects Agency to create a program in 2018 for studying the scale and scope 
of replication failure in social science (15–17).

Despite growing concerns about replication failures, the sample of manual replication 
studies is small in number and a limited fraction of the total literature (18, 19). In 
Psychology—the scientific discipline that has conducted the most replication studies—the 
total number of direct, independent replications is less than 400. Moreover, the sample 
disproportionately represents classic papers by selected authors or specific subfields (20, 
21). Most replications come from the subfields of Social Psychology and Cognitive 
Psychology, leading to speculation that Developmental Psychology, Clinical Psychology, 
and Education Psychology have similar rates of replication failure despite a lack of sub-
field-specific analyses (22, 23).

To expand and diversify replication data, researchers developed alternative methods to 
estimate a paper’s likelihood of replication success (24). A prediction market has become 
a major approach to estimating a paper’s replicability. It involves having experts wager 
whether a published paper will successfully replicate in a future manual replication test 
(25). The method’s high accuracy has made prediction markets an effective solution for 
estimating a paper’s replicability (16). Nonetheless, while prediction markets scale better 
than manual replications, they still require the recruitment of thousands of expert reviewers 
over many years to predict replicability for a large sample of papers (17).
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Machine learning methods have also been developed to predict 
replication outcomes. Machine learning models can predict rep-
licability either from a study’s narrative text (26) or from numerical 
characteristics, such as P values or sample sizes of the study (27, 
28). Both types of models make accurate predictions that are on 
par with prediction markets (26). Text-based models quantify the 
narrative in a paper, including the description of a study’s design 
and the interpretation of results (29), which are not captured in 
models based on solely on numerical characteristics. In addition, 
text quantification can be automated, thereby making the tech-
nique more scalable and reproducible than manually extracting 
numerical characteristics from manuscripts.

Here, we employ a text-based machine learning method to 
predict the likelihood of replication success for the Psychology 
literature. Our sample of Psychology papers covers nearly all of 
the papers published over a 20-y period in top-tier Psychology 
journals in six major subfields: Clinical Psychology, Cognitive 
Psychology, Developmental Psychology, Organizational 
Psychology, Personality Psychology, and Social Psychology. In 
total, the sample includes 14,126 papers by 26,349 distinct 
authors from 6,173 distinct institutions, with 1,222,292 total 
citations and 27,447 total media mentions.

Our analysis proceeds as follows: We first briefly describe our 
text-based machine learning model, which was previously vali-
dated and shown to accurately predict manual replication out-
comes (26). We then apply the model to predict the replicability 
of the Psychology literature, with an eye to investigate how repli-
cability varies across Psychology subfields, research methods, pre- 
and post-publication characteristics of the paper, as well as the 
expertise and experience of the authorship team.

Data and Methods

Our analysis uses a diverse mix of bibliographic, author, and media 
coverage data sources. Data and code for generating the data have 
been deposited into Open Science Framework (30). Table 1 lists 
the large sample of journal publications used in the analysis, 
including five journals of specialized subfields and a general jour-
nal Psychological Science.

All papers were published between 2000 to 2019 and classified 
into a subfield based on the journal’s subfield specialization: 1) Journal 
of Abnormal Psychology (Clinical Psychology), 2) Journal of 
Experimental Psychology, Learning, Memory & Cognition (Cognitive 
Psychology), 3) Child Development (Developmental Psychology), 
4) Journal of Applied Psychology (Organizational Psychology) 
5) Journal of Personality and Social Psychology (Social Psychology). 
There are two exceptions to the classification rule above. First, because 

personality research appears in all top-tier journals, we labeled articles 
as personality research if the word “personality” was in the title or 
abstract, irrespective of the journal in which they appear. Second, 
because Psychological Science publishes work from all subfields, we 
classified its papers based on which subfield specialty journal the 
authors of a paper mainly published in. The total sample includes 
14,126 papers. All data were collected in accordance with publishers’ 
terms of use and UK copyright law.

Machine Learning Model. Our machine learning model used 
an ensemble of random forest and logistic regression models to 
predict a paper’s likelihood of replication based on the paper’s text. 
The model was validated in a prior publication using stringent 
out-of-sample tests and was shown to have an accuracy that is on 
par with prediction markets (26). Specifically, the procedures for 
creating the model are as follows (see SI Appendix, Fig. S2 for a 
diagram illustrating the procedures): Step 1, converting individual 
English words into vectors. We trained a model using word2vec 
(31) on a corpus of 2 million social science publication abstracts 
published between 2000 and 2017 from the Microsoft Academic 
Graph (MAG) (32). The goal was to associate individual words 
with one another in the context of social science literature and 
to represent that association quantitatively in a 200-dimension 
vector. Step 2, converting publications into vectors. To do this, we 
multiplied the normalized frequency of each word in each paper in 
the training sample (Table 2) by its corresponding 200-dimension 
word vector, which produced a paper-level vector representing 
the textual content of the paper. Step 3, predicting each paper’s 
replication outcome (pass/fail) from its paper-level vector using an 
ensemble of random forests and logistic regressions. To determine 
whether a study replicated or not, we used a common metric 
reported in all replication studies—the replication team’s summary 
judgment of whether the study replicated or did not replicate 
(“yes” or “no”). Together, steps 1 to 3 created a machine learning 
model that uses a paper’s text/narrative to predict its likelihood 
of replication, which we call the “replication score.”  SI Appendix, 
Supplementary Text 3 provides details on all procedures.

Performance and Robustness Tests for the Machine Learning Model. 
We undertook a series of tests to evaluate the model’s performance and 
robustness. First, a threefold cross-validation was employed to avoid 
over-fitting in the training set. The average Area Under the ROC 
Curve (AUC) of the threefold cross-validation was 0.74.

Second, we also evaluated the effect of imbalance in the training 
sample’s composition of experimental vs. non-experimental 
research (81% and 19%, respectively). We manually coded each 
study’s research method and calculated the model’s performance 

Table 1. Replicability prediction sample
Top-tier Psychology journal Papers Journal impact factor Acceptance rate (%)

Journal of Abnormal Psychology 1,611 9.0 17

Journal of Experimental Psychology, 
Learning, Memory & Cognition

2,366 3.0 25

Child Development 2,677 5. 9 17

Journal of Applied Psychology 1,792 7.4 8

Journal of Personality and Social 
Psychology

2,611 7. 7 15

Psychological Science 3,069 7.0 6.3
Total = 14,126 Weighted Mean = 6.53 Weighted Mean = 15%

The table lists the sample of papers used in the analysis to estimate the replicability of the Psychology literature. The sample of 14,126 papers are authored by a total of 26,349 distinct 
scholars with affiliations at 6,173 institutions. These papers have amassed 1,222,292 total citations and 27,447 total media mentions. The number of papers listed in each row constitutes 
the articles published in the corresponding journals over the time-period 2000 to 2019.
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separately for experimental (n = 314, AUC = 0.74) vs. non-
experimental research (n = 72, AUC = 0.69). The smaller sample 
of non-experimental studies shows a performance difference, but 
the performance level is still acceptable for subsequent analyses in 
this paper.

Third, we assessed issues related to transfer learning. Transfer 
learning occurs when models are developed in one domain and 
applied to another (43). The practice arises in our study because 
the prediction sample contains papers from two subfields that are 
not present in the training sample, Clinical Psychology and 
Developmental Psychology. Manual replications from these two 
subfields are scarce, and it could take another decade to accumulate 
a sizeable sample (44). This raises a concern about whether the 
model can provide valid estimates for papers in Clinical Psychology 
and Developmental Psychology. To address this concern, we fol-
lowed protocols and conducted three separate robustness tests 
(43, 45, 46).

(i) We used existing data on Social and Cognitive Psychology 
to simulate the transfer-learning process and estimate the per-
formance of using a model trained on the manual replications 
of one psychology subfield to predict the replication failure of 
another psychology subfield, and to compare the model’s pre-
diction to actual manual replication data in the predicted 
subfield. Specifically, we examined how a model developed 
solely based on papers from Social Psychology (n = 256)—the 
main subfield in the training sample—would perform on 
papers from Cognitive Psychology (n = 90). We found that 
the performance of such transfer learning to Cognitive 
Psychology (AUC = 0.72) is comparable to when the model 
was applied to Social Psychology (benchmark AUC = 0.73). 
This provides support for transfer learning success between 
subfields in Psychology.

(ii) One might argue that the text model’s successful transfer from 
Social to Cognitive Psychology does not guarantee its successful 
transfer to Clinical Psychology or Developmental Psychology. To 
answer this question, we compared the subfields for their topic and 
textual similarity. Prior machine learning, research has shown that 
transfer learning in text-based models is more successful when the 

textual features in the training and application domains are more 
alike (47). Therefore, if Social–Clinical and Social–Developmental 
similarities are comparable to or higher than Social-Cognitive sim-
ilarity, we could then expect the model to be as valid in Clinical or 
Development as in Cognitive Psychology.

To measure the overlap in research topics between two subfields, 
we collected research topics for each paper in the testing sample 
from MAG database. To measure textual similarity between two 
subfields, we calculated cosine similarity and word mover’s dis-
tance (WMD). SI Appendix, Supplementary Text 3.4.1 describes 
the methods in detail.

Results show that Clinical (57%) and Developmental papers 
(56%) overlap in higher percentages of topics with Social papers 
than Cognitive papers do (42%). In addition, all three subfields 
display equal levels of textual similarities with Social Psychology 
(cosine similarity = 0.90 to 0.91, WMD = 0.24 to 0.26). Because 
analysis (i) shows that a model built on Social Psychology is 
transferable to Cognitive Psychology, we can now expect the 
model to transfer to Clinical Psychology and Developmental 
Psychology where higher feature similarity with Social Psychology 
is observed.

(iii) We assessed how the predicted replication scores align with 
alternative indicators of replicability like sample sizes and P values 
in Clinical Psychology or Developmental Psychology papers. Both 
metrics are indicators of reliability because the risk of false posi-
tives decreases with larger sample sizes and lower P values 
(5, 48, 49). We stress that the prediction model contains no infor-
mation about sample sizes and P values because papers in the 
training sample were stripped of all numbers or statistics. Thus, 
if the sample size and P value of a paper correlate with our model’s 
replication predictions, it would provide independent support for 
the model’s applicability in Clinical Psychology or Developmental 
Psychology.

Procedurally, we manually coded a random subset of studies in 
Clinical Psychology and Developmental Psychology from the pre-
diction. To obtain sample sizes, we extracted the number of par-
ticipants from the paper. If a paper has multiple studies, we took 
the average sample sizes of all studies in the paper. To obtain 

Table 2. Manual replication studies in Psychology used to train the replicability prediction model
# Project/Platform Psychology subfields No. of studies No. of successful replications

Pre-trained MAG paper abstracts Social Science 2 million N/A

1 RPP (10) Cognitive, Social 96 37

2 RRR (33) Cognitive, Social 8 1

3 to 6 ML1-4 (8,34–36) Cognitive, Social, Personality, 
Organizational

42 22

7 JSP (37) Social, Organizational 16 5

8 SSRP (38) Cognitive, Social 18 10

9 LOOPR (39) Personality 22 20

10 CORE (40) Social, Organizational 39 30

11 Curate Science (41) Cognitive, Social, Personality, 
Organizational

93 18

12 PFD (42) Cognitive, Social, Organizational 54 25
Total = 388 Overall success rate = 43.3%

The table lists the manual replication studies used to train the machine learning model to predict a paper’s estimated replicability based on the text in the manuscript. A total of 388 
available manual replication studies in Psychology reported pass/fail replication outcomes. Column 2 lists the abbreviated names of coordinated replication projects that conducted 
the replications or platforms that curated the projects (see SI Appendix, Supplementary Text 1 for full descriptions); column 3 lists the subfields of Psychology covered in each project/
platform; column 4 lists the number of studies in each project/platform; column 5 counts the number of successfully replicated studies. To determine whether a study was successfully 
replicated or not, we used a common metric reported in all replication studies—the replication team’s summary judgement of whether the study replicated or did not replicate (“yes” 
or “no”). Note that for some replication projects, the number of studies included here might differ from the original number (e.g., RPP conducted 100 studies while only 96 are included 
here). See SI Appendix, Supplementary Text 1 for the exclusion criteria for each project. ML: Many Labs; RPP: The Reproducibility Project: Psychology; RRR: The Registered Replication Re-
port; JSP: Journal Social Psychology; SSRP: The Social Science Reproduction Platform; LOOPR: The Life Outcomes of Personality Replication; CORE: Collaborative Open-science REsearch; 
PFD: Psych File Drawer.
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P values, we located the first main claim of a paper from its abstract 
and extract the P value of the test associated with that main claim. 
The main claim is usually proceeded by phrases like “The results 
show that” or “Our analyses suggest that.” SI Appendix, 
Supplementary Text 3.4.2 provides further methodological details.

The results show that the predicted replication score correlates 
in rank order with both the original sample size r(97) = 0.31, 
P = 0.002, and the original P value r(91) = −0.42, P < 0.001. Since 
the prediction model contains no sample size and P value infor-
mation, the results are therefore not tautological and add support 
for successful transfer learning to Clinical Psychology and 
Developmental Psychology.

Measures of Pre- and Post-publication Correlates of Replicability. 
To examine the link between replication likelihoods and a paper’s 
other observable publication features, we constructed several 
key measures of observable features of a paper discussed in the 
replication literature. For example, replication outcomes have been 
hypothesized to be related to researchers’ expertise (34) or a paper’s 
media attention (50). We collected five measures that capture a 
paper’s characteristics, three pre-publication measures that capture 
characteristics of the authorship team, and two post-publication 
measures that capture the dynamics of readers’ reactions to the 
research. Pre-publication characteristics include the paper’s first 
and senior authors’ experience and competence, measured as their 
1) cumulative number of publications, 2) citation impact prior 
to the publication of the focal paper, and 3) institutional prestige 
based on the rank of the first and senior authors’ universities 
in 2021 QS World University Rankings (51). A senior author 
is defined as the author on the research team with the most 
cumulative citations when the focal paper was published. Post-
publication characteristics include the focal paper’s 4) citation 
count and 5) media mentions. Media mentions were computed 
by Altmetric (52). All other measures were taken from Dimensions 
(53), which approved our use of the data for this project. To 
control for publication age and subfield differences in these metrics 
(SI Appendix, Fig. S1), we normalized all metrics by dividing the 
observed score by the average in its subfield and publication year. 
SI Appendix, Supplementary Text 2 presents more details about the 
metrics and how they were normalized.

Results

Using the calibrated machine learning model described above, we 
predicted a replication score for each paper in the replicability 
prediction sample (n = 14,126). The score can be interpreted as 

the relative likelihood of replication success. In other words, a 
paper with a replication score of 0.80 is more likely to replicate 
than papers with lower replication scores and is twice as likely to 
replicate as a paper with a replication score of 0.40. Using the 
replication scores, we conducted three sets of analyses: First, we 
determined subfield differences in estimated replication rates, 
bridging the gaps in previous small-sample manual replications; 
second, we compared replication rates between experimental and 
non-experimental research designs; and third, we examined how 
replicability correlates with other pre- and post-publication char-
acteristics of a paper.

Fig. 1 shows the predicted replication score distribution for all 
14,126 Psychology papers (range = 0.10 to 0.86, mean = 0.42, 
median = 0.41, SD = 0.15, skewness = 0.31). Several findings are 
noteworthy. First, the distribution is broadly consistent with spec-
ulations from manual replications and the latest forecasts from 
prediction markets (15). Manual replications suggest that slightly 
more Psychology papers would fail rather than pass manual rep-
lication tests (43% overall success rate). The estimated distribution 
of the replication scores for the last 20 y of Psychology publications 
suggests a similar pattern. Second, it has been argued that the 
recent attention to replication failure in Psychology has improved 
replication rigor (54). When we plotted the mean replication 
scores over our 20-y period, we found that the replication scores 
are relatively stable. The average replication scores decreased by 
approximately 10% from 2000 and 2010 and then from 2010 
and 2019 increased back to roughly the same level as the year 
2000 (SI Appendix, Fig. S6)—a pattern that aligns with the obser-
vation that changes in research practice have potentially improved 
replication rates in Psychology (9, 21, 55). Third, we found that 
pooling replication scores across subfields of Psychology obscures 
important subfield differences. Below, we detail how replication 
rates differ across subfields in Psychology.

Comparative Replication Scores by Subfield. To address key 
questions of replicability variation among subfields (22, 56), 
we parsed the overall distribution by subfield. Previous manual 
replications provide some expectations, but only for three subfields 
(with n ≥ 30): Personality Psychology (77% success rate, n = 30), 
Cognitive Psychology (50% success rate, n = 90), and Social 
Psychology (38% success rate, n = 256).

Fig. 2A shows the distribution of replication scores grouped by 
Psychology’s six major subfields. All distributions are normal 
(abs(skewness) < 0.50), except for Developmental Psychology, which 
is slightly right-skewed (skewness = 0.62). We found that the repli-
cability rates reported by manual replications echoed the estimated 

More likely to replicate

Mean = 0.42Median = 0.41N = 14,126
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Fig. 1. Predicted Replication Scores of Psychology Literature, 2000 to 2019. Machine learning model prediction of replication likelihood for 14,126 papers 
published in the highest rated journals in the Psychology subfields of Developmental Psychology, Social Psychology, Clinical Psychology, Cognitive Psychology, 
Organizational Psychology, and Personality Psychology.D
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replication scores produced by our model. Personality Psychology 
had the highest estimated replication score (Mean = 0.55) followed 
by Organizational Psychology (Mean = 0.50). Cognitive Psychology 
(Mean = 0.42) had a higher score than Social Psychology (Mean = 
0.37). The subfields of Development Psychology and Clinical 
Psychology, which have received relatively scant attention in manual 
replication studies, have means of 0.36 and 0.44, respectively.

To rule out the possibility that the above pattern reflects journal 
differences rather than subfield differences, we repeated the anal-
ysis using a single journal that publishes multiple subfields, 
Psychological Science. We assigned the Psychological Science 
papers into subfields according to which specialized journals the 
authors tend to publish in. For instance, if the author published 
mainly in Journal of Applied Psychology, the author’s work in 
Psychological Science is then categorized as Organizational 

Psychology. If a paper has multiple authors, we choose the most 
common subfield across the authors. Using this approach, 2,431 
papers were successfully classified into six subfields.

Fig. 2B visualizes the subfield differences in replicability for 
Psychological Science. The patterns largely mirror those observed 
previously in specialized journals (Fig. 2A). The only exception is 
that Cognitive Psychology’s average replicability is slightly lower 
than Clinical Psychology’s (t = −4.18, P < 0.001) in specialized 
journals, but higher in Psychological Science (t = 2.34, P = 0.02). 
These findings provide evidence for the claim that replication rates 
can vary widely by subfield within a particular discipline. 
Therefore, characterizations of replication rates should be made 
with respect to a subfield rather than to an entire discipline. This 
finding can also help identify possible determinants of replication 
failure and research improvement strategies.
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Fig. 2. Comparing Replicability for Six Psychology Subfields and Between Experimental and Non-experimental Research. Panel A shows the average replicability 
estimated for papers published in specialized journals, categorized into six subfields. The light blue vertical line represents the median for each subfield, and the 
dark blue line is the mean. Panel B also illustrates predicted replication scores, but the papers are all published in a single multi-subfield journal, Psychological 
Science. The subfield replicability rankings were largely consistent with the ones in specialized journals, except that the order of Cognitive and Clinical Psychology 
was reversed. To explain the subfield patterns, Panel C further breaks down the average replication scores by research methods for each subfield, comparing 
replicability between experimental (orange boxes) and non-experimental research (blue boxes). The proportion of experimental vs. non-experimental research 
in each subfield is marked as k% of total papers (e.g., 40% of Developmental Psychology papers are experimental). Experimental research on average has lower 
replication scores, and the proportion of experimental research partially explains the subfield differences in average replicability.
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Comparative Replication Scores by Method. A key issue related 
to the possible sources of subfield variation in replication scores 
is the research methods used in the papers. We split the papers in 
the prediction sample into two groups: papers using experimental 
methods and papers using non-experimental methods. A paper 
is considered experimental if it has the word “experiment” in its 
titles, abstracts, or section headings. A paper is non-experimental 
if the word “experiment” is not present in any part of the paper. 
Using this method, we successfully categorized 8,159 papers in 
the prediction samples. We then computed average replication 
scores for each group.

Fig. 2C shows the estimated average replication scores for exper-
imental vs. non-experimental papers by subfield. We report three 
results. First, experimental and non-experimental papers system-
atically differ in replicability. The mean replication score of 
non-experimental papers is significantly higher than the mean of 
experimental studies. Non-experimental papers have an overall 
mean replication score of 0.50, whereas experimental papers have 
a mean replication score of 0.39 (t = 34.22, P < 0.001, Cohen’s  
d = 0.78). The difference is confirmed in the training sample as well, 
where the replication success rate is 69% for non-experimental 
and 37% for experimental studies respectively. Second, the differ-
ence in replicability between experimental vs. non-experimental 
studies generalizes across our six subfields. Within each subfield, 
non-experimental papers have a significantly greater average rep-
lication score than experimental studies in all six subfields (for 
Cognitive Psychology, t = 2.64, P = 0.01, Cohen’s d = 0.32, all 
other P < 0.001 and Cohen’s d = [0.65, 1.56]). Third, Fig. 3 shows 
that subfields with smaller proportions of experiments (Personality 
Psychology and Organizational Psychology) have a propensity for 
higher average replication scores. A notable exception is 
Developmental Psychology, which has the lowest average replica-
bility though 60% of its research is non-experimental. One expla-
nation for this pattern is that Developmental Psychology focuses 
on children and life courses, two areas in which researchers face 
unique difficulties in collecting large samples under controllable 
circumstances (57,58).

Pre- and Post-publication Correlates of Replicability. We 
examined the relationship between replicability and other 
characteristics of a paper. Three of these characteristics occur prior 
to the publication (the authors’ cumulative publication number, 
citation impact, and institutional prestige) and two occur after the 
publication (the focal paper’s citation impact and media coverage). 
Our analysis compares these metrics using the Mann-Whitney 
rank-sum test between 1) studies that passed vs. failed manual 
replication in the training sample, and 2) papers that are likely 
vs. unlikely to replicate in the prediction sample. Papers in the 
top 10% of replication scores were defined papers as likely to 
replication and papers in the bottom 10% of replication scores 
were defined as papers unlikely to replicate. We opted to focus 
on comparing the bottom vs. top 10% of the prediction data 
because the machine learning model is most accurate at these 
points in its distribution (SI Appendix, Supplementary Text 3.2.2b). 
This maximizes accuracy in the replicability estimates and reduces 
noise in the subsequent analyses with other publication metrics. 
Moreover, additional robustness checks presented in SI Appendix, 
Supplementary Text 4.1 and Fig. S5 confirm that the results hold 
over 5%, 15%, or 20% cutoffs of replication scores.

Our analysis begins with “researcher competence,” which has 
been hypothesized to correlate with replication failures (14, 59, 60). 
Fig. 4 A and B indicate a statistically significant relationship 
between researcher competence and replication success in both 
training and prediction samples. In Fig. 4A, the training sample 
displays a significant and positive association between authors’ 
cumulative number of publications and replication success for the 
first author (bi-serial correlation r = 0.17, P = 0.008), but not the 
senior author (P = 0.38). A senior author is defined as the author 
on the research team with most cumulative number of citations 
when the focal paper was published. In a similar vein, the training 
sample (Fig. 4B) shows that authors’ cumulative citation impact 
is significantly and positively related to replication success for the 
first author (r = 0.19, P = 0.004), but not for the senior author 
(P = 0.77). The prediction sample results in Fig. 4 A and B indicate 
positive relationships between replication success and first and 
senior authors’ number of publications, as well as between repli-
cation success and the authors’ citation impact (all P < 0.001).

Second, we found no statistically significant evidence that rep-
licability is linked to the prestige of the first or senior author’s 
institution in the training sample or prediction sample, all P > 0.1 
(Fig. 4C). This result suggests that the researchers’ own records, 
rather than the institution’s, is predictive of replicability.

Third, we found no significant difference in a paper’s cumulative 
citation number between studies that passed vs. failed replications 
in our training sample (Fig. 4D, P = 0.51). This finding is consist-
ent with results from prior research (26,61). By contrast, we found 
that in the prediction sample, the papers likely to replicate received 
significantly fewer citations than papers unlikely to replicate 
(Fig. 4D); however, the effect was negligible (biserial correlation 
r = −0.05, P = 0.04). Together, we conclude that citation number 
is weakly associated with replicability and is not diagnostic of a 
paper’s replicability, despite citation impact being a widely accepted 
indicator that a paper’s quality and importance (62–65).

The final publication metric we examined with replicability is 
media coverage. Ideally, media should cover credible and rigorous 
research. Yet in reality, the mainstream media tends to highlight 
research that finds surprising, counterintuitive results (66). A small 
sample of replications has shown that the more surprising a study’s 
finding, the less likely it is to replicate (10). Our analysis more 
directly tested the association between media coverage and repli-
cability and found similar results. Both training and prediction 
samples indicate that media attention and replication success are 
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negatively correlated (Fig. 4E). Biserial correlations are r = −0.21, 
P = 0.001 in the training sample, and r = −0.13, P < 0.001 in the 
prediction sample.

Discussion

This research uses a machine learning model that quantifies the text 
in a scientific manuscript to predict its replication likelihood. The 
model enables us to conduct the first replication census of nearly 
all of the papers published in Psychology’s top six subfield journals 
over a 20-y period. The analysis focused on estimating replicability 
for an entire discipline with an interest in how replication rates 
vary by subfield, experimental and non-experimental methods, the 
other characteristics of research papers. To remain grounded in the 

human expertise, we verified the results with available manual rep-
lication data whenever possible. Together, the results further pro-
vide insights that can advance replication theories and practices.

A central advantage of our approach is its scale and scope. 
Prior speculations about the extent of replication failure are based 
on relatively small, selective samples of manual replications (21). 
Analyzing more than 14,000 papers in multiple subfields, we 
showed that replication success rates differ widely by subfields. 
Hence, not one replication failure rate estimated from a single 
replication project is likely to characterize all branches of a diverse 
discipline like Psychology. Furthermore, our results showed that 
subfield rates of replication success are associated with research 
methods. We found that experimental work replicates at signif-
icantly lower rates than non-experimental methods for all 
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Fig. 4. The Relationship Between Replicability and Other Metrics of a Paper. Replicability is shown to have a small positive association with the first author’s 
previous number of publications and citation impact, no association with institutional prestige of authors, a negligible association with the paper’s citation 
impact and a negative association with media coverage. All analyses compare the target metric between 1) studies that passed vs. failed manual replication 
in the training sample and 2) papers likely vs. unlikely to replicate in the prediction sample. The comparisons are done using Mann–Whitney rank-sum tests. 
n.s. = not significant. All metrics were normalized for each paper using the averages of its subfield and publication year (illustrated in SI Appendix, Fig. S1). The 
“1x” on the y-axis in each panel represents the baseline of that metric (i.e., an average paper’s level, or a multiple of one). For instance, Panel E shows that the 
mean media coverage for failed replications in the training sample is about 6.5 times an average paper’s media coverage. The other panels compares replicable 
versus non-replicable papers on their A) authors' publication number, B) authors' citation impact, C) institutional prestige, and D) citation impact respectively.
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subfields, and subfields with less experimental work replicate 
relatively better. This finding is worrisome, given that Psychology’s 
strong scientific reputation is built, in part, on its proficiency 
with experiments.

Analyzing replicability alongside other metrics of a paper, we 
found that while replicability is positively correlated with research-
ers’ experience and competence, other proxies of research quality, 
such as an author’s university prestige and the paper’s citations, 
showed no association with replicability in Psychology. The find-
ings highlight the need for both academics and the public to be 
cautious when evaluating research and scholars using pre- and 
post-publication metrics as proxies for research quality.

We also correlated media attention with a paper’s replicability. 
The media plays a significant role in creating the public’s image 
of science and democratizing knowledge, but it is often incentiv-
ized to report on counterintuitive and eye-catching results. Ideally, 
the media would have a positive relationship (or a null relation-
ship) with replication success rates in Psychology. Contrary to this 
ideal, however, we found a negative association between media 
coverage of a paper and the paper’s likelihood of replication suc-
cess. Therefore, deciding a paper’s merit based on its media cov-
erage is unwise. It would be valuable for the media to remind the 
audience that new and novel scientific results are only food for 
thought before future replication confirms their robustness.

We envision two possible applications of our approach. First, 
the machine learning model could be used to estimate replicability 
for studies that are difficult or impossible to manually replicate, 
such as longitudinal investigations and special or difficult-to-access 
populations. Second, predicted replication scores could begin to 
help prioritize manual replications of certain studies over others 
in the face of limited resources. Every year, individual scholars and 
organizations like Psychological Science Accelerator (67) and 
Collaborative Replication and Education Project (68) encounter 
the problem of choosing from an abundance of Psychology studies 
which ones to replicate. Isager and colleagues (69) proposed that 
to maximize gain in replication, the community should prioritize 
replicating studies that are valuable and uncertain in their out-
comes. The value of studies could be readily approximated by 
citation impact or media attention, but the uncertainty part is yet 
to be adequately measured for a large literature base. We suggest 
that our machine learning model could provide a quantitative 
measure of replication uncertainty.

We note that our findings were limited in several ways. First, 
all papers we made predictions about came from top-tier journal 

publications. Future research could examine papers from low-
er-rank journals and how their replicability associate with pre- and 
post-publication metrics (70). Second, the estimates of replicabil-
ity are only approximate. At the subfield-level, five out of six 
subfields in our analysis were represented by only one top journal. 
A single journal does not capture the scope of the entire subfield. 
Future research could expand the coverage to multiple journals 
for one subfield or cross-check the subfield pattern derived using 
other methods (e.g., prediction markets). Third, the training sam-
ple used to develop the model used nearly all the manual replica-
tion data available, yet still lacked direct manual replication for 
certain psychology subfields. While we conducted a series of trans-
fer learning analyses to ensure the model’s applicability beyond 
the scope of the training sample, implementation of the model in 
the subfields of Clinical Psychology and Developmental 
Psychology, where actual manual replication studies are scarce 
should be done judiciously. For example, when estimating a 
paper’s replicability, we advise users to review a paper’s other indi-
cators of replicability, like original study statistics, aggregated 
expert forecast, or prediction market. Nevertheless, our model can 
continue to be improved as more manual replication results 
become available.

Future research could go in several directions: 1) our replication 
scores could be combined with other methods like prediction 
markets (16) or non-text-based machine learning models (27, 28) 
to further refine estimates for Psychology studies; 2) the design of 
the study could be repeated to conduct replication censuses in 
other disciplines; and 3) the replication scores could be further 
correlated with other metrics of interest.

The replicability of science, which is particularly constrained 
in social science by variability, is ultimately a collective enterprise 
improved by an ensemble of methods. In his book The Logic of 
Scientific Discovery, Popper argued that “we do not take even our 
own observations quite seriously, or accept them as scientific 
observations, until we have repeated and tested them” (1). 
However, as true as Popper’s insight about repetition and repeat-
ability is, it must be recognized that tests come with a cost of 
exploration. Machine learning methods paired with human acu-
men present an effective approach for developing a better under-
standing of replicability. The combination balances the costs of 
testing with the rewards of exploration in scientific discovery.

Data, Materials, and Software Availability. Data, and code for generating the 
data have been deposited in [Open Science Framework] (https://osf.io/f5sxn/).
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