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Abstract
This paper investigates the extent to which domestic and
foreign money balances in emerging European coun-
tries are influenced by foreign exchange considerations.
A well-specified and stable relationship between real
money demand and the exchange rate can be perceived
as an important part of a successful monetary policy.
This study examines the long-run determinants of real
exchange rates (RERs)associated with the behavioral
equilibrium exchange rate (BEER) approach and iden-
tifies currency misalignments in these countries. The
misalignment is later used to test the nonlinear behav-
ior of the demand for money. The results indicate that
the RER misalignments have a significant impact on
domesticmoney demand.When the currencies are over-
valued, there is a reduction in domestic money demand,
and when they are undervalued, there is an increase in
domestic money demand. Furthermore, it can be con-
cluded that overvaluation causes an increase in foreign
money demand indicating a shift of preference from
domestic to foreign currency.
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1 INTRODUCTION

The demand for money has long been an essential building block for macroeconomic modeling
and an important framework for successful monetary policy, and there is extensive literature on
the money demand function with a great emphasis on the stability of money demand (Cziráky
& Gillman, 2006; Hayo, 1999; Kumar, 2014; Lütkepohl et al., 1999; Metzler, 1963) Nevertheless,
the demand for money fell out of sight with the popularity of the Taylor rule, which determined
that money demand had little effect under interest-rate based monetary policies. Duca and Van
Hoose (2004) discuss the de-emphasis on the demand for money that existed in literature from
various aspects and concluded that with the help of better econometric methods, there has been
substantial progress in the empirical analyses. They also argue that literature on the demand for
money might benefit from an emerging trend toward an increased use of cross-section data in
empirical studies. Since this conclusion, there has been growing interest in the money demand
equations, mainly empirically, to see whether monetary aggregates have a central role to play in a
complete analysis of macroeconomic implications of monetary policy, see Kumar (2014), Daniele
et al. (2017), Bahmani-Oskooee et al. (2017), Mera et al. (2019), Ivanovski and Churchill (2019),
Dreger et al. (2019), and Benchimol and Quereshi (2020).
Foreign exchange considerations have an important impact on domesticmoneyholdings. Flem-

ing (1962) identifies the importance of the exchange rate in the money demand function for an
open economy in addition to income and interest rate. The relationship between exchange rate
and the demand for money is useful for the design of both monetary and exchange rate policies
(Marquez, 1985). If a central bank has an intention to conduct a contractionary monetary pol-
icy, this may be offset by the public having access to foreign exchange markets. For example, if
there is an expectation surrounding the depreciation of domestic currency, then individuals are
likely to increase their foreign money holdings in order to minimize their capital losses. This may
eventually reduce demand for domestic money holdings thereby pushing down interest rates.
When the expectations of the agents in the economy change according to expected future cur-
rency values, the central bank’s intention for a contractionary policy may be ineffective. As a
result, a well-behaved long-runmoney demand relationship can be identified only if the exchange
rate is part of the opportunity cost included in the money demand equation (Dreger et al.,
2007).
This study examines the nonlinear behavior of narrow money demand that is modeled as a

function of income, interest rates, and real exchange rate (RER) misalignment. According to Lai-
dler (1985, p. 53), Keynes’s analysis suggests that money demand cannot be treated as a simple,
stable, approximately linear, negative relationship with respect to the rate of interest. Nonlin-
earity becomes an important concept that is not neglectable especially when we include the
assumption of the asymmetric impact of exchange rates. There are various reasons that may con-
tribute to the nonlinear behavior of the demand for money, especially when the attention is on
the exchange rates. The response of the demand for money to changing exchange rates operates
via the wealth effect and substitution effect. The sign of the coefficient will be sensitive to which
of the effect overrides the other. Furthermore, the exchange rates may not have a symmetric effect
on the demand for money. For example, changes due to market participants’ expectations mean
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AKDOGAN 3

that if an appreciation of a currency increases money demand, a depreciation may not neces-
sarily lower it. In another example, Bahmani-Oskooee and Fariditavana (2016) study nonlinear
autoregressive distributed lag (ARDL) to show the symmetric effect of exchange rates on trade
balance. Nonlinear ARDL approach in estimating the demand for money has been studied in var-
ious counties such as Turkey by Bahmani-Oskooee et al. (2017), Korea by Bahmani-Oskooee and
Baek (2017), and Australia by Ivanovski and Churchill (2019). The method used in these studies
is based on a simple linear ARDL for the symmetrical effect and nonlinear ARDL for the asym-
metric effect, thereby allowing us to observe the behavior of the demand for money when the
exchange rate is increasing or decreasing. One of the contributions of this study is to examine
the nonlinear behavior of the demand for money by using the Smooth Threshold Autoregressive
Regression (STAR). The advantage of this method is that it analyses the asymmetric behavior of
misalignment on money demand, but more importantly it analyses how other explanatory vari-
ables affect demand for money when currencies are over or undervalued. Furthermore, the study
includes the RER misalignments as a determinant in the real money demand model and tests
whether the exchange rate misalignments have an impact both on domestic and foreign money
demand. Various cointegration techniques are employed in order to estimate the fundamen-
tal exchange rate and determine misalignments for the fourteen emerging European countries
(EEC).
The selection of the countries is based on geographical proximity to the EU and the euro-

zone. These countries all have higher productivity and growth rates with lower wages, compared
to the advanced European countries. They have all experienced a rapid trade integration with
the EU and they all are looking for foreign direct investment (FDI) opportunities and economic
convergence in closing the large income gap. A competitive and stable RER is crucial for pro-
moting growth and stability in emerging markets. In this respect, two important issues can be
observed. First, RERhas an important role in facilitating economic diversification that contributes
to long-term growth of emerging and developing countries (Ocampo et al., 2009, Stiglitz and
Greenwald, 2014). Second, exchange rates are important macroeconomic variables for emerg-
ing economies, especially when looking at managing cyclical swings in external financing and
terms of trade (TOT) fluctuations. The vulnerability to exchange rate movements in emerging
economies, especially those that are subject to strong boom–bust cycles in external financing,
leads to a specific and somewhat contradictory relationship between exchange rate and mone-
tary policy (Guzman et al., 2018). The study covers a timespan from 2000 to 2019 that includes
structural changes such as the transition of some countries to market economies, joining the EU
and the eurozone, and also events such as inconsistencies in the progress of modernizing the eco-
nomic relations with the EU (such as the customs unionwith Turkey and the trade dialogues with
Belarus).
The analysis includes the concept of misalignment that is mainly derived from the movement

of the actual exchange rate from its fundamental (equilibrium) value. As the equilibrium RER
requires a simultaneous attainment of an equilibrium in the external sector and domestic sector,
misalignment will refer to an inefficiency in these sectors. Misalignments can be due to short-
term overshooting of nominal and real currencies in which the overshooting by the RER of its
long-run equilibrium value occurs in response to an unanticipatedly announced monetary pol-
icy shock (Buiter & Miller, 1982). The exchange rate interventions are examples of these types of
shocks. They are effective in moving the RERs in the desired direction, which can be either in a
corrective way or in a harmful way by causing deviations from equilibrium, seen predominately in
emergingmarkets (Daude et al., 2016).Misalignment in RER, in this respect, is important in terms
of changing the near-term exchange rate expectations, thereby affecting the demand for domestic
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4 AKDOGAN

currency. Since central banks inmany emerging economies have persistently intervened in foreign
exchange rate markets, this experience by economic agents appears to be an important element
for intervention to be able to have an intended effect on exchange rate expectations (Miyajima,
2013). Therefore, misalignment is an important factor in changing these expectations. It affects
the present decisions in regard to holding domestic and foreign money demand; this is consid-
ered a valuable contribution to the literature on real money demand. Distinguishing equilibrium
movement from misalignment has been a great challenge, and there are different approaches to
measuring these misalignments. Cheung and Fujii (2011) use the difference between the national
price level and real income for determining misalignment, whereas Stein and Paladino (1999) use
the real fundamentals, such as social consumption and the productivity of the economy, as the
determinants of the fluctuations from the equilibrium RER. On the other hand, Salto and Turrini
(2010) compare current account base approaches and relative price-based approaches for esti-
mating RER misalignment for the EU countries. It can be seen that it is quite common to use
real variables such as openness, TOT, productivity, net foreign assets, government consumption,
country debt services, and real interest rates to determine RER (e.g., see Fidora et al., 2021; Frait
et al., 2006; Nouira and Sekkat, 2015; Palić et al., 2014). There is an ever-growing interest in recent
publications that examine the effect of misalignment on macroeconomic variables such as eco-
nomic activity and external imbalances (Corsetti et al., 2020; Cuestas et al., 2020; Tipoy et al.,
2018).
The misalignment is an important part of the analysis, but the aim is neither to find the causes

of misalignment nor the policy implications to reduce it. However, the objective and the major
contribution of this paper is to measure whether the demand for money behaves asymmetrically
to overvalued or undervalued exchange rates. The impact of misalignment on various macroe-
conomic variables such as growth, export performance and redistribution (e.g., see Aguirre &
Calderon, 2005; Couharde & Sallenave, 2013; Cuestas et al., 2019; Huizinga, 1997; Jongwanich,
2009; Tipoy et al., 2018), or on RER (Fidora et al., 2021) has been studied empirically. Other stud-
ies such as Engel (2011) and Corsetti et al. (2020) establish a relationship between misalignment
and monetary policy theoretically. However, there is no empirical study regarding the impact of
misalignment on the demand for money. Whether it is due to the transition process or to the need
for speeding up the industrialization process, there are various concerns that should be taken
into account while studying the demand for money. The first concern relates to the high infla-
tion periods in those countries making foreign transactions a particularly important variable for
the real money demand. During the period of high inflation or high uncertainty, there is a ten-
dency for these countries to replace domestic currency with foreign currency for store of value or
medium of exchange purposes. As a result, exchange rates become an important part of money
demand analysis. Besides, all these countries have strong economic and political relations with
the EU. Economic relations appear in various forms depending on the degree of economic inte-
gration. For example, some of these countries are alreadymembers of the eurozone and others are
expected to join the EU in the future. Consequently, the demand for money is important for the
eurozonemembers and the EUmembers that are expected to join themonetary union. It is useful
in detecting risks to price stability over the medium term thereby conducting a well-functioning
monetary policy. As in all countries, the demand for money is important to maintain economic
and political stability and reduce uncertainty.
The rest of the paper is organized as follows. Section 2 provides a literature review; Section 3

describes the theoretical background, and Section 4 explains the RER determinants. Finally, Sec-
tion 5 presents a nonlinear estimate of the money demand function, and Section 6 concludes the
analysis.
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AKDOGAN 5

2 LITERATURE REVIEW

There are many studies that use exchange rates to explain the movements in domestic money
holdings. Petrović and Mladenović (2000) argue that a money demand model based on the
exchange rate explains the Yugoslav hyperinflation better than the standard Cagan’s (1956)money
demand model based on the price level. Marquez (1985) examines the extent to which domestic
money holdings in Venezuela are influenced by foreign exchange considerations. The idea behind
both studies is based on “dollarization” or fear of floating arguments (Calvo & Reinhart, 2002).
The exchange rates are not only important for realmoney balances in fixed exchange rate regimes,
but they are also important in floating exchange rate regimes. For example, Bahmani-Oskooee
and Rehman (2005) estimate the money demand function with exchange rate in Asian devel-
oping countries; Bahmani-Oskooee et al. (2017) find evidence that exchange rate changes have
short-run and long-run asymmetric effects on money demand in Turkey. Bahmani-Oskooee and
Tanku (2006) study the blackmarket exchange rate in less developed countries as the determinant
of money demand. Albulescu et al. (2019) includemicroeconomic foundations in their model and
study the effect of currency substitution between the currencies of the Central and Eastern Euro-
pean Countries (CEECs). They conclude that the exchange rate affects money demand even in
the absence of a currency substitution effect. Fidrmuc (2009) studies the money demand func-
tion in six CEECs and finds that money demand is significantly affected by the euro area interest
rate and the exchange rate against the euro, which in turn is considered an indication of money
demand instability. In addition to this, the previous studies provide evidence for the essential role
of the exchange rate in themoney demand function. Nevertheless, ambiguity about the sign of the
exchange rate in themoney demand function indicates the nonlinear behavior of money demand.
There is empirical evidence to support that appreciation and depreciation of the domestic cur-
rency can have asymmetric effects on the money demand equation (Bahmani-Oskooee & Baek,
2017; Bahmani-Oskooee & Bahmani, 2015; Bahmani-Oskooee & Fariditavana, 2016; Ivanovski &
Churchill, 2019). Hsieh and Hsing (2009) provide evidence for a nonlinear behavior in Hungary’s
money demand function. Karpetis et al. (2019) support this nonlinearity behavior of the demand
for money by finding that optimism affects money demand positively, whereas pessimism affects
it negatively.
Volatility and uncertainty in exchange rates can affect the amount of cash balances being

held by the economic agents, thereby affecting money demand holdings. Volatility will cause
economic agents to substitute the domestic currency for foreign currency, in turn reducing the
demand for money balances. McGibany and Nourzad (1995) examine the level and volatility of
exchange rates on the demand for money, and their results show that money demand responds
to the volatility of relative prices and nominal exchange rates. Furthermore, Bahmani (2011) finds
that exchange rate volatility has short-run effects on money demand in less developed countries.
Volatility can be one possible explanation for why a country’s RER is out of line with respect
to its long-run equilibrium level. Another explanation can be the uncertainty in which the for-
eign exchange market is likely to produce the “wrong” rate (Pilbeam, 1991). There is a general
agreement that maintaining the RER at the “wrong” level results in significant welfare costs
(Edwards, 1989). It generates incorrect signals to economic agents and results in greater economic
instability (Willet, 1986). If the currency is overvalued, it may be optimal from a private perspec-
tive, but there is a substantial cost from social welfare, and it may cause massive capital flight
(Cuddington, 1986).
The Behavioral Equilibrium Exchange Rate (BEER) approach assumes that the foreign

exchange market will be efficient if it fully reflects all available information. When this
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6 AKDOGAN

assumption holds, the actual exchange rate will not deviate significantly from its equilibrium rate.
The BEER is based directly on the relative price of tradables to non-tradables, and it embraces the
Balassa–Samuelson (BS) approach. Moreover, the BS approach examines the movement of RER
due to the changes in relative tradables productivity growth differential and relative price of non-
tradable goods to tradable goods. The existing literature provides mixed evidence for the support
of the BS effect (see a summary of results in Blaszkiewicz et al., 2004). For example, Égert (2003)
studies the BS effect for the CEECs, and Jakab and Kovács (2000) find strong support for the BS
effect in Hungary. De Gregorio and Wolf (1994) study the joint effect of productivity differentials
and TOTmovements on RER and the relative price of tradables. They find that productivity differ-
entials across sectors are significant determinants for the RER, but they are not significant for real
price of non-tradable goods.Melecký andKomárek (2007) use BEERmodel to test the equilibrium
rate, and they find that the productivity differential, the real interest rate differential, TOT, and net
FDI are the significant determinants. They find that the Czech koruna is undervalued by about
7% over the period of 1994–2004. Blaszkiewicz et al. (2004) do not find support for wage equaliza-
tion but find evidence of the BS effect. Furthermore, Cipriani (2001) finds a weak link between
the productivity growth differentials (in tradables and non-tradables sectors) and inflation rates
in 10 CEECs. The following section will explain the BEER and the exchange rate misalignment in
more detail.

3 THEORETICAL BACKGROUND

The theoretical part includes the model used to determine RER misalignments and the
relationship between misalignments and the demand for money.

3.1 Real exchange rate misalignment

It is important to understand the causes of exchange rate volatility for the role of success-
ful monetary policy implications. The volatility of exchange rates may be due to changes in
nominal exchange rates caused by price differentials, money growth differentials, and inter-
est rate differentials. Alternatively, it may be due to changes in RERs caused by changes in
productivity growth rates or even due to other possible causes that affect the structure of the
economy such as trade and industrial policies, the degree of capital mobility, and technological
developments.
RER is defined as the relative price of the home country’s basket of commodities in terms of

the basket of commodities of the foreign country, when nominal exchange rates are rigid. In a
floating exchange rate regime, the movement of RER represents the increased variability of nom-
inal exchange rates alongside the variability of the ratio of the national price level (Mussa, 1986).
Such a definition of the RER makes the analysis compatible with any exchange rate regime and
emphasizes the importance of RER when representing the level of international competitiveness
of a country. There are different approaches explaining the movement of RERs; one common
approach involves the direct econometric analysis of the BEER developed by MacDonald (1997)
and Clark and MacDonald (1999). The BEER approach uses the deviation of the actual exchange
rate from its fundamental value (estimated equilibrium value). One of the drawbacks regarding
the BEER approach is that the economic fundamentals determining the exchange rate behavior
are assumed to be at their equilibrium levels. The long-run economic fundamentals in the BEER
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AKDOGAN 7

approach are shown in the equation as

𝑅𝐸𝑅 = 𝑓 (𝑇𝑂𝑇, 𝑇𝑁𝑇, 𝑅𝐼𝑃, 𝑁𝐹𝐴) .

The relationship between the RER and its long-run determinants are TOT, relative price of non-
traded to traded goods (TNT), relative productivity (RP), and stock of net foreign assets (NFA). The
equation takes the following log-linear form:

𝑟𝑒𝑟 = 𝜎𝑇𝑂𝑇 + 𝜌𝑇𝑁𝑇 + 𝜏𝑅𝐼𝑃 + 𝜑𝑁𝐹𝐴. (1)

TOT movements are potential determinants of RERs. Nevertheless, there is not necessarily
a mechanical connection between TOT and RER (Lane & Milesi-Ferretti, 2002). TOT shocks
and their effects on current account position have been extensively studied by using Harberger–
Larusen–Metzler effect. Harberger (1950) and Laursen and Metzler (1950) conjectured that a
deterioration in theTOT lowers real income subsequently causing a reduction in aggregate savings
and deterioration in trade balance. This reduction in aggregate demand causing real depreciation
is called the income effect of TOT shock. The Obstfeld–Svensson–Razin framework shows that
under perfect capital mobility the effects of TOT shocks depend on the duration of those shocks,
agents’ expectations, and finally type and significance of transmission channels.1
Alternatively, Cashin andMcDermott (1998) argue that countries that consumeboth importable

goods and non-tradable goods influence saving decisions (substitution effects). The relationship
between TOT and intertemporal relative price of consumption depends on two conditions. First, it
depends on the ability of the countries, in response to TOT shock, to switch between importable
goods and non-tradable goods (intratemporal substitution). An increase in the price of imports
pushes demand toward non-traded goods causing an increase in the price of non-tradables, and
this leads to a real appreciation. Second, it is the ability of the countries, after TOT shock, to
switch between current and future consumption in response to a shift in the relative price of
current consumption (intertemporal substitution).When there is an increase in overall price level
due to higher import prices, there will be a shift in demand from the current consumption to
future consumption. In both cases, intertemporal relative price of consumption is raised. This
induces a temporary real appreciation, which raises aggregate private savings and improves the
trade balance position. Therefore, 𝜎 in Equation (1) may either be positive or negative depending
on the duration of the TOT andwhether or not the income effect outweighs the substitution effect.
BS model assumes that the faster productivity growth at home in tradables relative to the non-

tradable sector than abroad will lead to a rise in the relative price level (price of non-tradables to
tradables) and, therefore, to the real appreciation of the domestic currency. Accordingly, 𝜌 and
𝜏 in Equation (1) are expected to be positive. The model assumes that consumer demand pat-
terns play no role in determining the relative price; when the production functions are the same
in two countries, the prices of non-tradables in terms of tradables are equalized. Indeed, the BS
effect argues that persistent deviations from its purchasing power parity (PPP) values are due to
a sectoral labor productivity difference (Blaszkiewicz et al., 2004). In other words, an increase in
production, if tastes are non-homothetic and the income elasticity of demand for non-tradables
is greater than one, may put upward pressure on the relative price of non-tradables (Bergstrand,

1 The ambiguous impact of TOT shocks on current account balance has been studied by many authors. See Svensson and
Razin (1983), Eichengreen and Goulder (1991), and Ostry and Reinhart (1992) for duration of shocks; see Harkness (1982)
and Levi (1983) for the agents’ expectations; and see Mendoza (1995) for significance of transmission channels.

 14678586, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/boer.12380 by U

niversity C
ollege L

ondon U
C

L
 L

ibrary Services, W
iley O

nline L
ibrary on [17/01/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



8 AKDOGAN

1991). If themodel assumes that demand plays an important role, and income elasticity of demand
for non-tradables is less than one, this will affect the size of appreciation. Furthermore, if the
income elasticity of demand for tradables is greater than one, then it may even result in real
depreciation.
RERs can also be affected by other macroeconomic variables other than the BS effect. NFA in

portfolio balance models are also important determinants used to explain the RER movements.
NFA are constructed as cumulated current account deficits/surpluses expressed in terms of gross
domestic product (GDP) (Égert et al., 2006). NFA position affects risk sharing, and it plays a
dynamic role in the economy; hence, the RER will be affected by the NFA as long as there is
either asset accumulation or decumulation. Positive (negative) sign shows that asset accumula-
tion (decumulation) causes real appreciation (depreciation). The larger the asset accumulation,
the greater the direct effect of the NFA position on the RER dynamics will occur. Lane and
Milesi-Ferretti (2002) examined the link between NFA position and RER by decomposition of
this relationship into two channels. The first channel is the negative effect of an increase in the
stock of NFA to GDP on the trade balance; the second channel is the negative effect of trade bal-
ance on the RER, that is, RER will be depreciated more when there is a bigger steady-state trade
surplus.
NFA is associated with an appreciation of the RER (+ sign). When the economy is at a steady-

state trade deficit, and there is an increase in NFA position, there is a real appreciation of the
domestic currency. However, the sign is negative over the medium term if a decrease in NFA
(debt creation) is linked to the appreciation of the RER (Égert et al., 2006). In addition to this, Lane
and Milesi-Ferretti (2002) explain the causes of weak RER when there is persistent trade surplus
during a transitional relation. The reason is due to the inverse relationship between trade balance
and price of non-tradable goods. One criticism regarding this approach is that the determinants
of the RER other than the trade balance remain constant; this is rather challenging, especially for
countries that have not completed their liberalization.

𝑚𝑖𝑠𝑡 = 𝑟𝑒𝑟𝑡 − 𝑟𝑒𝑟
𝑓
𝑡 . (2)

Misalignment in the RER occurs when the actual value, rer, is different than its funda-
mental value, rerf, in Equation (2). These unjustified departures of the actual value from its
equilibrium value are a failure of simultaneously maintaining an equilibrium in the external
sector and domestic sector of the economy. When the actual value is less than the funda-
mental value, the exchange rate is said to be overvalued causing undesirable effects on net
exports and growth. When the actual value is more than the fundamental value, the exchange
rate is said to be undervalued causing difficulties in controlling money supply and managing
inflation.2
The movement of the actual rate from the equilibrium rate depends on many economic fac-

tors such as the central bank policy framework, exchange rate regimes, and political factors.
Even though the distinguishing equilibrium movement from misalignment is very challenging,
it is important to understand the impact of this inefficiency on the behavior of the economic
actors.

2 These explanations are valid for exchange rates represented as domestic per foreign currency. If RER is represented as
foreign per domestic currency, then the currency is overvalued if actual value is greater than the fundamental value and
undervalued if actual value is less than the fundamental value. The latter will be used while discussing the empirical
results.
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AKDOGAN 9

3.2 The real money demand

The transactions-demand theory is based on the need for money to even out the differences
between income and expenditure streams (Hendry&Ericsson, 1990). The definition of realmoney
demand is determined by the real quantity expressed in terms of the volume of goods and services
thatmoney can purchase (Freidman, 1956). Due to financial innovations that are able to extend the
boundaries for monetary and non-monetary assets, the transactions-demand theory with narrow
money has received less attention in recent literature. This has made the role of monetary aggre-
gates less relevant to monetary policy. Nevertheless, in terms of providing useful information for
money demand, there are three reasons why narrow money is still important for this study. First,
narrow money with a high degree of liquidity has a strong and timely correlation with aggregate
spending than the less liquid assets held for saving purposes. This makes narrow money partic-
ularly important for understanding the behavior of price hikes. Second, monetary aggregate for
narrow money M1 is an important indicator for monetary aggregate for broader money M3, and
thus its analysis is useful to understand the behavior of broad money. Third, it is important to
understand the money-holding behavior for assessing the welfare cost of inflation. Consequently,
narrow money demand provides valuable information that has to be taken into consideration,
particularly by the policymakers conducting their policies to pursue macroeconomic objectives
of price stability, economic growth, and employment.
Real quantity of money depends on nominal quantity (M), and one way to calculate the real

quantity ofmoney is by dividing the nominal quantity ofmoney by a price index (P). The aggregate
real quantity of money is an increasing function of some measure of the volume of real transac-
tions (Y). Furthermore,money demand can also be determined by the opportunity costs of holding
money. The cost of holding money is interest foregone (R), and money demand declines as the
opportunity cost of holding money increases. Thus, we have the following equation:

𝑀

𝑃
= 𝑓 (𝑌, 𝑅, 𝜃) , (3)

where 𝜃 shows all the other variables of interest in the money demand function. Alternatively,
the exchange rate can also be considered as part of the opportunity cost (Dreger et al., 2007). The
equation takes the following form when more specific functional forms are adopted.

𝑚 − 𝑝 = 𝛿𝑦 + 𝛾𝑅 + 𝜂𝑟𝑒𝑟, (4)

where variables in the lower case indicate that they are in logarithms. Parameters in 𝛿 and 𝜂 are
income and RER elasticities, whereas 𝛾 is the semi-interest rate elasticity of real money demand.
The coefficient 𝛿 is equal to 0.5 in Baumol’s (1952) and Tobin’s (1956) transactions-demand theory,
or it can be equal to 1 in Friedman’s (1956) quantity theory of money. The coefficient 𝛾 is expected
to be negative. According to Hendry and Ericsson (1990), the equation may require returns on all
relevant alternative assets, with non-zero costs between these assets rather than some summary
measure. If components of themeasure ofmoney bear interest, the associated interest rates should
also appear in R, and the corresponding elements in 𝛾 should then be positive.
The demand for money is likely to depend upon the exchange rate in addition to the level of

income and the interest rate (Mundell, 1963).Money, price, interest rate, and exchange ratemay be
causally linked, possibly in several directions. Understanding these linkages is central to overall
economic policy and generally requires a systems approach (Hendry & Ericsson, 1990). Exchange
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10 AKDOGAN

rates affect the demand for domestic currency through the wealth effect and the currency sub-
stitution effect. For example, when there is a depreciation, there will be an increase in demand
for domestic goods from abroad. This will eventually increase domestic production, resulting in
higher inflation rates and an increase inmoney demand (causing a negative relationship between
exchange rate and money demand). In contrast, the currency substitution effect explains that
depreciation may reduce confidence in the domestic currency, thereby lowering money demand
via switching from domestic currency to foreign currency. The relationship between demand
for money and exchange rates depends highly on the magnitudes of the wealth and currency
substitution effects. The relationship may be negative if the wealth effect outweighs the substi-
tution effect or positive if the substitution effect dominates the wealth effect. The choice for the
domestic currency demand is highly dependent on expectations. Therefore, the model includes
RER to determine the long-run behavior of the demand for money in EEC. It is common in the
literature to study the relationship between real demand for money and RER (Bahmani, 2011;
Bahmani-Oskooee & Malixi, 1991; Buiter & Miller, 1982; Daniele et al., 2017; Lee & Chung, 1995).

𝑀𝐷𝑡 = 𝛼𝑚𝑖𝑠𝑡 + 𝛽𝑍𝑡 + 𝜀𝑡. (5)

Themain objective of this analysis is to examine the effect ofmisalignment represented inEqua-
tion (2), on real money demand. Equation (5) shows the determinants of real money demand,
MD, RER misalignments, mis, the control variables such as interest rate and income, Z, and the
error term, 𝜀. The positive value for misalignment is associated with overvaluation. When the
currency is overvalued, people’s demand for domestic currency falls. Essentially, overvaluation of
the domestic currency means consumer prices are higher at home than abroad. The consumer
expects a depreciation in the future so there will be less demand for domestic money. As higher
prices may require contractionary policies causing a reduction in money supply, this relationship
is consistent with the response of the central bank to overvaluation. However, a negative value in
misalignment is also associated with undervaluation. When consumer prices are lower at home
than abroad, it increases the production of tradables and increases expectations of domestic appre-
ciation. In turn, increasing the demand for domestic currency. It can be said that central banks
are more likely to conduct expansionary monetary policies when domestic prices are low.

4 REAL EXCHANGE RATE DETERMINANTS IN EEC

The analysis starts with the monetary policy framework and the exchange rate regime for the
EEC as they affect both the behavior of exchange rates and the demand for money. There has
hardly been a change in the price stability objective of central banks. However, monetary pol-
icy instruments that shape the policy framework vary significantly across countries and time
periods. The monetary policy framework is the manner in which the central banks use these
instruments to pursue their objectives. In a discretionary monetary framework, the central bank
is free to act depending on short-term conditions. Though, in a rule-based framework, a central
bank’s actions are limited according to a rule set, often counter-cyclical rules, to stimulate the
economy. These rule-based policies can spur in the form of controlling monetary aggregates as in
Friedman k-percent or controlling interest as in Taylor-rule type monetary policy. Inflation tar-
geting (IT) became popular in the early 1990s, first among central banks in developing counties.
After a decade, it affected other central banks in developing countries and emerging economies.
Table 1 shows the monetary policy frameworks and the exchange rate regimes for the selected
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12 AKDOGAN

countries. Policy choices for both monetary policy frameworks are based on official statements
and the International Monetary Fund (IMF)’s Annual Report on Exchange Arrangements and
Exchange Restrictions. Exchange rate regimes are based on de facto regimes in IMF’s Annual
Report on ExchangeArrangements and Exchange Restrictions. IT is preferred bymost of the EEC,
except Belarus, which prefers to use monetary anchor as a monetary policy framework; Bulgaria
and Croatia, both use exchange rate anchors; and Latvia.
The link between monetary policy and IT is not straightforward due to the fact that IT can

be explained by neither discretionary nor rule-based frameworks. Bernanke and Mishkin (1997)
identify IT as “constrained discretion.” They argue that the IT framework is not a rule in the
sense that the changes in policy are not reactions provoked by certainmacroeconomic conditions.
Instead, the IT framework relies on discretion based on structural and judgmentalmodels that are
used to determine the policy action in achieving the inflation target.
Another important policy choice that affects the nominal exchange rate and RER is the

exchange rate regime. Before joining the euro area, most selected countries conducted fixed
exchange rate regimes, including Estonia, Latvia, and Lithuania. RER movements can be pre-
vented if the exchange rate movements are all related to monetary policy stability. If the
movements are due to diverging structural economic developments between countries in the
productivity patterns or in other trade-related factors, then the movements cannot be prevented
entirely by the economic policies. Hence, structural changes will move the RER from its expected
equilibrium value.
Appendix 1 shows the correlation between RER and its determinants. The negative sign for

TOT is evident for all countries. This can be explained by the significant income effect that results
in a real depreciation after TOT shock. A positive correlation between industrial production and
RER shows support for the BS effect nearly in all countries. These results are mostly supported
by the relative price of non-tradable goods. The correlation between asset accumulation and the
exchange rate has shown the most inconsistent signs among countries.
The next step is to study the long-run relationship between RER and its determinants, concur-

rently estimating the equilibrium exchange rate required for calculating the misalignment. Every
cointegration analysis starts with testing the stationarity of the variables used in the analysis. See
Appendix 2 for unit root test results.3 The next step is identifying the number of cointegration
relations. Table 2 shows the results of maximum eigenvalue and trace tests, which are less than
the number of variables in all countries. Serbia and Slovenia are excluded from the analysis due
to the fact that the RERs are found stationary.4 The last column provides evidence that there is at
least one cointegration relation in all selected countries.5
Table 3 presents the cointegration coefficients of the RER model. The missing values such as

the relative price of non-tradables to tradables in Belarus and NFA in Slovak Republic means that
these variables are found stationary; therefore, they are excluded from the cointegration analysis.
The results show a strong relationship between TOT and RER in EEC. This is consistent with

3 Various unit root tests are employed for the variables to increase the level of confidence in the cointegration analysis. Sta-
tionarity is particularly important for the exchange rate regression as the demand for money already includes all variables
in their first differences. The analysis also includes Zivot–Andrews (ZA) unit root test by including a structural break. In
general, the results of the ZA test were in line with standard unit root tests, thus, not changing the overall decision.
4 Both real effective exchange rates and calculated RERs, where nominal exchange rates deflated with price indices, are
found stationary.
5 Additionally, AR roots test show that the model imposes a certain number of unit roots for all estimations, compared to
no unit root for the VAR model.
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AKDOGAN 13

TABLE 2 Cointegration tests for RER

l-max 95% CV l-trace 95% CV r
Belarus 62.46 32.12 106.06 47.86 2
Bulgaria 32.58 83.92 83.92 76.97 1
Croatia 100.69 38.33 196.80 88.80 3
Czech Rep. 63.90 33.88 141.83 69.82 2
Estonia 70.95 34.81 163.95 76.97 3
Hungary 149.17 34.81 241.04 76.97 3
Latvia 82.96 34.81 152.15 76.97 3
Lithuania 45.98 38.33 119.10 88.80 3
Poland 81.07 34.81 162.59 69.82 4
Romania 120.41 38.33 246.15 88.80 4
Slovak Rep. 63.86 28.59 122.45 54.08 3
Turkey 82.31 38.33 207.60 88.80 3

Note: l-max and l-trace are Johansen unrestricted cointegration rank test shown together with critical values (CV). r is the number
of cointegrating vectors for trace statistics.
*, **, and *** denote statistical significance at 10%, 5%, and 1%, respectively.

the literature such that coefficients of TOT are largest, compared to the coefficients of the rest
of the variables for all selected countries (Cuestas et al., 2020; Tsen, 2011). TOT is statistically
significant in all countries except Hungary. All countries except Belarus, Bulgaria, Croatia, and
Romania have a positive sign, meaning improved TOT will cause an appreciation of the RER.
In other words, an adverse TOT shock will lower real income and cause a reduction in aggregate
demand, and hence a real depreciation. One possible explanation for the negative signs in Belarus,
Bulgaria, Croatia, and Romania is that the substitution effect outweighs the income effect. Here,
consumption shifts from tradable products to non-tradable products, raising the price of non-
tradable goods and causing a real appreciation. The magnitudes of the coefficients are bigger for
countries with negative signs.
The following two coefficients are used to measure the BS effect: TNT, which is the price of

tradable to non-tradable (domestic approach); and RP, which is the RP (international approach).
Appendix 3 provides the details for all data used in the analysis. The coefficients of TNT aremostly
consistent with the literature (Égert et al., 2006; Kinkyo, 2008). They provide a strong support
for the BS model in countries such as Croatia, Hungary, Estonia, Romania, and Slovak Repub-
lic. The magnitudes of coefficients are significantly higher especially in Croatia, Hungary, and
Slovak Republic. The coefficients for RP are statistically significant in all countries, and it clearly
shows that the RP of tradables is an important determinant in explaining the RERmovements. An
increase in productivity differential that causes real appreciation, as the BS effect suggests, is valid
only for Bulgaria, Czech Republic, Latvia, and Lithuania. The varying signs of TNT can partly be
explained by the assumptions of the BS model, where it is the productivity of labor in the trad-
able sector that is what changes the RER, not the productivity of non-tradable goods. Therefore,
this study also includes the overall productivity differences into themodel to measure RERmove-
ments to include all sources of productivity differences.6 The second and third columns in Table 3
show the determinants of the BS model that play an important role in RER movements. These

6 The correlation between TOT and relative price of tradables and non-tradables are tested for all countries, and there is
no evidence for collinearity that would otherwise cause a distortion in the model estimation.
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14 AKDOGAN

TABLE 3 Cointegration coefficients for RER

TOT TNT RP NFA Lags EC
Belarus −4.96*** – −0.20*** 0.03* (5) −1.63**

(0.62) (0.07) (0.02) (0.22)
Bulgaria −8.59*** 0.84*** 0.29*** 0.01 (4) −0.07

(3.07) (0.31) (0.10) (0.01) (0.05)
Croatia −9.90* 1.31*** −0.09*** −0.09*** (4) −0.03

(1.04) (0.40) (0.11) (0.10) (0.03)
Czech Rep. 5.85*** −3.87*** 1.66*** 0.06* (5) −0.31***

(2.12) (0.88) (0.31) (0.04) (0.08)
Estonia 2.62*** 1.23*** −0.54*** −0.02*** (5) 0.10

(0.64) (0.39) (0.09) (0.01) (0.08)
Hungary 7.72*** 2.77*** −0.81*** −0.03*** (5) −1.33***

(2.72) (0.18) (0.20) (0.10) (0.12)
Latvia 8.48*** −2.39*** 0.20*** −0.04* (4) −0.05

(0.89) (0.33) (0.30) (0.02) (0.06)
Lithuania 1.97* 0.23* 0.56*** −0.06*** (3) −0.01

(1.25) (0.15) (0.16) (0.00) (0.08)
Poland 5.48*** −0.81** −1.81*** 0.17*** (3) −0.65***

(2.41) (0.43) (0.37) (0.07) (0.10)
Romania −9.84*** 1.03*** −0.64*** −0.09*** (5) 0.37

(2.40) (0.14) (0.08) (0.01) (0.28)
Slovak Rep. 1.88*** 1.21*** −0.31* – (5) −0.12*

(2.23) (0.35) (0.72) (0.07)
Turkey 3.31** 0.90*** −4.08*** −0.25* (5) −0.34*

(2.04) (0.30) (0.52) (0.46) (0.22)

Notes: The model has no deterministic trend in data, but it has intercept in Bulgaria, Estonia, Hungary, Latvia, and Slovenia. The
model includes linear trend in data with intercept in Belarus, Czech Republic and Poland. Finally, it includes linear trend in data
with intercept and trend in Croatia, Lithuania, Romania, and Turkey.
The last column provides the error correction terms. Standard errors are in parentheses. EC, error correction; NFA, net foreign
assets; RP, relative productivity; TNT, non-traded to traded goods; TOT, terms of trade.
*, **, and *** denote statistical significance at 10%, 5%, and 1%, respectively.

findings support the idea that an increase in the relative price of non-tradable goods causes real
appreciation in seven out of 11 countries. The findings provide a weak support for a link between
increased productivity, which causes higher relative price of non-tradable goods, and real appre-
ciation. Only four out of 13 countries show the RP causing real appreciation. It means that an
increase in the RP does not cause structurally higher inflation. These results support the study of
Jakab and Kovács (2000) and Cipriani (2001) and raise concern that a more detailed analysis of
the link between the RP changes and relative prices of non-tradable goods is required.
The fourth column shows the long-run effect of NFA on the RER asmost coefficients are found

statistically significant. The sign of the coefficients varies across countries, which is similar to
other studies such as Égert et al. (2006). The positive sign, for which the asset accumulation
causes real appreciation, is found statistically significant only inBelarus, Bulgaria, Estonia, Latvia,
Romania, and Slovakia. The magnitudes are slightly lower than other determinants, supporting
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AKDOGAN 15

TABLE 4 Multivariate residual diagnostics

Autocorrelation Normality Heteroscedasticity
LM(1) LM(2) JB White

Belarus 25.76 23.72 7.85 561.76
Bulgaria 24.53 26.63 8.54 666.50
Croatia 15.58 23.39 5.39 791.76
Czech Rep. 23.99 31.93 10.98 975.67
Estonia 19.69 20.70 17.85 893.69
Hungary 29.97 24.78 6.66 1039.16
Latvia 29.35 27.48 14.94 936.70
Lithuania 35.71 22.84 12.54 516.56
Poland 34.51 30.52 9.09 622.74
Romania 17.29 28.81 4.88 1072.20
Slovak Rep. 10.43 9.89 12.22 868.02
Turkey 34.39 31.21 17.28 1043.81

Note: LM represents the Lagrange multiplier test and JB represents Jarque–Bera test for Equation (1).

a weak effect of NFA on the RER, whereas the magnitude is slightly higher only in Hungary and
Turkey. The sign is negative formost of the countries due to the inverse relationship between trade
balance and the price of non-tradable goods. This is applicable to countries with rapid growth
forecasts, particularly in transition economies. The results of the cointegration regressions clearly
present a long-run relationship between the RER and its determinants. Nevertheless, the short-
run response to the long-run equilibrium is significant in half of the estimations with a correct
sign (see the last column in Table 3). The nature of these kinds of economic decisions suggests
that the error correction (EC)mechanism could arise from forward-looking behavior, and it could
also reflect expectations surrounding future events (Alogoskoufis & Smith, 1991). When the (EC)
representations cannot adequately capture short-run expectations, then the estimated (EC) coef-
ficient leads to misleading results (Antzoulatos, 1996). Varying expectations of the consumers and
investors toward appreciating and depreciating domestic currency will further be analyzed in a
nonlinear framework in Section 5.
Table 4 shows the multivariate residual diagnostic tests for RER estimations with the Johansen

cointegration method. Due to space consideration, the Lagrange multiplier (LM) autocorrelation
tests with only 1 and 2 lags are presented; the results show that there is no autocorrelation in
country estimations. All error terms are normally distributed, and there is no heteroscedasticity.7
Measuring the effect of exchange rate misalignment, that is, over- or undervalued currency,

on real money demand for the EEC constitutes an important contribution of this paper. RER
misalignments result in severe welfare and efficiency costs, the biggest of which come from the
exchange and trade controls that usually accompany overvaluation (Edwards, 1989). Table 5 shows
themisalignment of the RER, which is obtained by using the error term estimates in Equation (2).

7 Alternatively, the stability tests are employed for RER model by using multiple structural breaks with unknown dates.
The results show that joining euro did not cause any structural breaks in countries such as Estonia, Latvia, and Lithuania,
which became part of the eurozone within the timeframe selected for the study. One possible explanation is that these
countries have already aligned their economies with the eurozonemembers, and theymaintained exchange rate and price
stability long before the actual date. The tests results are not reported due to space consideration, but they are available
upon request.
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16 AKDOGAN

TABLE 5 Descriptive statistics for the RER misalignments

Mean
Before crisis Crisis After crisis Maximum Minimum S.D. Skewness Kurtosis JB

Belarus 0.0071 −0.0125 −0.0021 0.1266 −0.1869 0.06 −0.50 3.27 3.31
Bulgaria −0.0004 0.0083 −0.0014 0.0356 −0.0286 0.01 0.27 3.49 1.64
Croatia −0.0004 0.0033 −0.0004 0.0179 −0.0221 0.01 0.04 2.87 0.07
Czech Rep. 0.0001 −0.0029 0.0006 0.0406 −0.0299 0.01 0.21 3.41 1.09
Estonia −0.0001 0.0026 −0.0004 0.0267 −0.0233 0.01 0.11 3.14 0.20
Hungary 0.0002 0.0013 −0.0004 0.0534 −0.0490 0.02 0.04 2.61 0.50
Latvia −0.0003 0.0039 −0.0006 0.0221 −0.0191 0.01 0.20 2.70 0.81
Lithuania −0.0019 0.0106 −0.0008 0.0422 −0.0467 0.02 −0.17 4.00 3.00
Poland 0.0036 −0.0049 −0.0015 0.0762 −0.0846 0.03 −0.17 2.90 5.87
Romania −0.0009 0.0043 −0.0002 0.0297 −0.0346 0.01 −0.02 2.39 1.14
Slovak Rep. −0.0004 0.0045 −0.0007 0.0289 −0.0324 0.01 −0.30 3.84 3.32
Turkey 0.0014 0.0056 −0.0020 0.1046 −0.1557 0.05 −0.39 3.51 2.69

It represents the deviation of the actual value from its fundamental value. The negative signs show
currencies that are undervalued, and the positive signs show the ones that are overvalued. The
average values of themisalignment are calculated between three different time periods: before the
crisis (2001–2007), during the European debt crisis (2008–2009), and the post-crisis period (2009–
2019)8. Table 5 showed that the RERs in seven out of 12 countries were undervalued before the
crisis. The highest misalignments were in Belarus and Poland, and both currencies were overval-
ued during the pre-crisis period. Belarus had by far the highest misaligned currency among all
other currencies During the crisis period, misalignments, in absolute values, were significantly
greater, and all countries, except Belarus, Czech Republic, and Poland, had overvalued their cur-
rencies. The greatest misaligned currencies were in Belarus, Lithuania, and Bulgaria. Since the
financial crisis, all currencies except in the Czech Republic were undervalued, the highest mis-
alignments being in Belarus, Turkey, Poland, and Bulgaria. One possible explanation for a more
harmonized behavior of the national currencies could be attributed to the fact that five of these
currencies were replaced by the euro. There had been a significant increase in the speed of reserve
accumulation in European countries since the 2008 Financial Crisis, so countries were likely to
respond more aggressively to an exchange rate appreciation (Uz Akdogan, 2020). There is clear
evidence that the behavior of the RERwas different before, during, and after the crisis. This might
question the stability of the coefficients, particularly in the money demand model, and support
the idea of using nonlinear estimations to deal with such problems.

5 NONLINEAR ESTIMATE OF THEMONEY DEMAND FUNCTION

Themain aim of the analysis is to examine the nonlinear behavior of money demand to RERmis-
alignments. Various economic developments experienced by the EEC lead to structural breaks
and regime shifts in the demand for money. Nonlinearity or regime-switching behavior for those

8 The European debt crisis had a prolonged impact on these economies; thus, the crisis period used here is useful to show
the initial response of misalignment to the crisis.
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AKDOGAN 17

“catching-up” economies will allow us to identify different regimes that are endogenously deter-
mined from the data (Cheikh & Zaied, 2020). Initial data analysis starts with the scatter diagram
in Figure 1, and it shows the nonlinear relationship betweenmoney demand, which is represented
in the horizontal axis, and RER misalignment, which is represented in the vertical axis.9
The nonlinear behavior of money demand to RER misalignments is tested by using the STAR

time series model (Teräsvirta, 1994). One of the advantages of the STAR model application is to
allow testing for the state-dependent behavior of money demand. Following Cuestas et al. (2020),
the equation becomes as follows:

Δ𝑀𝐷𝑡 = 𝜇𝑡 +
[
𝜋0Δ𝑀𝐼𝑆𝑡 + Π′Δ𝑉𝑡

]
(1 − 𝐹 (𝑠𝑖; 𝛾, 𝑐)) +

[
𝜆0Δ𝑀𝐼𝑆𝑡 + Λ′Δ𝑉𝑡

]
(𝐹 (𝑠𝑖; 𝛾, 𝑐)) + 𝑢𝑡,

(6)
where F(.) is the transition function used to estimate the nonlinear model. The vector V includes
variables of the lagged-dependent variable and other explanatory variables such as fundamental
exchange rate, income, and interest rate. Π and Λ represent the 1 x K vectors of coefficients. F(.)
is a continuous function that is bounded between 0 and 1 so that the coefficients vary between
two regimes, and the transition from one regime to the other is smooth. The coefficient of the
misalignments varies between π and λ, and the coefficients of the other explanatory variables
from vector V(vk) vary between πk and λk (with k = 1, 2, . . .K).
It is a common choice for the transition function to take the first-order logistic function as (Dijk

et al., 2002; Granger & Teräsvirta, 1993; Teräsvirta, 1994)

𝐹 (𝑠𝑖; 𝛾, 𝑐) = [1 + 𝑒𝑥𝑝 (−𝛾 (𝑠𝑡 − 𝑐))]
−1

, 𝛾 > 0, (7)

where the parameter restriction is an identifying restriction. The transition function implies
that the regime-switching model allows two regimes, associated with the extreme values of the
transition function so that the function changes monotonically. The function becomes either F(−
∞) = 0 or F(∞) = 1, while 𝐹(𝑐; 𝛾, 𝑐) = 0.5. F(.) contains a transition variable, st, a slope parame-
ter, γ, and the location (threshold) parameter, c. The exchange rate misalignment is selected as a
transition variable, and the slope parameter determines the speed and smoothness of the change
of intercept and the coefficients from one regime to another. As γ becomes very large, the change
of function from 0 to 1 becomes instantaneous at st = c (Dijk et al., 2002). When γ→ 0, the model
becomes closer to being linear, and when γ = 0, all coefficients present a linear relationship (Fok
et al., 2005). The location parameter shows the threshold between two regimes, and it determines
the point at which the regimes are equally weighted.

5.1 Empirical results

The results of the STAR model are presented in Table 6, Panels A and B. Table 6, Panel A, shows
the coefficients for two regimes where F(.) = 0 refers to the linear part of the model, with thresh-
old varying regressors when there is undervaluation, and F(.) = 1 refers to the nonlinear part of
the model when there is an overvaluation of the RER. The middle column between F() = 0 and

9 The correlation between the demand formoney andmisalignment ismore visiblewhenmisalignment is further analyzed
as undervaluation and overvaluation of the domestic currency. For example, the correlation between demand for money
and overvalued currency is visible in Belarus, Bulgaria, Lithuania, Poland, Slovak Republic, and Turkey. The correlation
is visible for undervalued currency in Croatia, Czech Republic, Estonia, Hungary, Latvia, Poland, Romania, and Turkey.
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18 AKDOGAN

F IGURE 1 Money demand and RER misalignments.
Note: The countries included in the scatter diagram are Belarus (BEL), Bulgaria (BUL), Croatia (CRO), Czech
(CZE), Estonia (EST), Hungary (HUN), Latvia (LAT), Lithuania (LIT), Poland (POL), Romania (ROM), Slovak
Republic (SLK), and Turkey (TUR).
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F()= 1 shows coefficients in the linear part with the threshold non-varying regressors in the STAR
model.
Transition variables for each country include the misalignment variable (MIS) at level, its first

lag or second lag. All regressions include the misalignment, lagged-dependent variable and other
explanatory variables such as fundamental RERs, income, and interest rates. Following Colletaz
and Hurlin (2006), Kadilli and Markov (2012), and Cuestas et al. (2020), it is the sign of the coeffi-
cients that can be interpreted in a direct manner. The values of the estimated coefficients will be
ignored due to the fact that they are not directly interpretable. All coefficients for the misalign-
ments are statistically significant when there is overvaluation. They are statistically significant
at 1% in Belarus, Bulgaria, Croatia, Estonia, Latvia, and Slovak Republic and at 5% for the rest of
the countries. When the currency is undervalued, the coefficients are statistically significant in
all countries, except Lithuania. They are statistically significant at 1% in Belarus, Croatia, Esto-
nia, and Slovak Republic and at 5% in Bulgaria and Poland. The results show that overvalued
RER causes less demand for domestic currency purely because an overvaluation of the domes-
tic currency will turn expectations into a future devaluation while reducing the current demand
for domestic currency. This is consistent with the study of Ivanovski and Churchill (2019) where
currency appreciations are more important than currency depreciations, particularly those sup-
porting the expectations of the effect of exchange rate movements on demand formoney. Another
interpretation of the behavior of monetary aggregates includes the response of central banks
toward misalignment. If the domestic currency is overvalued, meaning the consumer prices are
higher at home than abroad, it is a sign of an overheated economy. According toWorld Bank data,
some of these countries hit record growth rates such as 11.5% in Belarus (2004), 12% in Latvia
(2006), 11.1% in Lithuania (2007), and 9.3% in Romania (2008). In many countries, apart from
Turkey, the European debt crisis marked a record of negative growth rates at around 15% in coun-
tries such as Latvia, Lithuania, and Estonia in 2009. Turkey, on the other hand, had a gradual
reduction from 11.2% in 2011, to 8.5% in 2013, then to 3.2% in 2016. The overvaluation of domestic
currencies is evident in Table 5 for the periods before and during the crisis. In order to eliminate
the undesirable effects of overvaluation on exports and growth, central banks conduct contrac-
tionary policies resulting in a reduction of monetary aggregates. Table 6, Panel A, shows that
while the overvaluation is causing reduction in money demand, undervaluation, on the contrary,
is causing an increase in demand for domestic currency. Undervaluation is associated with con-
sumer prices being lower at home than abroad, which leads to an increase inmonetary aggregates
and an expansion of the production of tradables. The money demand in Belarus demonstrates a
contrasting behavior, compared to the rest of the countries. One possible explanation is that it is
the only country that has a monetary anchor as a policy framework, which limits the availability
of monetary aggregates as a policy instrument (see Table 1).
Table 6, Panel A, allows for nonlinearities in the effect of the other determinants of money

demand. There is strong evidence for the fundamental exchange rate to have a negative coeffi-
cient when there is overvaluation in most of the selected countries. The fundamental exchange
rate provides evidence of nonlinearity in Slovakia, which shows a negative coefficient when
the economy is running with overvaluation and a positive coefficient when there is under-
valuation. Nonlinearity is evident for income with a positive sign only in Estonia and Latvia
when the currency is overvalued and positive for Lithuania when the currency is both over
and undervalued. For the rest of the countries in the table, it performs linear relation with
the correct sign. Nonlinearity is valid for interest rate only in Czech Republic and Latvia and
has a positive sign when the currency is overvalued. This means that when the currency is
overvalued, increasing interest rate does not increase incentives for higher saving rates, as
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TABLE 8 The volatility of money demand

Domestic money demand Foreign money demand
Maximum Minimum S.D. Maximum Minimum S.D.

Belarus 0.2181 −0.2563 0.0899 0.0264 −0.0027 0.0030
Bulgaria 3.9576 −7.6960 1.2194 0.1207 −0.0894 0.0341
Croatia 1.2840 −0.1818 0.1522 0.0755 −0.0794 0.0277
Czech Rep. 0.0719 −0.0791 0.0263 0.0408 −0.0520 0.0186
Estonia 0.1492 −0.2088 0.0499 0.1460 −0.1448 0.0629
Hungary 0.7555 −0.7554 0.1781 0.0338 −0.0581 0.0148
Latvia 0.1217 −0.2705 0.0630 0.1758 −0.3451 0.0751
Lithuania 0.2858 −0.1231 0.0586 0.1434 −0.1178 0.0385
Poland 0.0945 −0.0661 0.0321 0.0667 −0.0482 0.0138
Romania 0.4257 −0.1499 0.0807 0.0473 −0.0483 0.0094
Slovakia 0.1695 −0.1001 0.0478 0.2716 −0.2585 0.0762
Turkey 0.4920 −0.1502 0.0827 0.0187 −0.0167 0.0067

increasing expectations of future depreciation lead to an increase in current demand for domestic
currency.
One of the advantages of the STAR model is that the value of the threshold is unknown, and

it is estimated along with the other parameters. Table 6, Panel B, shows that threshold values are
very similar in all selected countries with a low value of −0.02, except where it has a positive sign
with a value of 0.01 in Bulgaria, and it is slightly higher in Poland with −0.09. The negative sign
shows that the money demand is more persistent in undervalued regimes than the overvalued
regimes, and shocks causing undervaluation do not readily decay to zero. The transition between
the two regimes is very rapid given the largemagnitude of γ. Furthermore, the linearity is rejected
for all selected countries, confirming nonlinear behavior of money demand tomisalignments and
its other determinants.
Table 7 shows the domestic investors’ demand for foreign assets as a proxy for foreign money

demand and replaces real money demand in Equation (6) with capital outflow. Another differ-
ence in Table 7 is that the fundamental exchange rate is replaced with actual rate. There is clear
evidence of nonlinearity for the behavior of foreign money demand. The results show high con-
sistency with domestic money demand and demonstrate a similarity in terms of a significant
influence of overvaluation on the determinants. When the domestic currency is overvalued, there
is higher demand for foreign money in turn causing the domestic money holders to switch from
domestic currency to foreign currency. However, in Estonia, Latvia, and Slovakia, the negative
sign can be explained by the fact that these countries are part of eurozone and that the overval-
uation caused reduction of foreign assets (which are also mostly denominated in euros). Table 8
shows the volatility of the money demand in its first difference and how the volatility of the for-
eign money demand is higher than domestic demand only for these three countries. Thus, for
eurozone members, overvaluation causes reduction not only in domestic currency but also in for-
eign assets that are denominated in euros. When the currencies are undervalued in Croatia and
Czech Republic, there is a reduction in demand for foreign currency. As for the other explanatory
variables, overvaluation is more significant for the exchange rate with varying sign, and overval-
uation increases demand for foreign money. Finally, when there is overvaluation, reduction in
domestic interest rates increases demand for foreign assets; this is consistent with the theory.
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6 CONCLUSION

Financial liberalization in emerging economies has provided households with a wider variety of
choices for assets and transactions, and these choices play an important role for better understand-
ing the monetary transition mechanism. Although there is vast literature for both the impact of
exchange rates on money demand and the impact of exchange rate misalignments on economic
growth or trade, there is little attention paid to the role ofmisalignments in the demand formoney.
The long-run determinants of the RERs in a group of EEC are useful in estimating the equilib-

rium exchange rate. Both the signs of the coefficients and the direction of the misalignments are
highly consistent with results in related literature. Themajor focus of the analysis was to study the
impact of exchange rate misalignments on the behavior of domestic and foreign money demand.
The results show that misalignments have a nonlinear relationship with the demand for both
domestic and foreign currency. Furthermore, this nonlinearity also affects the behavior of other
money demand determinants, thus making it vital in understanding the behavior of these vari-
ables in the transmission mechanism. The undervaluation experienced before the crisis in many
EEC becomes more persistent since the crisis in all of the EEC, except Czech Republic. This per-
sistency is mainly due to the tenacious character of central banks toward overvalued currencies.
Simply put, there is less demand for the domestic currency when the currency is overvalued and
more demandwhen it is undervalued. Furthermore, the results show that there is a shift of prefer-
ence from domestic to foreign currency when the domestic currency is overvalued. This explains
the reason why central banks use foreign reserves as conventional monetary policy instruments
not only tomanage nominal exchange ratemovements but also to respond to RERmisalignments.
This paper brings to light some important monetary policy implications for decision-makers

to take into consideration. The RER misalignments do not only impact demand for money via
changing expectations, but they also impact the performance of the central bank as overvaluation
limits the use of conventional monetary policy instruments. This may cause a relatively serious
problem in emerging economies, especially when central banks target these misalignments with
inflation and output goals.
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APPENDIX
APPENDIX 1. Correlation of real exchange rate and its determinants

TOT TNT RIP NFA
Belarus −0.724 0.300 −0.604 −0.633
Bulgaria −0.644 −0.308 0.721 −0.016
Croatia −0.507 0.020 0.740 −0.393
Czech Rep. −0.732 0.304 0.758 0.676
Estonia −0.126 0.956 0.905 0.748
Hungary −0.808 0.523 0.261 0.198
Latvia −0.427 −0.467 0.499 0.662
Lithuania −0.117 0.184 0.866 0.679
Poland −0.620 −0.391 0.090 −0.304
Romania −0.579 −0.749 0.074 −0.341
Serbia −0.741 0.587 −0.068 0.279
Slovak Rep −0.782 0.879 0.876 −0.739
Slovenia −0.375 0.447 0.345 0.231
Turkey −0.506 0.214 −0.044 −0.627
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APPENDIX 2. Unit root tests

 14678586, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/boer.12380 by U

niversity C
ollege L

ondon U
C

L
 L

ibrary Services, W
iley O

nline L
ibrary on [17/01/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



32 AKDOGAN

APPENDIX 3. Data

1. M1 Monetary Aggregate: Data are obtained from the International Financial Statistics (IFS)
of IMF and national central banks. Real money demand is determined by dividing M1 by the
price level, consumer price index (CPI).

2. Price: Relative price of non-traded to traded goods (TNT) is calculated by the ratio of consumer
price index to producer price index. CPI and PPI are obtained from IMF, Eurostat, and national
central banks.

3. Aggregate income: The GDP is obtained from the IMF, Eurostat, and national central banks,
and it is seasonally adjusted.

4. Exchange Rates: The real effective exchange rates are used for countries such as Bulgaria,
Croatia, Czech Republic, Hungary, Latvia, Poland, Romania, Serbia, and Slovak Republic, and
they are obtained from the IFS of the IMF. Data for Estonia, Lithuania, Slovenia, and Turkey
are from Eurostat. Due to the stationarity of real effective exchange rates, real exchange rates
are used for Hungary, Bulgaria, and Poland. They are calculated as RER = ECPI/CPI*, where
E is the nominal exchange rate, CPI is the domestic consumer price index, and CPI* is the
foreign consumer price index (the United States). Increases (decreases) are associated with
appreciation (depreciation) to be consistent with the effective exchange rates.

5. Interest rates: These are money market interest rates obtained from the IMF and national
central banks.

6. Industrial production: Industrial production index is obtained from the IFS of the IMF. It is
used to calculate relative industrial production (RIP) used in Equation (4). It is calculated as
RIP = IP/IP*, where IP is the domestic industrial production index, and IP* is the European
production index.

7. Capital Outflow: These are financial account portfolio investments in US dollars and obtained
from the IFS of the IMF. It is used as capital outflow per GDP.

Quarterly data are used, and all variables except interest rates and capital outflow are expressed
in logarithmic terms. The data span is from 2000 Q1 to 2019 Q4.
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