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A B S T R A C T 

Recent observations of the pre-stellar core L1544 and the younger starless core L1498 have revealed that complex organic 
molecules (COMs) are enhanced in the gas phase towards their outer and intermediate-density shells. Our goal is to determine 
the level of chemical complexity towards the starless core L1517B, which seems younger than L1498, and compare it with 

the other two previously studied cores to see if there is a chemical evolution within the cores. We have carried out 3 mm 

high-sensiti vity observ ations to w ards tw o positions in the L1517B starless core: the core’s centre and the position where the 
methanol emission peaks (at a distance of ∼5000 au from the core’s centre). Our observations reveal that a lower number of 
COMs and COM precursors are detected in L1517B with respect to L1498 and L1544, and also show lower abundances. Besides 
methanol, we only detected CH 3 O, H 2 CCO, CH 3 CHO, CH 3 CN, CH 3 NC, HCCCN, and HCCNC. Their measured abundances 
are ∼3 times larger towards the methanol peak than towards the core’s centre, mimicking the behaviour found towards the more 
evolved cores L1544 and L1498. We propose that the differences in the chemical complexity observed between the three studied 

starless cores are a consequence of their evolution, with L1517B being the less evolved one, followed by L1498 and L1544. 
Chemical complexity in these cores seems to increase over time, with N-bearing molecules forming first and O-bearing COMs 
forming at a later stage as a result of the catastrophic depletion of CO. 

Key words: astrochemistry – ISM: abundances – ISM: molecules. 
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 I N T RO D U C T I O N  

n astrochemistry, complex organic molecules (or COMs) are defined 
s carbon-bearing compounds with at least 6 atoms in their structure
Herbst & van Dishoeck 2009 ). It was initially believed that COMs
ould only form on dust grains in the presence of a source of
eat via hydrogenation, atom addition and radical–radical reactions 
Watanabe & Kouchi 2002 ; Garrod, Weaver & Herbst 2008 ). Indeed,
OMs were firstly detected in relatively hot sources with T � 100 K,

uch as massive hot cores (Hollis, Lovas & Jewell 2000 ; Hollis et al.
006 ; Belloche et al. 2008 , 2013 ) or low-mass warm cores (hot
orinos; Bottinelli et al. 2004 ; Jørgensen et al. 2013 ). Ho we ver, the
etection of several COMs in the gas phase in starless/pre-stellar 
ores and dark cloud cores (e.g. Marcelino et al. 2007 ; Öberg et al.
010 ; Bacmann et al. 2012 ; Cernicharo et al. 2012 ; Vastel et al.
014 ; Jim ́enez-Serra et al. 2016 , 2021 ; Scibelli & Shirley 2020 )
ndicates that there must be another chemical pathway that allows 
he presence of COMs in the gas phase at temperatures as low as
0 K. In the last years, there have been different proposals to explain
he formation of these COMs under these conditions. Ho we ver, the
hemical pathways giving rise to COMs in cold cores is not well-
 E-mail: amegias@cab.inta-csic.es 
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nderstood yet, and more observations are needed to constrain the 
roposed models (Rawlings et al. 2013 ; Vasyunin & Herbst 2013 ;
alucani, Ceccarelli & Taquet 2015 ; Vasyunin et al. 2017 ; Holdship
t al. 2019 ; Jin & Garrod 2020 ; Punanova et al. 2022 ). For example,
cibelli et al. ( 2021 ) studied the starless core L1521E, claiming

hat COMs are not only formed by gas-phase reactions, bus also by
urface reactions on dust grains. Other authors suggest that cosmic 
ays induce desorption from icy mantles on dust grains (Redaelli et al.
021 ; Sipil ̈a, Silsbee & Caselli 2021 ). It is remarkable that methanol
CH 3 OH), which plays a central role in the formation for larger
OMs, is detected systematically in starless cores (Scibelli & Shirley 
020 ), and thought to form on the surface of dust grains, partially
eturning into the gas phase upon reactive desorption (Garrod et al.
006 ; Garrod, Wakelam & Herbst 2007 ; Vasyunin et al. 2017 ). 
In order to understand how COMs form under the cold conditions

f pre-stellar/starless cores, Jim ́enez-Serra et al. ( 2016 , 2021 ) inves-
igated the radial distribution of large COMs as a function of radius
n the L1544 and L1498 starless cores. Methanol tends to show a
ing-like morphology circumventing the dust continuum emission 
see Tafalla et al. 2006 ; Bizzocchi et al. 2014 ; Spezzano et al. 2016 ;
unanova et al. 2022 ). Since mapping the emission of larger COMs

n starless cores requires large amounts of telescope time, Jim ́enez-
erra et al. ( 2016 , 2021 ) observed two positions within these cores:
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Figure 1. H 2 column density map obtained from Herschel / SPIRE data at 
0.25, 0.35, and 0.50 mm, using the same procedure as the one used for L1544 
in Spezzano et al. ( 2016 ). Crosses indicate the positions observed in the core: 
the dust peak (in black) and the methanol peak (in red). The beam size for each 
filter is 17.9, 24.2, and 35.4 arcsec (0.25, 0.35, and 0.50 mm, respectively), 
although the images of the two first filters were smoothed to the resolution 
of 0.50 mm, which is marked with a circle at the bottom-left corner of the 
image. The positions of the dust and methanol peaks are obtained from Tafalla 
et al. ( 2004 , 2006 ). The beam sizes were retrieved from the SPIRE Handbook: 
ht tps://www.cosmos.esa.int /web/her schel/spir e-over view . 

Table 1. Frequenc y ranges, v elocity resolution, and RMS noise lev el of our 
observations. 

Frequency Resolution RMS noise (mK) 
(GHz) (km s −1 ) Dust peak Methanol peak 

78.2–80.0 0.18 4 .8 3 .9 
81.4–83.3 0.18 4 .2 3 .5 
83.3–85.2 0.17 2 .8 3 .3 
86.7–88.5 0.17 3 .0 3 .5 
93.5–95.7 0.15 4 .1 3 .4 
95.8–96.8 0.15 10 .8 10 .9 
97.1–99.0 0.15 4 .1 3 .6 
99.1–100.9 0.15 3 .0 3 .5 
102.4–104.2 0.14 4 .1 4 .7 
109.2–111.0 0.13 10 .1 11 .0 
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he centre, defined by the position of the dust peak, and the location
here methanol peaks. The latter position is representative of an
uter, intermediate-density shell located at radii between ∼4000 and
11 000 au from the core centre in L1544 and L1498, respectively.
everal COM precursors have been found toward both cores such
s tricarbon monoxide (CCCO) and cyanoacetylene (HCCCN), but
ore complex molecules like acetaldehyde (CH 3 CHO), methyl

ormate (CH 3 OCHO), or dimethylether (CH 3 OCH 3 ) have only been
etected towards L1544, which is at a more advanced stage of
volution than L1498 (see Jim ́enez-Serra et al. 2016 , 2021 ). However,
-bearing COMs are detected towards L1498 with abundances close

o those measured towards L1544. 
In this work, we present a similar study carried out towards another

tarless core, L1517B, believed to be at an even earlier stage of
volution than L1498 based on the deuterium fractionation and
he absence of infall motions (Crapsi et al. 2005 ). The goal is to
ompare chemical complexity measured towards L1517B with that
bserved in L1544 and L1498, and to establish if the observed trend
f increasing chemical complexity is due to evolution (see Jim ́enez-
erra et al. 2016 , 2021 ). These cores, located in the Taurus molecular
loud complex, sho w dif ferent observ ational signatures that provide
nformation about their stage of gravitational collapse. L1544 is
lassified as a pre-stellar core because it shows clear evidence of
ravitational collapse towards its innermost regions as probed by
he emission of N 2 H 

+ (Caselli et al. 2002 ; Redaelli et al. 2019 ).
ts high deuterium fractionation ( N N 2 D + /N N 2 H + = 0 . 23 ± 0 . 04), CO
epletion factor ( f CO = 14 ± 3; Crapsi et al. 2005 ; Redaelli et al.
019 ), and central H 2 density ( n H 2 ∼ 10 7 cm 

−3 ; Caselli et al.
022 ), are also consistent with this idea. L1498 presents signatures
f infall motions in the outer envelope of the core as revealed
y the asymmetries observed in the line profiles of CS (Tafalla
t al. 2004 ) but its deuterium fractionation, CO depletion factor
nd central H 2 density are lower than those measured towards
1544 ( N N 2 D + /N N 2 H + = 0 . 04 ± 0 . 01, f CO = 7.5 ± 2.5, and n H 2 �
 . 4 × 10 4 cm 

−3 ; Tafalla et al. 2004 ; Crapsi et al. 2005 ). For L1517B,
he CO depletion factor and deuterium fractionation are similar to
hose of L1498, f CO = 9.5 ± 2.8 and N N 2 D + /N N 2 H + = 0.06 ± 0.01
Crapsi et al. 2005 ). Ho we ver, although L1517B sho ws a slightly
igher central H 2 density ( n H 2 � 2 . 2 × 10 5 cm 

−3 ), the absence of
nfall motions either towards the innermost regions or towards the
nvelope (Tafalla et al. 2004 ), suggests that L1517B is at a younger
volutionary stage than L1498 and L1544. Hence, L1517B, located
t a distance of 159 pc (Galli et al. 2019 ), would be the dynamically
oungest of the three cores. 
The paper is organized as follows. In Section 2 , we describe the

bservations carried out towards L1517B. In Section 3 , we present the
esults of the analysis of the COMs and COM precursor emission and
eport the values of the derived excitation temperatures, column den-
ities, and molecular abundances. Section 4 compares the abundances
btained towards L1517B with those measured towards L1498 and
1544. We also compare our results with those reported by Nagy
t al. ( 2019 ) and Scibelli et al. ( 2021 ) towards the young L1521E
tarless core. This core has been found to be rich in COM emission
espite its youth. In Section 5 , we present the modelling of the COMs
nd COM precursor chemistry of the L1517B core, and compare the
odel predictions with the observations. In Section 6 , we compare

he column densities ratios between the N-bearing species HC 3 N
nd CH 3 CN derived towards L1517B, L1498, L1544, and L1521E
ith those obtained in protostellar systems, protoplanetary discs, and

omets, and discuss the observed discrepancies. Finally, in Section 7 ,
e summarize our conclusions. 
NRAS 519, 1601–1617 (2023) 

i  
 OBSERVATI ONS  

he observations of the L1517B starless core were carried out
rom 2020 September 30th to October 4th, with the Instituto de
adioastronom ́ıa Milim ́etrica (IRAM) 30-m telescope (Granada,
pain). As for L1544 and L1498, we observed two positions within

he L1517B core: the location of the dust peak and the position
here the emission of methanol peaks. These two positions have

he equatorial coordinates (in J2000 system) α = 4 h 55 m 17 . s 6, δ =
0 ◦37 

′ 
44 

′′ 
for the dust continuum peak, and α = 4 h 55 m 15 . s 7, δ =

0 ◦38 
′ 
04 

′′ 
for the position of the methanol peak (see Tafalla et al.

004 , 2006 ). The latter is located ∼32 arcsec away from the dust
eak (see Fig. 1 ), which corresponds to ∼5000 au at a distance of
59 pc. 
The high-sensitivity 3-mm spectra were obtained in frequency-

witching mode using a frequency throw of 7.14 MHz. The EMIR
090 receivers were tuned at 84.37 and 94.82 GHz with rejections
f ≥10 dB. The observ ed frequenc y ranges are shown in Table 1 . To
dentify possible weak spurious features in the observed spectra, we

art/stac3449_f1.eps
https://www.cosmos.esa.int/web/herschel/spire-overview
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arried out part of the observations by shifting slightly the central 
requencies by ±20 MHz (see also Jim ́enez-Serra et al. 2016 ). We
sed the narrow mode of the FTS spectrometer that provided a 
pectral resolution of 49 kHz, equi v alent to 0.13–0.18 km s −1 at
 mm. Typical system temperatures ranged between 75 and 110 K and 
he telescope beam size was 22–31 arcsec between 78 and 111 GHz;
s the beams are almost Gaussian and the dust and methanol peaks
f L1517B are located ∼32 arcsec away ( > 2 σ), the contamination
etween both positions should be negligible (less than 5 percent). 
he spectra were calibrated in units of antenna temperature, T ∗A , 
nd converted into main beam temperature, T mb , by using beam 

fficiencies of 0.81 at 79–101 GHz and of 0.78 at 102–111 GHz. 1 

he root mean square (RMS) noise level of the original observations 
anged between 3 and 11 mK for both observing positions (see 
able 1 ), having similar values for each frequency range than the
nes obtained by Jim ́enez-Serra et al. ( 2016 , 2021 ) for L1544 and
1498. 
Our observations have covered the transitions of both O-bearing 

nd N-bearing COMs and COM precursors, summarized in Ta- 
le 2 . For O-bearing species, we have targeted methanol (CH 3 OH),
ethoxy (CH 3 O), tricarbon monoxide (CCCO), ketene (H 2 CCO), 

ormic acid (t-HCOOH), acetaldehyde (CH 3 CHO), methyl for- 
ate (CH 3 OCHO), dimethylether (CH 3 OCH 3 ), cyclopropenone (c- 
 3 H 2 O), and propynal (HCCCHO). As N-bearing COMs and precur- 

ors, we have observed cyanoacetylene (HCCCN), isocyanoacetilene 
HCCNC), vinyl cyanide (CH 2 CHCN), acetonitrile (CH 3 CN), and 
ethyl isocyanide (CH 3 NC). 
The raw spectra have been analysed and reduced with CLASS , 

rom the package GILDAS , 2 as well as with a Python 3 pipeline
ritten specifically for this purpose. 4 This pipeline fits baselines 

o the spectra using an iterative method that first masks the strongest
ines using sigma-clips and then applies rolling medians and rolling 
verages, interpolating the masked regions with third-order splines. 
inally, we used the software MADCUBA (Mart ́ın et al. 2019 ) to search
or the molecular transitions of all targeted species, and to carry out
he fitting of the molecular line profiles under the assumption of local
hermodynamic equilibrium (LTE). The physical parameters derived 
n the fitting are the molecular column density ( N obs ), excitation
emperature ( T ex ), linewidth ( �v), and LSR radial velocity ( v LSR ).
or this, we used the tool SLIM (Spectral Line Identification and 
odelling) of MADCUBA , employing the Cologne Database for 
olecular Spectroscopy (CDMS; Endres et al. 2016 ) and the Jet

ropulsion Laboratory (JPL) molecular catalogue (Pickett et al. 
998 ). In addition, for the cases of CH 3 OH, CH 3 CN, and HCCCN,
e used the non-LTE code RADEX (Van der Tak et al. 2007 ) to do the
tting of the lines. 

 RESULTS  

.1 Detected transitions 

igs 2 and 3 show the observed spectra of some representative tran-
itions of the COM and COM precursors detected towards L1517B, 
hile Table 2 lists all the transitions co v ered in our observations
ith their derived line parameters. The targeted transitions are the 
 https://publicwiki.iram.es/Iram30mEfficiencies 
 https:// www.iram.fr/ IRAMFR/GILDAS 
 https://www.python.org 
 https:// github.com/andresmegias/ gildas- class- processing 
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ame as in Jim ́enez-Serra et al. ( 2016 , 2021 ), and correspond to those
xpected to be the brightest for an excitation temperature of ∼10 K.

Besides methanol, our spectra reveal the detection of other COMs 
nd COM precursor species in L1517B: CH 3 O, H 2 CCO, CH 3 CHO,
CCCN, HCCNC, CH 3 CN, and CH 3 NC although acetaldehyde 

CH 3 CHO) was only detected towards the methanol peak and 
cetonitrile (CH 3 CN) and methyl isocyanide (CH 3 NC) were only 
etected towards the dust peak. More complex molecules such as 
H 3 OCH 3 or CH 3 OCHO were not detected within our noise levels.
ll detected lines lie abo v e the 3 σ level in integrated intensity (area),
here 1 σ is calculated as �T ( �v δv) 1 / 2 , where � T is the RMS
oise level, �v is the line width, and δv is the velocity resolution
f the spectrum (see Table 1 ). We are confident about the detection
f the transitions since their derived radial velocities correspond to 
he v LSR of the source ( ∼5.8 km s −1 ). Moreo v er, e xcept for CH 3 OH
, CH 3 NC, and HCCNC, we have measured at least two transitions

bo v e the 3 σ level in integrated intensity for the detected species,
tressing the identification of the species since the linewidths are 
arrow ( ∼ 0.3–0.5 km s −1 ). The level of line confusion at the targeted
MS noise level is also very low, as commonly found in starless/pre-

tellar cores. For the non-detections, we provide upper limits to the
ntegrated intensities by using 3 �T ( �v δv) 1 / 2 . 

From Figs 2 and 3 , we find that the line intensities vary for each
osition: for the N-bearing species (CH 3 CN, HCCNC, and HCCCN), 
he emission is brighter towards the core’s centre with respect to the
ethanol peak. On the contrary, for O-bearing species (CH 3 OH and
 2 CCO) we find that the emission level is similar for both positions.
ote that in the cases of CH 3 OH, CH 3 CN and HCCCN the fits were
btained with RADEX . In these cases the lines were also fitted with
ndependent Gaussians using CLASS but they are not shown in Figs 2
nd 3 , as they are independent fits for each transition and there are
nly made to obtain the parameters of the lines shown in Table 2 . 

.2 Molecular column densities and excitation temperatures 

.2.1 LTE analysis 

sing the tool SLIM from MADCUBA , we performed the LTE fitting to
he observed line profiles for each species, obtaining the parameters 
hown in Table 2 . As in most cases, we detected several lines of the
ame molecular species, this fitting allows us to obtain its column
ensity ( N obs ) and excitation temperature ( T ex ). These parameters are
lso shown in Table 3 ipt. 

Ho we ver, there were cases in which the MADCUBA fitting algo-
ithm did not converge. This can be due because the signal-to-noise
atio is not high enough, or also because we only have one transition
etected. In these cases, we had to fix one or more parameters, so
hat the algorithm could converge. Similarly, for non-detections we 
ad to fix the excitation temperature so that MADCUBA could fit an
pper limit for the column density. 
In general, when we needed to fix the temperature, we used the

tted value for H 2 CCO for oxygen-bearing species, and the fitted
ne for HCCCN for nitrogen-bearing species, as these are molecules 
ith several transitions which also have high signal-to-noise ratio. 
hese values are, for H 2 CCO, 7.7 and 9.7 K for the dust and methanol
eaks, respectively, and, for HCCCN, 6.7 and 5.3 K. For cases where
e had to fix the central velocity of the line, we used a value of v LSR 

 5.8 km s −1 . 
F or methyl isoc yanide (CH 3 NC) towards the core centre and

socyanoacetylene (HCCNC) towards the methanol peak, we only 
etected 1 transition, so we had to fix the excitation temperature to
 ex = 6.7 K for CH 3 NC and to T ex = 5.3 K for HCCNC (which
MNRAS 519, 1601–1617 (2023) 
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The organic molecular content in L1517B 1605 

Figure 2. Sample of the COM and COM precursor lines observed towards L1517B’s dust continuum peak and their corresponding fits obtained with MADCUBA 

(LTE, in red) and RADEX (non-LTE, in orange). See Sections 2 and 3.1 for more details. 
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re the corresponding values for HCCCN at the dust and methanol 
eaks, respectively). 
For ketene (H 2 CCO), we calculated the ortho-to-para ratio (we 

ave detected two ortho transitions and one para transition), by 
arrying out a separate fit of the transitions and by dividing the
esulting column densities of the ortho and para species. We obtain 
n ortho-to-para ratio of 1 . 0 + 0 . 4 

−0 . 3 for the position of the dust peak and
 . 9 + 0 . 5 

−0 . 4 for the methanol peak. This ratio is different to what has been
re viously observed to wards the molecular cloud TMC-1 and the 
re-stellar core L1689B, where the ratio was ∼3 (Ohishi et al. 1991 ;
acmann et al. 2012 ). An exact value of 3 would correspond to the

tatistical ratio due to the nuclear spin de generac y. Ho we ver, lo wer
alues are also possible for the lowest temperatures, like in the case
f formaldehyde (H 2 CO), where an ortho-to-para ratio of 1 would 
ndicate that this molecule is formed under thermal equilibrium at a 
emperature of ∼10 K (Kahane et al. 1984 ). We note, ho we ver, that
e have only detected two ortho lines and one para line of ketene, and

herefore the derived ortho-to-para ratios can be subject to significant 
ncertainties. 

.2.2 Non-LTE analysis 

or some cases, in particular for methanol (CH 3 OH), cyanoacetilene 
HCCCN), and acetonitrile (CH 3 CN), we have decided to use the 
on-LTE code RADEX (Van der Tak et al. 2007 ) to infer the column
ensity N obs of the species instead of MADCUBA . In the case of
ethanol and acetonitrile, we did it because MADCUBA could not fit
roperly all the transitions, and the errors were greater than 3 σ. For
he case of cyanoacetilene (HCCCN), we opted for RADEX because 
t allows us to estimate the H 2 number density, as we have two
ransitions. As input parameters for these calculations, we assumed 
he linewidth obtained with the MADCUBA fit ( ∼0.28 km s −1 ) and
 kinetic temperature of 10 K [as inferred for all radii across the
1517B starless core; see Tafalla et al. ( 2004 ) and Section 5 below].
ppendix A describes the procedure used to derive the physical 
roperties and their uncertainties from the modelling. 
In the case of CH 3 OH, we have to distinguish between the A

nd E species, making a separate fit for each molecule. We used
he collisional coefficients with H 2 given by Rabli & Flower ( 2010 ).
n addition to deriving the column densities reported in Table 3 ,
e also derived the H 2 number density from the observations of
ethanol E, as this parameter can be determined by the intensity

atio of the detected lines. Unfortunately, for the case of methanol A
e only detected one transition so the column density was estimated
y assuming the H 2 number density obtained by Tafalla et al. ( 2004 ):
.20 × 10 5 cm 

−3 for L1517B core centre and 1.23 × 10 5 cm 

−3 for the
ocation of the methanol peak. For methanol E, we could derive the
 2 number density, although the uncertainties are high, obtaining 
alues of 5 + 8 

−4 × 10 4 cm 

−3 for the core’s centre and 2 . 0 + 0 . 9 
−0 . 6 × 10 5 

m 

−3 for the methanol peak. These values are consistent, within the
ncertainties, with those derived by Tafalla et al. ( 2004 ), as we have
o take into account the possible uncertainties in the determination 
f the density profiles from the absorption coefficient of the dust.
MNRAS 519, 1601–1617 (2023) 
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M

Figure 3. Sample of the COM lines observed towards L1517B’s methanol peak and their corresponding fits obtained with MADCUBA (LTE, in red) and RADEX 

(non-LTE, in orange). See Sections 2 and 3.1 for more details. Acetaldehyde (CH 3 CHO) transitions are quite noisy, but we could actually detect it because we 
observ ed sev eral ones. It seems that acetonitrile (CH 3 CN) may show a transition, but we could not properly fit the two co v ered transitions neither with MADCUBA 

nor RADEX ; plus, the signal to noise is quite low (below 2 for the shown transition and below 1 for the other one). 
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s for the e xcitation temperatures, the y are close to the assumed
inetic temperature of 10 K, consistent with those expected for the
erived H 2 densities, although this is biased by the fact that the lowest
emperature for which we have collisional rates is 10 K. 

For CH 3 CN, we fixed the H 2 number density to the values from
afalla et al. ( 2004 ) (as the signal-to-noise ratio was not high enough

o get a good fit). For the core’s centre, one of the lines could be fitted
ithin 2 σ, providing a better fit than the one by MADCUBA . For the
ethanol peak, we did not detect any transition, so we obtained an

pper limit to its column density from RADEX . 
For HCCCN, we have used the two transitions to derive the column

ensity and the H 2 number density towards both positions. We used
he collisional coefficients with H 2 given by Faure, Lique & Wiesen-
eld ( 2016 ). Fig. A3 shows the results obtained from the non-LTE
nalysis for the core’s centre. As expected the derived H 2 densities
nd column densities are related. We obtained the HCCCN column
ensities shown in Table 3 and H 2 densities of 1 . 80 + 0 . 04 

−0 . 04 × 10 5 and
 . 56 + 0 . 19 

−0 . 18 × 10 4 cm 

−3 for the dust and methanol peaks, respectively.
lthough these results present lower uncertainties than those of
ethanol, our H 2 densities are still consistent with the prediction

y Tafalla et al. ( 2004 ) taking into account the beam size of our
bservations and the uncertainties in the determination of the density
rom dust emission, as we previously discussed. In the following
ections, we use the values from Tafalla et al. ( 2004 ) because they
NRAS 519, 1601–1617 (2023) 
re more direct than the deri v ation through RADEX , and because the
uthors assume the same dust emissivity ( κ = 0.005 cm 

2 g −1 for
.2 mm) as that considered by Crapsi et al. ( 2005 ) for inferring the
O depletion factor of L1517B, which has been employed in our
strochemical simulations (Section 5 ). 

.3 Molecular abundances 

nce we know the column densities of COMs and COM precursors
etected toward L1517B, we can compute the molecular abundances
f these species by using the H 2 column densities measured towards
he positions of the dust and methanol peaks (Table 3 ). For the
osition of the dust peak, the H 2 column density of (3.5 ± 0.5)

10 22 cm 

−2 was obtained using the 1.2-mm continuum emission
bserved by Tafalla et al. ( 2004 ) with the MAMBO 1-mm bolometer
rray at IRAM 30-m telescope. For the position of the methanol peak,
o we ver, we employed the data from the Herschel space telescope at
.25, 0.35, and 0.5 mm assuming a dust optical depth index of β = 1.5
Spezzano et al. 2016 ); the derived H 2 column density is (9.6 ± 1.0)

10 21 cm 

−2 . As discussed in Jim ́enez-Serra et al. ( 2021 ), this is
he best procedure to probe the total H 2 column density , respectively ,
owards the innermost regions (with bolometers at 1.2 mm) and outer
hells (with Herschel ) in starless cores. 
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The organic molecular content in L1517B 1607 

Table 3. Excitation/kinetic temperatures ( T ), column densities ( N obs ), and abundances ( χobs ) of COMs and COM precursors towards the 
dust and methanol peaks in L1517B. 

Dust peak Methanol peak 
Molecule T (K) N obs ( cm 

−2 ) χobs T (K) N obs ( cm 

−2 ) χobs 

CH 3 OH A 10 .0 (4.29 ± 0.11) × 10 12 1 . 23 + 0 . 21 
−0 . 16 × 10 −10 10 .0 (4.96 ± 0.12) × 10 12 5 . 2 + 0 . 6 −0 . 5 × 10 −10 

CH 3 OH E 10 .0 4 . 59 + 2 . 63 
−0 . 25 × 10 12 1 . 5 + 0 . 7 −0 . 3 × 10 −10 10 .0 (5.62 ± 0.20) × 10 12 5 . 9 + 0 . 7 −0 . 6 × 10 −10 

CH 3 OH 10 .0 8 . 9 + 2 . 6 −0 . 3 × 10 12 2 . 7 + 0 . 7 −0 . 5 × 10 −10 10 .0 (1.058 ± 0.023) × 10 13 1 . 10 + 0 . 12 
−0 . 10 × 10 −9 

CH 3 O 10 ± 4 (2.8 ± 0.9) × 10 11 8 . 0 + 2 . 8 −2 . 5 × 10 −12 7 ± 4 (1.8 ± 0.6) × 10 11 1 . 9 + 0 . 7 −0 . 6 × 10 −11 

CH 3 OCHO 7 .7 < 9 × 10 11 < 4 × 10 −11 9 .7 < 1.0 × 10 12 < 1.5 × 10 −10 

CH 3 OCH 3 7 .7 < 1.0 × 10 12 < 5 × 10 −11 9 .7 < 5 × 10 11 < 7 × 10 −11 

CH 3 CHO 7 .7 < 2.5 × 10 11 < 1.2 × 10 −11 9 .7 (2.1 ± 0.4) × 10 11 2 . 2 + 0 . 5 −0 . 4 × 10 −11 

t-HCOOH 7 .7 < 3 × 10 12 < 1.5 × 10 −10 9 .7 < 1.9 × 10 12 < 3 × 10 −10 

c-C 3 H 2 O 7 .7 < 1.5 × 10 10 < 7 × 10 −13 9 .7 < 5 × 10 10 < 7 × 10 −12 

H 2 CCO 7.7 ± 1.0 (8.4 ± 1.3) × 10 11 2 . 4 + 0 . 6 −0 . 4 × 10 −11 10 ± 3 (7.2 ± 1.9) × 10 11 7 . 6 + 2 . 2 −2 . 0 × 10 −11 

CCCO 7 .7 < 2.4 × 10 11 < 1.1 × 10 −11 9 .7 < 1.2 × 10 12 < 1.8 × 10 −10 

HCCCHO 7 .7 < 1.6 × 10 11 < 8 × 10 −12 9 .7 < 1.9 × 10 11 < 3 × 10 −11 

HCCNC 6 .7 (2.4 ± 1.0) × 10 11 (7 ± 3) × 10 −12 5 .3 (1.9 ± 0.8) × 10 11 1 . 9 + 0 . 9 −0 . 8 × 10 −11 

CH 2 CHCN 6 .7 < 4 × 10 10 < 1.8 × 10 −12 5 .3 < 3 × 10 10 < 5 × 10 −12 

CH 3 NC 6 .7 (1.6 ± 0.9) × 10 10 (5 ± 3) × 10 −13 5 .3 < 2.3 × 10 10 < 3 × 10 −12 

CH 3 CN 10 .0 (2.1 ± 0.6) × 10 11 6 . 0 + 2 . 1 −1 . 9 × 10 −12 10 .0 < 2.0 × 10 11 < 3 × 10 −11 

HCCCN 10 .0 (5.16 ± 0.05) × 10 12 1 . 48 + 0 . 25 
−0 . 18 × 10 −10 10 .0 3 . 72 + 0 . 14 

−0 . 13 × 10 12 (3.9 ± 0.4) × 10 −10 

Note. Temperatures ( T ) refer to excitation temperatures ( T ex ) for all the species except for methanol (CH 3 OH), cyanoacetilene (HCCCN), 
and acetonitrile (CH 3 CN), where they refer to kinetic temperatures ( T kin ). We used MADCUBA to derive the molecular parameters from the 
observations except for methanol, cyanoacetilene, and acetonitrile, where we used RADEX . Molecular abundances were calculated using 
an H 2 column density of (3.5 ± 0.5) × 10 22 cm 

−2 for the dust continuum peak and of (9.6 ± 1.0) × 10 21 cm 

−2 for the position of the 
methanol peak. For the non-detections and also for some detections, we had to fix the excitation temperature ( T ex ) so that MADCUBA could 
fit the column density ( N obs ). 
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From Table 3 , we can see that the abundance of the detected
pecies is enhanced towards the position of the methanol peak with 
espect to the core’s centre. For methanol (CH 3 OH), its abundance is
nhanced by a factor of ∼4, while for the rest of detected species in
oth positions (CH 3 O, H 2 CCO, HCCNC, and HCCCN) the factor of
nhancement is ∼3. Acetaldehyde (CH 3 CHO) is only detected in the 
ethanol peak, the ratio would be � 2. As for acetonitrile (CH 3 CN)

nd methyl isocianide (CH 3 NC) we only find lines towards the dust
eak, and the ratio would be � 6. Therefore, for these three molecules,
he lower/upper limits for the factor of enhancement toward the 
ethanol peak are consistent with those of the molecules detected in 

oth positions. Additionally, the ratio of the abundances of methanol 
 and E species toward the dust and methanol peak is, respectively,
 . 91 + 0 . 08 

−0 . 32 and 0 . 88 + 0 . 04 
−0 . 04 , which is similar to what has been observed

n the L1544 and L1498 cores (Jim ́enez-Serra et al. 2016 , 2021 ) and
o the expected values of ∼ 0.7–1.0 (Wirstr ̈om et al. 2011 ). 

 C O M PA R I S O N  WITH  OTH ER  C O R E S  

n this Section, we compare our results obtained for the starless core
1517B with those of the L1544 and L1498 cores (see Jim ́enez-Serra
t al. 2016 , 2021 ) and also with those of the L1521E core (see Nagy
t al. 2019 ; Scibelli et al. 2021 ). 

.1 Comparison with L1498 and L1544 

or L1517B, L1498, and L1544, the same molecular species have 
een observed toward two positions (i.e. the dust peak and the 
ethanol peak for each of them), which allows us to obtain 

nformation about the radial distribution of the abundances of COM 

nd COM precursors within the cores. 
Fig. 4 presents the abundances of the COM and COM precursor
olecules observed toward these three cores and for the two 
easured positions. The abundances measured towards the dust and 
ethanol peaks are plotted, respectively, in yellow and red for the
1544 pre-stellar core (Jim ́enez-Serra et al. 2016 ), in light and dark
lue for the L1498 starless core (Jim ́enez-Serra et al. 2021 ), and in
ight and dark purple for the L1517B starless core (this work). 

Consistently with L1498 and L1544, the abundances of the species 
etected towards L1517B tend to be higher toward the position of
he methanol peak than towards the dust peak (t-HCOOH towards 
1544 is an exception). Fig. 4 also shows that the L1517B core
resents a lower number of detections than L1544 and a similar
umber to L1498. For the N-bearing species, we have detected 
nly HCCCN and HCCNC towards both positions of L1517B from 

 total of five targeted species, although we have found CH 3 CN
nd CH 3 NC towards the dust peak. A significant difference with
espect to L1498 and L1544 is that vinyl cyanide (CH 2 CHCN) is not
etected toward L1517B, showing upper limits to its abundance that 
re factors � 10 lower than the abundances measured toward L1498
nd L1544. Following the same trend, for O-bearing species only 
our COMs and COM precursor species (CH 3 OH, CH 3 O, CH 3 CHO,
nd H 2 CCO) out of 10 have been detected toward L1517B, and
n the case of CH 3 CHO it is only detected towards the methanol
eak. 

If we compare in detail L1517B and L1498, we can see that the
rst one has a level of chemical complexity some what lo wer than
1498. First, the abundances of the COMs and COM precursors 
etected towards L1517B tend to show lower abundances than (or 
re comparable to) those measured toward L1498. Secondly, if we 
ount the total number of detections for any position, we obtain
3 detections for L1517B and 14 for L1498, which may seem a
mall dif ference. Ho we ver, if we consider the detections and non-
MNRAS 519, 1601–1617 (2023) 
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Figure 4. Bar plot of the abundances of different COMs and COM precursors measured for the cores L1517B, L1498, and L1544, toward the dust peak (lighter 
colors) and the methanol peak (darker colours) for each of them. Upper limits are indicated both with arrows at the top of the corresponding bar and with stripes. 
Abundances for L1544 are taken from Jim ́enez-Serra et al. ( 2016 , 2021 ), while for L1498 they are taken from Jim ́enez-Serra et al. ( 2021 ). Note that this is not 
a cumulative bar plot, so the upper edge of each bar, for both colours (that is, for both the centre and the methanol peak, for each core), indicates the abundance 
of the corresponding species. 
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etections for each position, the lower level of chemical complexity
or the L1517B starless core becomes more apparent. 

To quantitatively measure this we have calculated, for each pair
f cores, the fraction of molecules with the same state of detection
detected or not detected). That is, for each source, we build a vector
ith one entry for each molecule and position (15 molecules × 2
ositions, 30 entries), whose value is 1 if there is a detection and
 if not. Then, we build another vector with the same number of
ntries, that are 1 if the two input entries (of the two cores) have
he same value and 0 otherwise. Finally, we sum up all the elements
f this vector and divide it by the number of entries, in order to
ormalize it. We call the resulting number the fractional similarity ,
hose values lie between 0 and 1. In this way, if for each position

nd molecule both entries have the same v alue to wards both sources
either a detection or a non-detection), the fractional similarity is 1.
n the contrary, if for each position and molecule both entries are
ifferent, the resulting similarity is 0. If we compute the fractional
imilarity between L1517B and L1498, we obtain 0.70 ± 0.03. 5 This
ndicates that, although the two cores are similar in terms of number
NRAS 519, 1601–1617 (2023) 

 The value used for the uncertainty is 1/30 � 0.03, which is the difference 
n the fractional similarity produced by one entry that is different in the two 
ectors. 

c  

6

a

f detections, they are truly different regarding their level of chemical
omplexity since the similarity, clearly less than 1, is produced by
 different entries in the vectors (that is, in the detections for each
olecule and position). 
For the sake of completeness, we have also computed the fractional

imilarity between L1544 and L1517B, which is 0.57 ± 0.03, and
etween L1544 and L1498, which is 0.43 ± 0.03. This indicates
hat the three cores show a significantly different level of chemical
omplexity in terms of detections and non-detections, and the two
ore similar cores would be L1498 and L1517B. 
We have used two other methods to e v aluate the level of chemical

omplexity towards the three cores. First, we have computed for
ach source and position the mean molecular mass of the species
eighted by the abundances in a logarithmic scale. 6 This can be
iewed as an estimate of the level of complexity of each source
nd position, as COMs tend to have more atoms with increasing
omplexity, and thus a greater molecular mass. From Table 4 , we
nd that the lowest value of the mean molecular mass is obtained
or L1517B, while the greatest one is for L1544, with L1498 being
lose to it. This would indicate that L1517B presents the lowest level
 We used logarithmic weights due to the range of the values of our 
bundances, which encloses several orders of magnitude. 

art/stac3449_f4.eps


The organic molecular content in L1517B 1609 

Table 4. Weighted geometric mean of the abundance with respect to H 2 , 
〈 χobs 〉 , and weighted mean molecular mass, 〈 m molec 〉 for the targeted species 
in L1517B, L1498, and L1544. 

Source 〈 χobs 〉 
(×10 −12 

) 〈 m molec 〉 ( g / mol ) 

L1517B dust peak 7 . 1 + 1 . 5 −1 . 5 15 + 3 −3 45 . 5 + 0 . 3 −0 . 3 45 . 61 + 0 . 20 
−0 . 27 

meth. peak 23 + 5 −5 45 . 7 + 0 . 3 −0 . 4 

L1498 dust peak 10 . 5 + 2 . 1 −2 . 1 32 + 5 −5 46 . 18 + 0 . 18 
−0 . 24 46 . 25 + 0 . 15 

−0 . 17 

meth. peak 53 + 10 
−10 46 . 32 + 0 . 23 

−0 . 24 

L1544 dust peak 19 + 4 −4 30 + 4 −4 46 . 8 + 0 . 3 −0 . 4 46 . 46 + 0 . 15 
−0 . 21 

meth. peak 42 + 7 −7 46 . 13 + 0 . 16 
−0 . 19 

Note. The weights for the mean abundance are the molecular masses for each 
molecule. The weights for the mean molecular mas are the abundance for 
each molecule in logarithmic scale. The values on the second columns for 
each magnitude are the arithmetic means of the magnitudes for both positions. 
To deal with uncertainty propagation and upper limits we made simulations 
with statistical distributions (see Appendix B ). 
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Figure 5. Bar plot of the abundances of different COMs and COM precursors 
measured for the young starless cores L1517B (in light and dark purple) and 
L1521E (in light and dark green). For L1517B, the values are as in Fig. 4 . 
For L1521E, the abundances shown in dark green refer to the bulk COM 

emission observed by Scibelli et al. ( 2021 ) towards L1521E with a beam size 
of ∼70 arcsec. The large beam includes not only the dust peak position but 
also the methanol ring (peak located at 22–29 arcsec from L1521E’s dust 
peak). Abundances from L1521’s dust peak are shown in light green and are 
taken from Nagy et al. ( 2019 ). Upper limits are indicated with both arrows 
and stripes. 
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f chemical complexity of the three cores, followed by L1498 and 
1544. Additionally, we also computed for each source and position 

he geometric mean of the abundance of the species weighted by the
olecular mass. 7 The resulting value represents a measure of the 

mount of the more complex species in the core, as we are giving
arger weights in the mean to more complex species. As shown by
able 4 , L1517B shows the lowest mean abundance, followed by 
1498 and L1544, which present barely the same quantity. All of

his indicates that the level of chemical complexity in the L1517B
tarless core seems to be lower than that of L1498, and of L1544. 

From all these results, we suggest that L1517B is in a less
hemically evolved stage than L1498 and L1544. This is supported 
y the deuterium fractionation of L1517B, similar to that of L1498, 
ut L1517B shows no evidence of infall motions (Tafalla et al. 2004 ;
rapsi et al. 2005 ). Additionally, L1517B sho ws the lo west le vel
f chemical complexity within the three cores, presenting only the 
implest COMs and COM precursors and with lower abundances in 
ost of the cases. 
If we take into account the possible time evolution between the 

hree cores (with L1517B being the youngest and L1544 the oldest),
e propose a scenario in which the N-bearing molecules would 

orm first in starless cores. Then, as the cores evolv e, the y would
ccrete gas from the surrounding molecular cloud, becoming denser 
nd yielding a strong depletion of carbon monoxide (CO). At the 
re-stellar core stage, the catastrophic depletion of CO takes place, 
riggering the formation of O-bearing COMs and COM precursors 
s observed in L1544 (Vasyunin et al. 2017 ). Therefore, chemical 
omplexity would increase over time. In the next section, we explore 
his scenario by modelling the chemistry of N-bearing and O-bearing 
OMs and COM precursors towards L1517B. 

.2 Comparison with L1521E 

1521E is another well-studied starless core located in the Taurus 
olecular cloud. Like L1517B, L1521E is also considered to be 

oung. Indeed, L1521E sho ws no e vidence of infall motions, and has
 central density of 2.7 × 10 5 cm 

−3 (Tafalla & Santiago 2004 ). Its
O depletion factor is f CO = 4.3 ± 1.6 (Nagy et al. 2019 ), lower than

hose of L1517B and L1498. Although its deuterium fractionation 
 N 2 D + /N N 2 H + has not been measured yet, several authors agree in 
 We used the geometric mean due to the range of the values of our abundances. 

t

m  
he fact that this core is young (e.g. Tafalla & Santiago 2004 , Kong
t al. 2015 , Scibelli et al. 2021 ). Nagy et al. ( 2019 ) observed the
olecular line emission towards the dust peak of this core (including

ome COMs and COM precursors) using the IRAM 30-m telescope. 
ore recently, Scibelli et al. ( 2021 ) detected four COMs towards

1521E (CH 3 OCHO, CH 3 OCH 3 , CH 3 CHO, and CH 2 CHCN) using
he 12-m ARO (Arizona Radio Observatory) telescope, with a much 
arger beam size ( ∼70 arcsec versus 22–31 arcsec for the IRAM
0-m telescope). This implies that while the observations of Nagy 
t al. ( 2019 ) would co v er the location of just the dust peak, the
bservations of Scibelli et al. ( 2021 ) would co v er both the dust peak
nd the methanol ring, as its methanol peak is found 22–29 arcsec
way from the core centre (Nagy et al. 2019 ). We thus refer to the
bservations of Scibelli et al. ( 2021 ) as those performed toward the
ulk of the core. 

Among the 15 targeted species measured towards L1517B, there 
re 9 of them that have also been targeted toward L1521E: six towards
he dust peak and four for the bulk of the core (with just one molecule
n common for both positions). Fig. 5 reports the abundances of the
ommon species observed towards L1517B and L1521E. For the 
ata under the bulk label, we use the values derived by Scibelli et al.
 2021 ) assuming two source size cases: the lower limits of the error
ars refer to the values obtained assuming a beam filling factor of
, while the error bars upper limits refer to the abundances obtained
ith the best-fitting source size of 35 arcsec. Note, ho we ver, that
in yl c yanide (CH 2 CHCN) is an exception since its abundance was
nly derived assuming a beam filling factor of 1 (the source size for
his molecule could not be estimated; Scibelli et al. 2021 ). 

In general, there is a good agreement between the abundances 
easured toward the dust peak position of the two cores (see light
MNRAS 519, 1601–1617 (2023) 
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Figure 6. H 2 gas density and temperature profiles used for modelling the 
chemistry of COMs and COM precursors towards L1517B. These radial 
profiles are taken from Tafalla et al. ( 2004 ). The vertical grey dashed line 
indicates the distance of the observed methanol peak with respect to the 
centre of the core. 

Figure 7. Evolution of the simulated CO depletion factor o v er time. The blue 
line and shaded region show the value f CO = 9.8 ± 2.8, derived by Crapsi 
et al. ( 2005 ), while the grey line indicates the best-fitting age for L1517B. 
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urple and light green bars in Fig. 5 ), with the sole exception of
yclopropenone (c-C 3 H 2 O). In contrast, the differences are bigger
etween the bulk abundances of L1521E and the abundances mea-
ured towards the dust and methanol peaks of L1517B. Ho we ver, if
e take into account the uncertainties with the error bars upper/lower

imits, the abundances of L1521E’s bulk are largely consistent with
hose measured towards both positions of L1517B, with the exception
f vinyl cyanide (CH 2 CHCN). A possible explanation for this would
e that L1521E is more chemically evolved than L1517B, lying
loser to L1498 than to L1517B. Alternatively, although these cores
re located in the same molecular cloud complex, the local physical
nd chemical properties of their environment could differ, causing
ignificant differences in their final chemical composition. Studies of
he COM chemical content toward a larger sample of starless cores
re needed to establish whether differences in the environment affect
he COM chemical evolution in starless cores. 

We finally note that calculations of the fractional similarity and of
he geometric means of the abundance and of the molecular mass for
1521E, cannot be performed since the number of data available for

his core is rather small. 

 M O D E L L I N G  T H E  F O R M AT I O N  O F  C O M S  

N D  C O M  P R E C U R S O R S  IN  L 1 5 1 7 B  

.1 The model 

e have modelled the chemistry of COMs and COM precursors
owards the starless core L1517B by using the 0D gas–grain chemical
ode MONACO (Vasyunin & Herbst 2013 ; Vasyunin et al. 2017 ),
hich has been successfully applied previously to the starless cores
1544 and L1498 (Jim ́enez-Serra et al. 2016 , 2021 ). Our goal is to
ompare the observed molecular abundances with those predicted by
he model, and to infer the radial distribution of COMs and COM
recursors towards L1517B and its age. 
The MONACO chemical code is a rate equations-based, three-phase

gas, ice surface, and ice bulk) numerical model that provides the
volution of the fractional abundances of atomic and molecular
pecies with time. To obtain the radial distribution of the abundances
f COMs and COM precursors in L1517B, the code is run for a grid of
istances on the density and temperature profile of L1571B, assuming
hysical parameters to be constant in time. The physical structure of
he L1517B starless core is obtained from the H 2 gas density profile
y Tafalla et al. ( 2004 ), and the gas kinetic temperature distribution
nferred by the same authors using NH 3 observations. The assumed
 2 gas density profile for L1517B is: 

 ( r) = 

2 . 2 × 10 5 cm 

−3 

1 + 

(
r 

35 arcsec 

)2 . 5 , (1) 

here r is the angular distance (in arcsec). As for the temperature
adial profile, we have used a constant temperature of T = 10 K
see Tafalla et al. 2004 ). Fig. 6 shows both profiles as a function of
istance to the centre of the core. In our model, we assume that the
ust and gas temperatures are equal. 
Given the low temperatures in starless cores ( T = 10 K), the

recursors of COMs are formed on the surface of dust grains via
ydrogenation processes. Once formed, a small fraction of these
ompounds are non-thermally desorbed from dust grains into the
as phase, where they undergo gas-phase chemical reactions that
ield the observed COMs (Vasyunin & Herbst 2013 ; Vasyunin
t al. 2017 ). As non-thermal desorption processes, the code includes
V photodesorption, cosmic ray-induced desorption (Hase ga wa &
NRAS 519, 1601–1617 (2023) 
erbst 1993 ) and reactive (chemical) desorption (Minissale et al.
016 ). The chemical network for the O-bearing and N-bearing COMs
nd precursors is the same as the one used for the L1498 starless core
see the details in Jim ́enez-Serra et al. 2021 ). As initial abundances,
he model employs the results of a simulation of a diffuse cloud
odel with constant gas density of 100 cm 

−3 and gas temperature of
0 K for 10 7 yr, using the low metals initial abundances EA1 from
akelam & Herbst ( 2008 ). 

.2 Comparing simulations and obser v ations 

sing the initial conditions explained in Section 5.1 , we have
imulated the chemical evolution of L1517B by running the MONACO

ode for 10 6 yr. To constrain the age of the core, we have used the
O depletion factor of f CO = 9.5 ± 2.8 measured by Crapsi et al.
 2005 ) towards L1517B, and the location of the methanol peak at
 distance of 5000 au. Interestingly, our model cannot reproduce
imultaneously the location of the methanol peak at 5000 au and the
O depletion factor of ∼ 7–12. In Fig. 7 , we show the evolution of

he predicted CO depletion factor o v er time and its observed value.
ote that the MONACO code considers the telescope beam size when

art/stac3449_f6.eps
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Figure 8. Radial distribution of the modelled abundances of the COMs and COM precursors observed for L1517B. Colour curves represent the modelled 
abundances, while dots and vertical arrows represent the observed abundances, and their upper limits, towards the two observed positions in L1517B, the dust 
and methanol peaks. The position of some of the dots (observed COMs and COM precursor abundances) has been slightly shifted to enhance visibility. The 
dotted–dashed grey line indicates the position of the observed methanol peak, while the grey dashed line indicates the position of the methanol peak according 
to the chemical simulations. 
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alculating the CO depletion factor. By comparing the model results 
ith the CO and COMs and COM precursor observations, the best 

greement is reached after 1.5 × 10 5 yr. The CO depletion factor at
his time is ∼7.3, which is on the lower edge of the estimated interval
or the CO depletion factor (see Fig. 7 ). 

At this time of chemical e volution, ho we ver, the location of the
ethanol peak in the model does not match the observed one towards
1517B. This is clearly shown in Fig. 8 , where we present the

adial distribution of the abundance of COMs and COM precursors 
odelled for L1517B, together with the measured values and upper 

imits (see dots and vertical arrows). As shown in Fig. 8 , the location
f the methanol peak in the model is at ∼15 000 au away from the
ust peak (vertical dashed line), which is a factor of 3 further away
hat observed (at ∼ 5000 au; see dashed–dotted vertical line). 

The origin of this discrepancy likely arises from the fact that 
he central H 2 gas density towards L1517B is 2.2 × 10 5 cm 

−3 , i.e.
ignificantly lower than measured towards the L1544 pre-stellar core. 
f this density were higher, as in L1544 ( ∼10 7 cm 

−3 ; Caselli et al.
022 ), the CO depletion factor (9.5 ± 2.8) would be reached earlier
n the simulations, enabling a better match between the modelled 
nd the observed location of the methanol peak at 5000 au. This
ould also help reconciling the age of the L1517B starless core 
redicted by the model (of ∼1.5 × 10 5 yr) with the one expected
rom observations. As already mentioned, L1517B does not show 
vidence for gas accretion either towards the innermost regions or 
rom the outer envelope, as observed towards L1498 or L1544, which
uggests that L1517B is at an earlier stage of evolution, or at least,
t a similar evolutionary stage as L1498 (note that they both have
imilar central H 2 gas densities and deuterium fractionation values; 
afalla et al. 2004 ; Crapsi et al. 2005 ). Another possible explanation
f this discrepancy would be a prominent asphericity of the core,
lthough from Fig. 1 it seems that L1517B is rather spherical. 

For the abundances of COMs and COM precursors, Table 5 
ompares the values between the modelled and observed abundances 
owards the positions of the dust and methanol peaks in L1517B. All
he modelled and observed abundances agree within a factor of 10
xcept for CH 3 CN in the core’s centre and HC 3 N in both positions.
ctually, at earlier times of the simulations, where the simulated 
ethanol peak is closer to the observed one, abundances of those two

pecies are closer to the observed ones. In any case, we should take
nto account that astrochemical models entail intrinsic uncertainties 
erived from uncertainties from some of the constants used in the
imulation, such as the chemical reaction rates (Vasyunin et al. 2004 ;
akelam et al. 2005 , 2010 ). 
Comparing the predicted age for L1517B (1.5 × 10 5 yr) with those

redicted for L1498 and L1544, we find that, contrary to what we
hought, L1517B would not be the youngest core, as the predicted
ges for L1498 and L1544 are, respectively, 9.8 × 10 4 and 1.6 × 10 5 
MNRAS 519, 1601–1617 (2023) 
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Table 5. Observed and modelled abundances ( χobs , χmod ) for several COMs and COM precursors in L1517B. 

Dust peak Methanol peak 
Species χobs χmod Agreement χobs χmod Agreement 

CH 3 OH 2 . 7 + 0 . 7 −0 . 5 × 10 −10 1.21 × 10 −9 + 1 . 11 + 0 . 12 
−0 . 10 × 10 −9 2.23 × 10 −9 + 

CH 3 O 8 . 0 + 2 . 9 −2 . 5 × 10 −12 3.0 × 10 −12 + 1 . 9 + 0 . 7 −0 . 6 × 10 −11 6.6 × 10 −12 + 

CCCO < 8 × 10 −12 1.12 × 10 −11 + < 1 . 3 × 10 −10 2.05 × 10 −11 + 

t -HCOOH < 1 . 0 × 10 −10 8.6 × 10 −11 + < 2 . 0 × 10 −10 1.63 × 10 −10 + 

H 2 CCO 2 . 4 + 0 . 6 −0 . 5 × 10 −11 1.12 × 10 −10 + 7 . 6 + 2 . 3 −2 . 0 × 10 −11 2.17 × 10 −10 + 

CH 3 OCH 3 < 3 × 10 −11 2.32 × 10 −13 + < 5 × 10 −11 5.2 × 10 −13 + 

CH 3 CHO < 8 × 10 −12 2.09 × 10 −12 + 2 . 2 + 0 . 5 −0 . 4 × 10 −11 4.0 × 10 −12 + 

HCCCHO < 5 × 10 −12 1.62 × 10 −13 + < 2 . 1 × 10 −11 3.2 × 10 −13 + 

CH 3 CN 6 . 0 + 2 . 1 −1 . 9 × 10 −12 4.0 × 10 −13 – < 3 × 10 −11 7.0 × 10 −13 + 

CH 2 CHCN < 1 . 2 × 10 −12 1.46 × 10 −14 + < 3 × 10 −12 2.9 × 10 −14 + 

HCCCN 1 . 48 + 0 . 24 
−0 . 18 × 10 −10 1.04 × 10 −11 – 3 . 9 + 0 . 4 −0 . 4 × 10 −10 1.85 × 10 −11 –

Note. The modelled and measured abundances agree ( + ) or not ( −) within a factor of 10. 
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r (Jim ́enez-Serra et al. 2016 , 2021 ). Therefore, according to the
hemical ages based on similar initial conditions, L1517B would be
ore evolved than L1498 and less than L1544. However, although
1517B shows some concentration of H 2 at its centre, there is no clear
ign of current contraction motions towards this core. This, together
ith the observed level of chemical complexity, seems to suggest

hat L1517B is less evolved that L1544 and L1498. Note also that
ur chemical modelling does not include the dynamical evolution of
he core and, thus, the chemical age derived by our model does not
ecessarily coincide with the actual dynamical age of the core. In
act, if the initial conditions of the cores were different, the final COM
hemical composition of the cores would be significantly altered as
ompared to our chemical modelling. 

For L1521E, Scibelli et al. ( 2021 ) also used the MONACO code
o estimate the age of the core (of ∼6 × 10 4 yr). Ho we v er, the y
ould only reproduce the observed abundances of acetaldehyde
CH 3 CHO), out of a total of five modelled COMs (with differences in
he predicted abundances by factors of 20–160). Therefore, additional
spects in the chemical modelling of these young starless cores such
s different initial conditions and/or dynamical evolution of the cores,
ay be required. 

 E VO L U T I O N  O F  T H E  H C  3 N  /  C H  3 C N  

BU N DA N C E  RATIO  AC RO SS  LOW-MASS  STAR  

O R M AT I O N  

ecent observational campaigns have been devoted to investigate
he chemical composition in COMs (both O-bearing and N-bearing)
owards all stages in the process of star formation. In this section, we
ompare the information available for several sources for two of these
OMs and COM precursors, the N-bearing species cyanoacetylene

HC 3 N) and acetonitrile (CH 3 CN), with the abundances obtained
owards our limited sample of starless cores (L1544, L1498, L1517B,
nd L1521E). We have selected these two molecular species because
he y hav e been measured systematically in the past few years across
 variety of objects, from Class 0/I protostars (Bergner et al. 2017 )
o Class II protoplanetary discs (see the MAPS ALMA large program;
.g., Ilee et al. 2021 ), and comets (Biver et al. 2021 ). 

Fig. 9 reports the values of the column density ratio of
C 3 N/CH 3 CN for the starless cores L1544, L1498, and L1517B (for
oth positions measured in these cores), the starless core L1521E in
he dust peak, 12 Class 0/I protostellar systems (studied by Bergner
t al. 2017 ), 4 Class II protoplanetary discs (studied by Ilee et al.
021 ), and 2 comets (studied by Biver et al. 2021 , and references
NRAS 519, 1601–1617 (2023) 

b  
herein). To obtain this ratio, we used the column densities for
oth molecules, except for the comets, for which we employed the
bundances of both molecules with respect to water. From Fig. 9 , it
eems that there is a trend for the starless cores to present much higher
C 3 N/CH 3 CN ratios (of ∼ 200–700) than those measured towards
lass 0/I protostars and Class II protoplanetary discs, and towards
omets (in this case, their HC 3 N/CH 3 CN abundance ratios reach
 alues e ven lo wer than 1). The core L1521E would be an exception, as
ts ratio is similar to those of the protostars. In any case, the observed
eneral trend suggests that the observed HC 3 N/CH 3 CN abundance
atio decreases when starless cores enter into the Class 0 phase,
emaining approximately constant until the Class II protoplanetary
hase, and droping by two orders of magnitude for comets. 
The observed range of values for the HC 3 N/CH 3 CN ratio could

e explained by the fact that it is difficult to form HC 3 N at late
volutionary stages in the process of low-mass star formation. Indeed,
C 3 N is mainly a gas-phase product whose formation is fa v oured by

he low-densities and cold temperatures found in the outer envelopes
f pre-stellar systems and protostars (see section 5.1 in Bergner
t al. 2017 for more details). In the same work, the authors report
imilar CH 3 CN abundances for different kinds of sources (young
tellar objects, comets, hot cores, and hot corinos), which would
xplain the decreasing trend in the HC 3 N/CH 3 CN abundance ratio
ith time. 

 C O N C L U S I O N S  

he high-sensitivity spectra obtained for the starless core L1517B
eveal a chemical complexity a bit poorer than that observed in the
ore L1498, and quite lower than in L1544, as it only presents a few
nd simple O-bearing and N-bearing species, such as CH 3 O, H 2 CCO,
H 3 CN, and HCCCN, and in general with lower abundances than

n L1498 and L1544. Quantitatively, the geometric mean of the
bundance of the targeted species in L1517B is about half than
n L1498 and L1544. Similarly to these latter cores, the targeted
olecules are more abundant by a factor of ∼3 towards the methanol

eak of L1517B, located at ∼5000 au from the core’s centre. 
We have also modelled the chemical evolution of L1517B and,

xcept for HCCCN and CH 3 CN, our simulations agree with the
bserved abundances and upper limits within a factor of 10. The
odel also predicts the observed enhancement of the abundances

s we mo v e further a way from the core’s centre, although we
 v erestimate the distance of the methanol peak by a factor of 3.
ur model suggests that L1517B is chemically older than L1498,
ut the absence of infall motions and its relatively poor chemical
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Figure 9. Abundance ratio between cyanoacetylene (HC 3 N) and acetonitrile (CH 3 CN) for different sources: the starless cores L1517B, L1498, and L1544 
(with both positions, the dust and methanol peaks), the starless core L1521E in the dust peak, 12 Class 0/I protostars, 4 Class II proto-planetary discs, and 2 
comets (46P and 67P). The references for each source are: L1517B, this work; L1498, Jim ́enez-Serra et al. ( 2021 ); L1544, Jim ́enez-Serra et al. ( 2016 ); L1521E, 
Nagy et al. ( 2019 ); Class 0/I protostellar systems, Bergner et al. ( 2017 ); Class II protoplanetary discs, Ilee et al. ( 2021 ); comets, Biver et al. ( 2021 ). The points 
of the plot as well as the original data used to obtain the ratios can be found in Appendix C . 
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omplexity makes us think that this core is at an earlier evolutionary
tage than L1498. Actually, our model would predict a younger age 
or L1517B than L1498 if the central density of the core were higher.

We propose a scenario in which N-bearing molecules are formed 
rst, followed by O-bearing molecules once the catastrophic deple- 

ion of CO takes place. Furthermore, complexity increases with time, 
ith bigger molecules being formed at later stages of the core, as
bserved in L1544. We note, ho we ver, that the starless core L1521E
oes not seem to follow this trend, although the sample of molecules
tudied is smaller than for the other three cores and the beam of the
RO observations is larger. More observational studies of starless 

nd pre-stellar cores are needed in order to clearly determine the 
nfluence of the environment, initial conditions and dynamics on the 
hemical evolution of the cores. 

Finally, we have also studied the HC 3 N/CH 3 CN abundance ratio 
easured in sources at different stages in the formation of a low-
ass stellar system, observing a decreasing trend o v er time, which

ould be explained by the adverse conditions of the late stages of the
ow-mass star formation to form HC 3 N. 
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PPENDI X  A :  D E R I VAT I O N  O F  T H E  

E T H A N O L  C O L U M N  DENSI TY  A N D  ITS  

N C E RTA I N T Y  WI TH  RADEX 

n this section, we explain the procedure we have followed to deter-
ine the column densities of methanol, acetonitrile and cyanoaceti-

ene, and their uncertainties, using the non-LTE molecular excitation
ode, RADEX (Van der Tak et al. 2007 ). It is a radiative transfer model
hat allows us to predict the line intensity of the selected molecule
rom the following parameters: 

(i) Molecule . It has to be included in the RADEX molecule list,
herefore having collisional cross-section deriv ed, e xperimentally or
heoretically. 

(ii) Spectral range . Frequency range for the transitions to be
redicted for the selected molecule. 
(iii) Excitation conditions . 

(a) Molecular hydrogen number density, n H 2 . 
(b) Kinetic temperature of the molecule, T kin . 
(c) Background temperature, T bg . 

(iv) Radiati v e transfer parameters . 

(a) Column density, N . 
(b) Line width, �v. 

For each species, the results of the calculation would be a set
f intensity lines, { ̃  I i } , where i is the index of the line. In our
ase, the molecules are methanol (CH 3 OH) A and E, acetonitrile
CH 3 CN), and cyanoacetilene (HC 3 N), and we have observations
or their lines in a specific spectral range (see Table 2 ), so we have a
et of observed intensities, { I i } . We have an uncertainty for each line
the RMS noise), so we will also have a set of uncertainties { � I i } . We
se the frequency range of the observed lines, plus a little margin,
or the RADEX calculations. The rest of the parameters except the
olumn density (and optionally the H 2 number density) are known
see Section 3.2 for more details): 

(i) Molecular hydrogen number density (not fixed for the case of
ethanol E and cyanoacetilene): 

(a) Core’s centre: n H 2 = 2.20 × 10 5 cm 

−3 (Tafalla et al.
2004 ). 

(b) Methanol peak: n H 2 = 1.24 × 10 5 cm 

−3 (Tafalla et al.
2004 ). 

(ii) Background temperature: T bg = 2.73 K (temperature of the
osmic microwave background). 

(iii) Kinetic temperature: T kin = 10 K (Tafalla et al. 2004 ). 
(iv) Line width: �v ∼ 0.3 km s −1 (we choose for each case the

esult of the MADCUBA fit). 

Our goal is to optimize the column density and optionally also
he H 2 number density (when more than one transition is available)
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Figure A1. Histogram of the distribution of losses obtained from the 
intensities of the observed lines and their uncertainties, for the case of 
methanol E in the dust peak of L1517B. The scale in the horizontal axis 
is symmetrical-logarithmic with threshold 1, that is, it is linear from 0 to 
1 and logarithmic beyond 1. The blue line on the left shows the value of 
the loss without taking into account the uncertainties of the observed lines 
(equation A1 ), which is almost 0; and the blue dashed line indicates the 68.27 
percentile. 

Figure A2. Plot of the loss ( L ) versus the column density ( N ) and the H 2 

number density ( n H 2 ) for a range of values around the optimized values that 
minimize the loss function, for the case of methanol E in the dust peak of 
L1517B. The gray lines indicate the optimized values for N and n H 2 . The 
colour map is composed by two ranges of colours in order to highlight the 
points in which the loss ( L ) is lower than the threshold value (marked in 
blue in the colour bar), which will define the uncertainties for both optimized 
parameters. 
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Figure A3. Same as Fig. A2 , but for cyanoacetilene (HC 3 N) for the dust 
peak of L1517B. 
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o minimize the difference between the observed lines, { I i } , and the
redicted ones, { ̂  I i } , taking into account the uncertainties, { � I i } .
o measure that difference, we define a loss function, L , which we
hoose to be the chi-square ( χ2 ) error: 

 = 

∑ 

i 

( 

ˆ I i − I i 

�I i 

) 2 

. (A1) 

n this way, we are measuring the quadratic error weighted with 
he squared inverse of the uncertainty, so that a difference between 
he observations and the model contributes less to the loss if the
ncertainty on the line intensity is greater. 
Once we have properly defined our loss function, we can minimize

t with respect to the column density for each of our 8 cases (four
pecies, methanol A and E, cyanoacetilene, and acetonitrile; and two 
ositions, dust and methanol peaks), and also with respect to the H 2 

umber density for methanol E and cyanoacetilene. We did this with
ython, 9 using the methods COBYLA and Nelder–Mead within the 
unction minimize from the library SciPy. 10 

Finally, we have to estimate the uncertainty for the optimized 
alue/s of our parameter/s. To do so, we take a threshold for the
oss, greater than the minimized value, which defines a lower and
n upper uncertainty. In order to find a proper threshold, we create
0 5 sets of variations of the observed intensities, {{ I i } j } , so that
he value of each intensity, I i , j , comes from a normal distribution
ith mean I i and standard deviation � I i . Then, we calculate the

oss for the optimized model with equation ( A1 ) for each set of
ntensities { I i } j , obtaining a distribution of losses. We choose the
hreshold so that the loss values lower than such a threshold are the
8.27 percent of the total values (similarly to the definition of 1 σ
onfidence interval, but for an asymmetric distribution with a mini- 
um value). The threshold thus corresponds to the 68.27 percentile 

see Fig. A1 ). 
Then, we have to explore our parameter space around the min-

mized values in order to find when the loss function reaches our
hreshold value. If we only fit the column density, we only have
o calculate the loss function in the surroundings of the minimized
alue until we reach the threshold v alue. Ho we ver, if we also want to
inimize the H 2 number density, we have to explore a bidimensional

arameter space. We opted to make an adaptive grid that starts
alculating the loss values at the surroundings of the obtained 
inimum and continues enlarging its size until it encloses all the

oss values minor to the threshold with a reasonable margin. This
ay, we obtained Figs A2 and A3 . 
Following this procedure, we have written a Python script that uses

ADEX and analyses our data in an automated way. 11 In this way, we
btained the column density values for methanol, acetonitrile, and 
yanoacetilene in L1517B shown in Table 3 . 
MNRAS 519, 1601–1617 (2023) 
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Figure B1. Probability density functions for a normal distribution and two 
bounded normal distributions with different domains. 
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PPENDIX  B:  P RO PAG AT I O N  O F  

NCERTAINTIES  A N D  TREATMENT  O F  UPPER  

IMITS  

et’s consider a group of n variables { x i } , with central values μi and
ncertainties σ i . This means that the probability density function
PDF) of the variable x i is centred around μi with a width of the
rder of σ i , so that the 1 σ confidence interval (68.27 percent) is ( μi 

σ i , μi + σ i ). To propagate the uncertainties through a function f
pplied to the variables { x i } , we can draw a sample of a large number
f values ( � 10 4 

√ 

n ) of each variable x i , apply the function to each
f the elements of the samples, and then obtain a central value and
n uncertainty for the resulting distribution. 

To do so, we need two things: an appropriate PDF for converting
ach variable x i to a distribution of values, and a proper method
o obtain a central value and an uncertainty from the resulting
istribution. For the last task, we can use the mean or the median
s the central value, 12 and the 1 σ confidence interval with respect
o the central value (that includes 68.27 per cent of the distribution)
o obtain the lower and upper uncertainties. As for the PDF, if the
omain of the variable x is ( −∞ , ∞ ), a proper function is the normal
istribution: 

 ( x) = 

1 √ 

τ σ
exp 

( 

−1 

2 

(
x − μ

σ

)2 
) 

, (B1) 

ith τ ≡ 2 π. Ho we ver, if the domain of the variable is not ( −∞ , ∞ ),
his function would be incorrect. Therefore, we have to use another
unction as the PDF. 

Let’s suppose a domain ( b 1 , b 2 ). We define the left and right
mplitudes, a 1 and a 2 , as the distances between the limits of the
omain and the median, that is, a j = | b j − μ| for j = 1, 2. Now,
s these amplitudes can be different, we will split our desired
DF in two halfs, one for x ≤ μ and other for x > μ. Then,
e will use an amplitude a as a reference, which must be greater

han the uncertainty, a > σ . If the amplitude is quite greater than
he uncertainty, a � σ , a good PDF would be just the normal
istribution truncated to the domain ( b 1 , b 2 ). Ho we ver, for amplitudes
loser to the uncertainty, it would be considerably incorrect, as the
runcation shifts the median of the distribution and modifies the
onfidence intervals, and thus the uncertainties. To fix this, we make
he following variable change: 

 − μ → ˜ x − μ ≡ 4 

τ
a tan 

(
τ

4 

x − μ

a 

)
. (B2) 

sing this new variable ˜ x with a normal distribution, we are able
o compress the original domain of ( −∞ , ∞ ) to ( −a , a ). Ho we ver,
e get two disadvantages: first, the normalization constant is now
ifferent, and secondly, the relation between the parameter of the
tandard deviation of the original normal distribution and the 1 σ
onfidence interval (from which we define the uncertainty, σ ) is
o w dif ferent; therefore, we should rename the standard de viation
f the original normal distribution to s , which we will call width .
he first change is not a problem, as the PDF will be normalized
omputationally for each case. As for the second one, we have
haracterized computationally the relation between σ and s . It
appens that s / σ decreases with a / σ , having s / σ � 2.65 when a / σ =
 and s / σ → 1 when a / σ → ∞ . We have then a relation between the
idth, the uncertainty and the amplitude, that is, s = s ( σ , a ). 
NRAS 519, 1601–1617 (2023) 

2 We prefer to use the median, as it is more robust to outliers. 

u  

h
 

u  
Therefore, the resulting PDF would be the following: 

 ( x) ∝ exp 

⎛ 

⎝ −1 

2 

( 

4 
τ
a tan 

(
τ
4 

x−μ

a 

)
s( σ, a) 

) 2 
⎞ 

⎠ . (B3) 

e observed that s / σ increases quasi-exponentially as a / σ ap-
roaches a minimum value of ∼ 1.47. Moreo v er, we disco v ered that
f a / σ � 1.7, the estimated relation s ( σ , a ) starts to be incorrect due of
he increasing dispersion in s . Therefore, we must use another PDF
or the cases in which a / σ � 1.7. Actually, for that limit case the shape
f the PDF is almost a uniform distribution between −a and a . We
an model this PDF as a trapezoidal function with a rectangular core
nd triangles in the edges. By doing so, one can easily demonstrate
hat this kind of PDF would only work if a / σ is greater than the
nverse of the integrated area corresponding to the 1 σ confidence
nterval ( ∼ 0.683); that is, a / σ � 1.46, which is consistent with the
ound asymptote of the calculated relationship s ( σ , a ). 

We then choose to only use this distribution with a ≥ 2 σ , for the
ake of simplicity and following a conserv ati v e approach. F or a � σ ,
his PDF tends to a normal PDF, so we use this general PDF instead
f a truncated Gaussian for this regime (see Fig. B1 ). We call this
istribution a bounded normal distribution . 
Finally, for σ < a < 2 σ , we use a shifted and mirrored lognormal

istribution whose PDF would be: 

 ( x) = 

1 √ 

τ s ′ 
1 

| x − ( μ − a) | 

× exp 

( 

−1 

2 

( | x − ( μ − a) | − m 

′ 

s ′ 

)2 
) 

, (B4) 

ith m 

′ = ln ( a ) and s 
′ = ln ( a − σ ) − ln ( a ). This PDF meets our

equirements: the median is equal to μ and the uncertainty associated
ith the 1 σ confidence interval is σ . We call this distribution a
irrored lognormal distribution . 
We have defined our PDFs for the case of a variable x with a central

alue μ and an uncertainty σ , building the final PDF with two halfs
ith amplitude a = a j for j = 1, 2. In case we had lower and upper
ncertainties, σ 1 and σ 2 , we should just replace σ by σ 1 for the left
alf of the PDF and by σ 2 for the right half. 
Lastly, we should also address the case of a variable with an

pper/lower limit or even a finite interval. Let’s consider an interval

art/stac3449_fB1.eps


The organic molecular content in L1517B 1617 

Table C1. Column densities of HC 3 N and CH 3 CN ( N ) and abundance ratio of this molecules ( χHC 3 N / χCH 3 CN ) for the starless cores 
L1517B, L1498, L1544, and L1521E, 12 protostellar systems, 4 protoplanetary discs, and 2 comets. 

Source N HC 3 N ( cm 

−2 ) N CH 3 CN ( cm 

−2 ) χHC 3 N / χCH 3 CN 

Starless cores L1517B Dust peak (5 . 16 ± 0 . 05) × 10 13 (2 . 1 ± 0 . 6) × 10 11 250 + 100 
−50 

Methanol peak 3 . 72 + 0 . 14 
−0 . 13 × 10 12 < 2 . 0 × 10 11 > 17 

L1498 Dust peak (1 . 6 ± 0 . 3) × 10 13 < 8 × 10 10 > 100 
Methanol peak (2 . 2 ± 1 . 0) × 10 13 (1 . 0 ± 0 . 1) × 10 11 220 + 100 

−100 

L1544 Dust peak (1 . 0 ± 0 . 3) × 10 14 (1 . 5 ± 0 . 2) × 10 11 670 + 230 
−200 

Methanol peak (4 . 2 ± 0 . 4) × 10 13 < 9 . 1 × 10 10 > 310 
L1521E Dust peak (8 . 4 ± 2 . 5) × 10 12 (4 . 8 ± 1 . 4) × 10 11 18 + 9 −6 

Protostellar systems B1-a (4 . 2 ± 1 . 2) × 10 12 (4 . 9 ± 1 . 1) × 10 11 9 + 3 −3 

B1-c (4 ± 3) × 10 12 (3 . 5 ± 0 . 6) × 10 11 12 + 11 
−9 

B5 IRS1 (3 . 2 ± 1 . 2) × 10 12 < 1 . 7 × 10 11 > 5 
IRAS 03235 (3 . 9 ± 1 . 0) × 10 12 (1 . 6 ± 0 . 9) × 10 11 25 + 31 

−11 

IRAS 03245 (4 ± 3) × 10 12 (1 . 9 ± 1 . 5) × 10 11 19 + 69 
−15 

IRAS 03271 (1 . 7 ± 1 . 4) × 10 12 (1 . 9 ± 1 . 1) × 10 11 9 + 14 
−7 

IRAS 23238 (3 . 2 ± 2 . 6) × 10 12 (1 . 4 ± 0 . 3) × 10 11 22 + 21 
−18 

L1014 IRS (4 . 4 ± 3 . 6) × 10 11 < 6 × 10 10 > 0 . 7 
L1455 IRS3 (6 ± 5) × 10 11 < 9 × 10 10 > 0 . 7 

L1455 SMM1 (2 . 4 ± 1 . 9) × 10 12 < 1 . 1 × 10 11 > 2 . 2 
L1489 IRS (3 . 5 ± 2 . 4) × 10 12 < 1 . 4 × 10 11 > 0 . 3 
SVS 4–5 (1 . 1 ± 0 . 3) × 10 13 (5 . 2 ± 0 . 9) × 10 11 21 + 8 −6 

Protoplanetary discs GM Aur 1 . 9 + 0 . 4 −0 . 4 × 10 13 2 . 1 + 0 . 2 −0 . 1 × 10 12 8 . 8 + 2 . 0 −1 . 9 

As 209 2 . 9 + 0 . 5 −0 . 5 × 10 13 1 . 7 + 0 . 2 −0 . 2 × 10 12 17 + 4 −3 

HD 163296 7 + 3 −2 × 10 13 2 . 3 + 0 . 2 −0 . 2 × 10 12 32 + 11 
−9 

MWC 480 8 + 4 −3 × 10 13 3 . 5 + 0 . 2 −0 . 2 × 10 12 22 + 11 
−8 

Source χHC 3 N / χH 2 O χCH 3 CN / χH 2 O χHC 3 N / χCH 3 CN 

Comets 46P < 3 × 10 −5 (1 . 7 ± 0 . 01) × 10 −4 < 0 . 21 
67P 4 × 10 −6 5.9 × 10 −5 0.068 

Note. References for each source: L1517B: this work; L1498: Jim ́enez-Serra et al. ( 2021 ); L1544: Jim ́enez-Serra et al. ( 2016 ); L1521E: 
Nagy et al. ( 2019 ); protostellar systems: Bergner et al. ( 2017 ); protoplanetary discs: Ilee et al. ( 2021 ); comets: Biver et al. ( 2021 ). 
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 x 1 , x 2 ), which may be finite or infinite. If it is finite, we choose a
niform distribution between x 1 and x 2 as the corresponding PDF. 
ut if it is infinite, we choose a log-uniform distribution with finite

hresholds for 0 and ±∞ , which we set to ±10 −90 and ±10 90 . For
xample, for an interval of ( −100, ∞ ), we would build a sample
 x −} from a uniform distribution between −90 and 2 and a sample
 x + 

} from a uniform distribution between −90 and 90. Our final
istribution would be the joining of the samples of {−10 { x −} } and
 10 { x + } } . 

To sum up, if we have a set of variables with central values μi 

nd uncertainties σ 1 , σ 2 , we first b uild distrib utions { x i } using the
entioned PDFs. Then, we apply the function to the distributions, 

 ( { x i } ), obtaining a new distribution. Finally, we use an algorithm to
etect if the distribution corresponds to an interval (that can be an
pper/lower limit) or a defined value with uncertainties, and derive 
he corresponding parameters. 

Using this approach, we have written a Python library that 
llows to deal with values with uncertainties and upper/lower limits, 
erforming the uncertainty propagation automatically. 13 We have 
sed it throughout the calculations of this paper, e.g. for obtaining
he values shown in Fig. 9 . 

PPENDI X  C :  A BU N DA N C E  RATI O  O F  

I A N OAC E T Y L E N E  A N D  AC ETONI TRI LE  

able C1 shows the abundance ratio of cyanoacetylene (HC 3 N) and
cetonitrile (CH 3 CN) through different sources, from starless cores 
o comets. The propagation of the uncertainties and the upper limits
n the column density is done through simulations using statistical 
istributions (see Appendix B ). 

3 ht tps://pypi.org/project /richvalues 

his paper has been typeset from a T X/L 

A T X file prepared by the author. 
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