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Abstract 

Background Sepsis is a severe dysregulated response of the body to infection, 

leading to multiple organ dysfunction. This phenomenon, and immunosuppression 

seen with prolonged sepsis, may relate to insufficient mitochondrial production of 

ATP. The magnitude of endocrine changes during sepsis has major prognostic 

implications. These could significantly contribute to decreased mitochondrial activity, 

and in turn, functional disturbances of immune cells. 

Objectives To study the effects of changes in stress and metabolic hormones during 

sepsis on mononuclear immune cell mitochondrial and effector function. 

Methods Endocrine, mitochondrial, and inflammatory markers were measured in 

serum and monocytes taken from septic patients, with subsequent correlations 

calculated between these markers. Direct effects of a selection of hormones 

(noradrenaline, adrenaline, and hydrocortisone) on mitochondrial and mononuclear 

immune cell function were examined in a 6-hour in vitro model of infection. A rat model 

of faecal peritonitis was then characterised for endocrine, metabolic, and 

inflammatory parameters for future in vivo studies. 

Results There were no consistent correlations between endocrine levels and various 

measures of mitochondrial and mononuclear immune cell function in patients with 

sepsis on admission nor in pre-operative control patients. Mitochondrial dysfunction 

could not explain changes in immune cell effector function both in patients nor in vitro. 

In vitro studies indicate that catecholamine- and glucocorticoid-induced effects on 

mitochondrial and immune function are dose, stimulation, and cell-type specific. 

Conclusion Opposite directions of correlations between endocrine levels and 

mitochondrial and mononuclear immune cell function suggest a change in regulation 

of these processes. The variable in vitro effects in terms of dose, stimulation and cell 
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type highlight the importance of stratifying patients to identify who could benefit from 

manipulation of hormone levels. Further observational, in vitro and in vivo studies are 

warranted to confirm and elaborate on these observations made, and to study 

potential interventions to restore mitochondrial and immune cell effector function.  
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Impact statement 

Sepsis is a major health problem worldwide, with high mortality and morbidity rates. 

Besides being a threat to human health, it imposes a major economic burden on 

healthcare systems and affected individuals. Despite this, the exact pathophysiology 

of sepsis has not yet been elucidated and only limited supportive treatment options 

are currently available. The accumulated failures from translating preclinical research 

outcomes could be explained by the use of non-representative animal models and by 

the heterogeneity of sepsis. This makes this syndrome a highly complex field of study. 

No single intervention will work in all patients, making it a challenge to distinguish 

those who will benefit from those who will not, and especially from those who might 

be harmed.  

My host laboratory has a particular interest in the role of mitochondrial dysfunction in 

sepsis, ultimately affecting organ function, including cells of the immune system. 

Failed organs in patients appear largely normal histologically, suggesting a functional 

rather than structural abnormality. Decreased mitochondrial activity and a metabolic 

shutdown could well explain this phenomenon. This state of metabolic dormancy 

could be induced via hormone-mediated effects leading to immunosuppression. 

Changes in stress and metabolic hormones likely play a crucial but underappreciated 

role in this process. Some of these hormones are administered exogenously as part 

of sepsis therapy, in addition to being released endogenously. 

To study the above phenomenon, I utilised three different models. These include an 

observational study with septic patients, an in vitro model of infection with primary 

human immune cells, and an animal model of faecal peritonitis. Although my results 

are of interest, at this stage, it is too early to make any strong recommendations on a 

clinical practice level. My results have however laid useful groundwork for further 

exploration and have been shared in various presentations at national and 
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international conferences. In the short term, these findings will allow colleagues to 

further unpick the underlying mechanisms of stress and metabolic hormones affecting 

mitochondrial and immune cell function, and how to subsequently manipulate these. 

In the longer term, these findings could influence clinical practice and benefit patients 

suffering under these conditions. 

An elaborate characterisation of the temporal stress response in the lab’s animal 

model of faecal peritonitis – including metabolic, endocrine, and inflammatory markers 

– has been compared to that in patients. These results are currently being written up 

for publication. With current concern about the fidelity of rodent models of sepsis, this 

will provide the scientific community with extensive knowledge on the differences and 

similarities between the two. This information is important to studies of physiology, 

diagnostics, and interventions in sepsis, and will hopefully result in better selection of 

animal models, ultimately preventing unnecessary animal use in science, and 

improving translatability of outcomes and patient safety. 

Besides the findings presented in this thesis, various laboratory protocols have been 

set up. These include rat hepatocyte isolations, respirometry of hepatocytes and 

immune cells, and measurement of mitochondrial function of cells by flow cytometry. 

Passing on the principles of these techniques to colleagues, there is potential for 

future utilisation of these locally. In addition, patient samples that were collected as 

part of this thesis are currently being used by other members of the lab studying 

thermogenic mechanisms in sepsis. This serum can be used to induce an in vitro 

septic milieu. Samples collected from our rat model could be used for a similar 

purpose. This optimised sample and data utilisation prevents unnecessary exposure 

of patients to observational studies and sample collection, and the use of animals in 

research. 
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MAPK  Mitogen-Activated Protein Kinase 
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MDSC  Myeloid-Derived Suppressor Cells 
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MHC  Major Histocompatibility Complex 

MIF  Macrophage-Inhibiting Factor 

MMP  Mitochondrial Membrane Potential 

MnSOD Manganese Superoxide Dismutase 

MOF  Multiple Organ Failure 

mPTP  Mitochondrial Permeability Transition Pore 

MQTiPSS Minimum Quality Threshold in Pre-Clinical Sepsis Studies 

MR  Mineralocorticoid Receptor 

mROS  Mitochondrial ROS 

MS  Multiple Sclerosis 

mtDNA  Mitochondrial DNA 

mTOR  Mammalian Target of Rapamycin 

mtRNA  Mitochondrial RNA 

MyD88  Myeloid Differentiation Primary Response 88 

NAD(H ) Nicotinamide Adenine Dinucleotide 

NADPH NADH Phosphate 

NAl/m/h Noradrenaline low/medium/high 

NET  Neutrophil Extracellular Trap 

NF-κB  Nuclear Factor Kappa B 

NK  Natural Killer 
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NLRP3  NLR family Pyrin domain containing 3 

NO  Nitric Oxide 

NOX2  NADPH Oxidase 2 

NR  Normal Range 

NRF  Nuclear Respiratory Factor 

NTI  Non-Thyroidal Illness 

O2
-  Superoxide 

OD  Optical Density 

OXPHOS Oxidative Phosphorylation 

PAMP  Pathogen-Associated Molecular Pattern 

PBMC  Peripheral Blood Mononuclear Cell 

PBS  Phosphate Buffered Saline 

pCO2  Partial Pressure of CO2 

PD-1  Programmed Cell Death-1 

PGC-1α PPAR-γ Coactivator 1α 

PKA  Protein Kinase A 

PMA  Phorbol Myristol Acetate 

pO2  Partial Pressure of O2 

PRR  Pattern Recognition Receptors 

PVC  Polyvinyl Chloride 

P13k  Phosphoinositide 3-Kinase 

P2Y2R  P2Y2 Receptor 

P38  Protein 38 

RAGE  Receptor for Advanced Glycation Endproducts 

RCR  Respiratory Control Ratio 

RER  Respiratory Exchange Ratio 

rT3  Reverse T3 

RNS  Reactive Nitrogen Species 

ROC  Receiver Operating Characteristic 

ROS  Reactive Oxygen Species 

RPM  Revolutions Per Minute 
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SA  Staphylococcus Aureus 

s.c.   Subcutaneous 

SD  Standard Deviation 

SIRT  Sirtuins 

SLE  Systemic Lupus Erythematosus 

SNS  Sepsis Non-Survivor 

SOFA  Sequential Organ Failure Assessment 

sO2  O2 Saturation 

SS  Sepsis Survivor 

SSC  Sideward Scatter 

STRESS Studying Responses of the Stress System 

SV  Stroke Volume 

T3  Triiodothyronine 

T4  Thyroxine 

TB  Tuberculosis 

TBG  Thyroxine-Binding Globulin 

TCA  Tricarboxylic Acid Cycle 

TCR  T-Cell Receptor 

Tfam  Transcription Factor A for the Mitochondrion 

TGF  Transforming Growth Factor 

Th  T-Helper 

TLR  Toll-Like Receptor 

TMRM  Tetramethyl-Rhodamine Methyl Ester 

TNF  Tumor Necrosis Factor 

TR  Thyroid hormone Receptor 

TRE  Thyroid Response Element 

Treg  Regulatory T-Cell 

TRH  Thyroid-Releasing Hormone 

TSH  Thyroid-Stimulating Hormone 

TTE  Transthoracic Echocardiography 

TTR  Transthyretin 
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US  Unstimulated 

VCO2  CO2 Production 

VO2  O2 Consumption 

VTI  Velocity-Time Integral 
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WHO  World Health Organisation  
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Chapter 1 Introduction 

1.1 Sepsis definition and epidemiology 

Sepsis is a syndrome defined as a life-threatening dysregulated response of the body 

to infection, leading to Multiple Organ Failure (MOF) [1]. This latest definition 

emphasises the role of the host response, rather than the triggering infection, in 

driving the pathogenesis of sepsis. Septic shock is a subset of sepsis with profound 

circulatory, cellular, and metabolic abnormalities, and is associated with a greater risk 

of mortality than sepsis alone [2]. It is a significant cause of morbidity and mortality 

worldwide, with incidences varying by geographical location and patient 

characteristics such as age, comorbidities, and the number and types of organ 

dysfunction [2, 3]. Because of its high global burden, sepsis has been recognised by 

the World Health Organisation (WHO) as a global health priority [4]. 

In some reports, rates of sepsis incidence are increasing, though these are largely 

built around extrapolated data, with very limited data from low and middle-income 

countries [4]. One study suggested 31.5 million sepsis cases annually and 5 million 

deaths [5], while another estimated 48.9 million sepsis cases worldwide in 2017, and 

11 million sepsis-related deaths, representing 19.7% of all global deaths [6]. 

Nonetheless, according to the model used in this study, sepsis incidence fell by 37%, 

and mortality decreased by 52.8% compared to 1990. Variability in case definition and 

different methods of care registration also hinder precise documentation and 

estimation of sepsis incidence and mortality [7]. 

In developed countries, most hospitalised cases of sepsis with significant organ 

dysfunction are managed in the Intensive Care Unit (ICU), unless the patient’s 

underlying frailty or severe comorbidities (e.g. terminal cancer) dictate that aggressive 

intensive care life support would be futile and not in their best interest. Sepsis 
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management remains largely supportive, with eradication of the infection with 

antibiotics and source control, and organ support such as fluid and vasoactive drug 

administration, mechanical ventilation, and renal replacement therapy [8]. No specific 

treatment directed at the host response has been shown to be of benefit, despite 

multiple large-scale clinical trials performed over the last few decades [9].  

Survivors often suffer from a variety of long-term effects, including cognitive and 

physical impairment, and cardiovascular disease [10, 11]. In addition, patients 

commonly experience re-hospitalisation, inability to resume prior employment, 

persistent immunosuppression making them vulnerable to secondary infection, and 

reduced quality of life [12]. The high incidence of sepsis and these frequent, long-term 

consequences make it a significant financial burden to society [13]. 

1.2 Sepsis pathophysiology 

The host response to sepsis consists of simultaneous activation or suppression of 

multiple pathways. Sepsis starts with the recognition of a pathogen by the immune 

system, leading to a systemic inflammatory response and subsequent activation of a 

range of complex and biphasic interactions (Figure 1). These interactions involve 

autonomic, cardiovascular, endocrine, metabolic, bioenergetic and immune systems, 

and multiple signalling pathways within these systems. The pathways involved are 

interlinked, but precise interactions remain unclear. These reactions ultimately result 

in MOF requiring drug and device support [14]. Changes in immune cell regulation, 

hormones, metabolism, and mitochondria will be discussed in more detail. 
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Figure 1. Interactions between signalling pathways involved in sepsis pathology 

leading to organ dysfunction. The recognition of a pathogen by the immune system leads 

to activation of transcription factors, an inflammatory response, and activation of a range of 

complex and biphasic interactions DAMP: Damage-Associated Molecular Pattern; NF-kB: 

Nuclear Factor Kappa B; PAMP: Pathogen-Associated Molecular Pattern. Adapted from [14]. 

1.2.1 Immune (dys)regulation 

The inflammatory host response to sepsis is initiated when Pattern Recognition 

Receptors (PRRs) on immune and endothelial cells encounter the presence of 

microbial products. These include Pathogen-Associated Molecular Patterns (PAMPs) 

released from the infecting microorganism, as well as Damage-Associated Molecular 

Patterns (DAMPs), such as Mitochondrial Deoxyribonucleic Acid (mtDNA), heat shock 

proteins, and histones, which are released from their intracellular compartment 

following injury [15].  
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The subsequent host response is characterised by a cascade of inflammatory 

mediators that trigger downstream processes that aim to defend the body, but may 

paradoxically make it more vulnerable. This response involves excessive 

inflammation, immune suppression, and a failure to return to normal homeostasis. 

Treatment strategies for sepsis have been largely aimed at suppressing excessive 

hyper-inflammation with anti-inflammatory strategies but, in recent years, there has 

been increasing interest in activation of the suppressed immune system [16, 17]. 

Excellent reviews have been published on the immune response during sepsis [17-

19]; a brief overview of immune function in health and sepsis is given below. 

1.2.1.1 The immune system 

The immune system is comprised of a plethora of barriers, cells, and effector 

molecules. When pathogens pass the first line defence system (epithelium, mucus 

membranes), they encounter cells of the innate immune system. The innate immune 

response is rapid, non-specific, and consists of cellular and non-cellular physical and 

chemical elements. Innate cells recognise PAMPs and DAMPs using distinct PRRs 

expressed on their surface. These distinct classes of PRRs recognise different 

pathogens or products [20]. Activation of PRRs transduces signals into an 

inflammatory response via activation of inflammasome complexes or by induction and 

translocation of nuclear factor-κ B (NF-κB) into the nucleus and subsequent target 

gene activation [17, 21]. These trigger a downstream inflammatory-immune response 

that walls off the infection to prevent its spread, attracts other immune cells (via 

chemokines), and activates these cells (via cytokines) to control the infection [15]. 

Although the innate immune system was originally thought to have no memory 

function, studies have introduced the concept of trained immunity [22]. The innate 

immune system consists of cells of the myeloid lineages, including monocytes, 

macrophages, neutrophils, Dendritic Cells (DCs), and Natural Killer (NK) cells. The 
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first three types are phagocytic cells that can engulf and kill pathogens. Monocytes, 

macrophages and DCs are Antigen-Presenting Cells (APCs) that trigger the adaptive 

immune response by presenting antigens, using Major Histocompatibility Complexes 

(MHCs) for recognition. NK cells help mobilise APCs via secretion of Interferon (INF)-

γ and release of perforins and granzymes that induce apoptosis [23]. 

Considering the topic of this thesis, extra light will be shed upon monocytes. These 

bone marrow-derived cells represent 5-10% of circulating leukocytes and persist in 

the periphery for several days [24]. They can ultimately differentiate into macrophages 

or DCs. Effector functions differ slightly for monocyte subtypes that are distinguished 

by Cluster of Differentiation (CD)14 and CD16 surface expression. The monocytes 

can be divided into classical (CD14++/CD16-), intermediate (CD14++/CD16+) and non-

classical (CD14+/CD16++) [25]. Most monocytes are classical and have a 

predominantly phagocytic phenotype [26]. Non-classical monocytes have an 

increased ability to produce pro-inflammatory cytokines and present antigens, while 

intermediate monocytes form a small proportion of blood monocytes and have a 

transitional phenotype [27]. 

In addition to the innate immune cells described above, the innate system also 

includes mast cells, basophils, eosinophils, innate lymphoid cells, and various non-

cellular elements such as complement system proteins produced by the liver [23]. 

These proteins act as pro-inflammatory molecules to recruit phagocytic cells and 

induce a cascade that opsonises pathogens for phagocytosis by other cells. There 

are three pathways that induce complement activation: i) classical, ii) mannose-

binding lectin, and iii) alternative [28, 29]. Other non-cellular elements include acute-

phase proteins, anti-microbial peptides, secretory Immunoglobulin (Ig)A and 

circulatory IgM [30]. 

When the innate immune system becomes ineffective in eliminating pathogens, the 

interplay between innate and adaptive immune systems becomes crucial. The 



29 
 

adaptive immune system has memory capacity, making it a rapid and efficient 

response upon secondary exposure to a similar antigen. Although antigen-dependent 

and specific, response times are longer compared to the innate immune system [23]. 

Cells of the adaptive immune system include B-cells and T-cells. B-cells arise from 

haematopoietic stem cells in the bone marrow where they mature. These cells can 

directly recognise antigens with specific B-cell Receptors (BCRs) without involvement 

of other APCs. They even function as APCs themselves by presenting antigens to 

CD4+ T-cells, using MHC II surface molecules. B-cells proliferate and differentiate into 

antibody-secreting plasma cells or memory B-cells. T-Helper (Th) cells help B-cells to 

differentiate into these plasma cells to produce various antibodies (e.g. IgA, IgD, IgE, 

IgG, and IgM) which can bind pathogens for neutralisation, complement activation, 

and opsonisation. B-cells are generally long-lived and respond quickly upon antigen 

exposure [23]. 

Like B-cells, T-cells are derived from the bone marrow but mature in the thymus. They 

express antigen-binding receptors known as T-Cell Receptors (TCRs) that can be 

activated by antigens on MHC surface molecules on APCs. Upon binding, T-cells 

proliferate, secrete cytokines, and differentiate into various subtypes. These subtypes 

consist of CD8+ cytotoxic T-cells that destroy infected cells and are important in the 

elimination of tumour cells, CD4+ Th cells (Th1, Th2 and Th17 being most frequent) 

that are potent cytokine secretors, and Regulatory CD4+ T-cells (Treg), a subset that 

suppress the immune response and play a role in tolerance [23]. 

1.2.1.2 Pro-inflammatory response during sepsis 

While a pro-inflammatory response is generally initiated to eliminate pathogens 

through a variety of reactions, an exaggerated pro-inflammatory reaction likely drives 

early deaths in sepsis [17]. As mentioned earlier, recognition of microbial products by 

PRRs on innate immune cells during sepsis leads to activation of transcription factors 
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such as NF-κB with subsequent transcription of genes, including those encoding 

cytokines and other inflammatory mediators such as Nitric Oxide (NO). This leads to 

the release of these mediators by leukocytes, parenchymal cells, endothelial cells, 

and platelets. The main pro-inflammatory cytokines suggested to be involved in 

sepsis pathogenesis are Tumor Necrosis Factor (TNF)-α, Interleukin (IL)-1β, IL-6, IL-

12, and IL-18 [31]. If control of the inflammatory response is disturbed, the ensuing 

hyperinflammatory response can result in self-harm to the organism. Blocking or early 

elimination of these cytokines confers protection in animal models of sepsis, but this 

has not been translated to human studies where interventions are initiated once the 

patient has already developed established organ dysfunction [31]. 

Complement activation is crucial in protective immunity, but its uncontrolled activation 

can also cause damage to tissues and, ultimately, organ failure. During sepsis, 

excessive C5a, in particular, is associated with complications associated with MOF 

[32]. Likewise, the release of Neutrophil Extracellular Traps (NETs), which are 

composed of DNA, histones, and neutrophil-derived proteinases, can protect the host 

by trapping and aiding elimination of pathogens. However, they may also contribute 

to collateral damage and a dysregulated immune response in sepsis [33]. 

Considering the focus on monocytes in this thesis, several small observational studies 

have indicated a significant expansion of pro-inflammatory non-classical monocytes 

in patients with severe sepsis [27, 34-36]. However, the exact proportion and 

phenotype of monocyte subsets in sepsis appears to vary depending on the nature of 

infection and conditions that they encounter in blood and tissue. This environment 

depends on the presence of cytokines, chemokines, tissue metabolites, and other 

inflammatory mediators [37, 38].  
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1.2.1.3 Anti-inflammatory response during sepsis 

As a pro-inflammatory response in sepsis is mounted, the body simultaneously 

initiates a counterbalancing anti-inflammatory response, with the release of anti-

inflammatory cytokines such as IL-10 [39, 40]. While this anti-inflammatory response 

is necessary to suppress excessive inflammation, the effector function of circulating 

immune cells is downregulated, leading to immune suppression [17, 18]. This places 

patients at increased risk of secondary infection and death, especially if the hypo-

immune state is prolonged. This degree of abnormality is often associated with worse 

outcomes [41]. 

The immunosuppressive phase of sepsis involves both innate and adaptive immune 

systems and can by characterised by various changes in their respective immune 

cells. Main mechanisms include lymphocyte apoptosis and exhaustion, and 

reprogramming of APCs. Sepsis is associated with a marked depletion of NK cells, 

CD4+ and CD8+ T-cells, B-cells, and DCs secondary to apoptosis [18, 42]. Inhibition 

of apoptosis of these cells improved outcomes of sepsis in experimental models, 

which suggests a causal role of the loss of lymphocytes in sepsis lethality [43, 44]. 

However, this has yet to be tested in patients. 

In addition to depletion of lymphocytes, altered T-cell function can also contribute to 

decreased lymphocyte function during the immunosuppressive phase of sepsis. This 

includes suppressed CD4+ Th1, Th2 and Th17 cell function [18]. T-cells isolated from 

the spleen during post-mortem had lower IFN-γ and TNF-α production and increased 

expression of checkpoint regulators such as Programmed Cell Death-1 (PD-1) and 

Cytotoxic T-Lymphocyte-Associated Protein-4 (CTLA-4), which may compromise T-

cell function at a local tissue level. Similar effects were seen for B-cells [42, 45]. 

Expansion of Treg and Myeloid-Derived Suppressor Cells (MDSC) may also 

contribute to decreased effector T-cell, monocyte, and neutrophil function [46, 47]. 

This is associated with an increased risk of secondary infection in patients [48, 49]. 
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The most studied biomarker of sepsis-induced immunosuppression is decreased 

Human Leukocyte Antigen (HLA)-DR expression on monocytes. This is associated 

with a higher risk of secondary infection and increased mortality [50, 51]. A reduction 

in HLA-DR expression, increased apoptosis, and increased production of IL-10 has 

also been observed in DCs from septic patients [52]. Cells of the innate immune 

system show a decreased capacity to release pro-inflammatory cytokines upon 

stimulation. Key findings in neutrophils include delayed apoptosis and the appearance 

of immature band-like neutrophils [53]. These cells have deficits in anti-microbial 

effector function, including oxidative burst capacity and chemotactic activity [54-56]. 

1.2.2 Hormonal alterations 

Like the inflammatory response, the endocrine response during sepsis and other 

critical illnesses follows a distinct biphasic pattern. Although acute changes are 

probably adaptive, they may become maladaptive during the prolonged phase of 

sepsis. The acute phase is characterised by abrupt and massive release of stress and 

metabolic hormones, including cortisol, catecholamines, vasopressin, glucagon, and 

growth hormone. There is a concurrent shutdown of less vital systems such as 

gonadal function. Anabolism is also inhibited [57].  

Another manifestation during sepsis is the induction of insulin resistance, during which 

normal concentrations of insulin produce a subnormal response, potentially due to 

downregulation of insulin receptors [58, 59]. In the later phase, after an undefined 

period of critical illness of hours to days, the hormonal profile alters substantially with 

concentrations of vasopressin that are inappropriately low, the onset of the ‘sick 

euthyroid syndrome’, and reduced adrenal responsiveness of Adrenocorticotropic 

Hormone (ACTH), often despite high cortisol levels [57, 60]. The magnitude of the 

above hormonal alterations has major prognostic implications [61, 62]. 
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1.2.2.1 Catecholamines 

Catecholamines function both as neurotransmitters and as hormones. They are 

produced from L-tyrosine hydroxylation to L-3,4,Dihydroxyphenylalanine (L-DOPA), 

and subsequent conversion into dopamine, noradrenaline, and adrenaline. Activation 

of the sympathetic nervous system leads to release of adrenaline and small amounts 

of noradrenaline into the circulation from chromaffin cells within the adrenal medulla. 

Most noradrenaline is released from neurons within the locus coeruleus and lateral 

tegmental field [63, 64]. Removal is subsequently induced by reuptake into nerve 

endings, although some spill-over into the bloodstream may occur [65]. 

Shock states, and critical illness in general, result in very early elevations in both 

plasma adrenaline and noradrenaline, the magnitude of which is greater in those who 

go on to die [66]. During prolonged phases of stress and critical illness, catecholamine 

levels normally normalise, however this is not universal. In paediatric burn patients 

urinary catecholamines were elevated for up to 2 years [67]. 

Catecholamines act by binding with variable affinity to α- and β-Adrenergic Receptors 

(ARs). These receptors and their subclasses are differentially expressed on various 

tissues and cells. While β-ARs are mainly expressed in the heart, α-ARs are mainly 

expressed on vascular smooth muscle. However, ARs have also been found on other 

cells, including those of the pancreas, liver, kidney, and on immune cells [58, 68]. 

These receptors and their subclasses exert differential effects on cardiovascular and 

respiratory systems, and on metabolism. While noradrenaline acts mostly on α-ARs, 

it does also stimulate β-ARs to a certain degree. The affinity of adrenaline is dose 

dependent, with high affinity for the β2-AR in low doses and increasing α-AR affinity 

in higher doses [69]. 

Activation of the α1-AR mainly induces vasoconstriction and smooth muscle 

contraction, while β2-AR activation induces vasodilatation and smooth muscle 

relaxation [70]. β2-AR activation also increases Heart Rate (HR), has inotropic effects, 
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elevates glucose levels by inducing glycogenolysis, and alters pancreatic secretion of 

insulin and glucagon [71]. The α2-AR is involved in decreasing lipolysis, while the β1-

AR has chronotropic and inotropic effects and stimulates Hormone-Sensitive Lipase 

(HSL), thereby initiating lipolysis [72]. Lastly, the β3-AR regulates thermogenesis in 

skeletal muscle and enhances lipolysis [58]. The combination of these effects is 

usually an increased availability of O2 and energy substrates to tissues. 

1.2.2.2 Cortisol 

The Hypothalamus-Pituitary-Adrenal (HPA) axis is responsible for production and 

secretion of cortisol and Dehydroepiandrosterone (DEHA) by the adrenal glands. 

Under normal conditions, the hypothalamus secretes Corticotropin-Releasing 

Hormone (CRH) in a pulsatile manner. This stimulates the anterior pituitary to secrete 

ACTH, which regulates adrenal production of cortisol and DEHA. Other ACTH effects 

include regulation of aldosterone production by the renin-angiotensin system. Cortisol 

induces negative feedback on CRH and ACTH secretion [73].  

Glucocorticoid receptors (GRs) are differentially expressed in most cells and tissues, 

but main target tissues are liver, the vasculature, immune cells, and the hippocampus 

[58, 74]. These receptors belong to the nuclear receptor superfamily of transcription 

factors [75]. General effects of cortisol include minimising excessive inflammation, 

maintaining vascular tone and endothelial and vascular permeability, and regulating 

metabolism. Their metabolic effects include increasing gluconeogenesis and 

glycogenolysis, increasing peripheral insulin resistance, and increasing free fatty 

acids and amino acids [58, 73, 76]. 

During acute stress, the HPA axis is activated by neuronal circuits and release of 

inflammatory cytokines including TNF-α, IL-1 and IL-6 [77]. Vasopressin, endothelin, 

Atrial Natriuretic Factor (ANF), and Macrophage-Inhibiting Factor (MIF) are other 

stimulators. These additive effects result in high levels of cortisol during critical illness, 
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but normal diurnal variation is lost [78-80]. Despite variations in cortisol levels related 

to age, the degree of this increase reflects the severity of illness [61]. 

Despite high cortisol levels, plasma levels of ACTH are often low. Impaired 

glucocorticoid clearance is therefore thought to be a main contributor to high cortisol 

levels in critical illness [81]. In addition, excessive cytokine production may reduce the 

number and binding affinity of GRs [82]. However, both increases and suppression of 

GR number and sensitivity have been reported [82, 83]. A reduction in GR number 

and binding affinity during sepsis could lead to glucocorticoid resistance. 

During the chronic protracted phase of critical illness, circulating cortisol levels remain 

high [84]. Diminished cortisol breakdown becomes more prominent in increasing 

cortisol levels, as the cortisol production rate is only moderately increased beyond the 

very acute phase [81]. Harmful complications of these high cortisol levels include 

hyperglycaemia, myopathy, and increased susceptibility to infection [73]. Despite 

hypercortisolaemia, reduced adrenal responsiveness to ACTH is often observed 

during prolonged sepsis [85, 86]. 

1.2.2.3 Thyroid hormones 

Thyroid hormone production is regulated by the Hypothalamus-Pituitary-Thyroid 

(HPT) axis. Secretion of hypothalamic Thyroid-Releasing Hormone (TRH) stimulates 

pituitary production and release of Thyroid-Stimulating Hormone (TSH). TSH is 

released in bursts and activates the thyroid gland to produce Thyroxine (T4). This 

hormone is peripherally converted by deiodinases into its active form Free 

Triiodothyronine (fT3) and metabolically inactive Reverse T3 (rT3). Both hormones 

exert negative feedback on TRH and TSH production by the hypothalamus and 

anterior pituitary, respectively. The majority of thyroid hormone in plasma is protein-

bound to Thyroxine-Binding Globulin (TBG), Transthyretin (TTR), or albumin, and 

therefore inactive. 
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The Thyroid hormone Receptor (TR) is a nuclear receptor expressed on a wide variety 

of cell types and tissues, including immune cells [87]. Thyroid hormones are essential 

inducers of energy metabolism, cell differentiation, and growth [88]. Their metabolic 

effects include increased carbohydrate and fat metabolism, and reduced plasma 

levels of cholesterol, phospholipids and triglycerides [58]. 

During the acute phase of critical illness, circulating levels of T3 decrease, whereas 

levels of rT3 increase. The degree of change reflects the severity of illness [89]. After 

a prolonged phase of critical illness, levels of T3 further decline and T4 levels are also 

reduced. This phenomenon is known variously as the ‘sick euthyroid syndrome’, ‘low 

T3 syndrome’, or ‘Non-Thyroidal Illness’ (NTI) [90, 91].  

Altered peripheral conversion of T4 is likely responsible for these acute changes. 

Levels of T4 increase briefly and return to normal though, occasionally, T4 can 

decrease in very severe acute disease. These changes aim to protect the organism 

by reducing energy consumption and catabolism, and may be beneficial during the 

acute phase. While TSH levels quickly decrease to the normal range, the nocturnal 

TSH surge is absent [90, 91]. Other features include reduced concentrations of thyroid 

hormone binding proteins, inhibition of hormone binding, and changes in hormone 

transport [90, 91]  

During a prolonged period of time, pulsatile TSH secretion becomes suppressed, 

which correlates with suppressed hypothalamic TRH gene expression [90]. The 

combination of low peripheral thyroid hormone, together with low TSH and TRH, 

suggests major changes in the central regulation of the HPT axis. Triggers for these 

changes remain unclear, but it could possibly be induced by cytokines, sustained 

hypercortisolism, neuropeptide Y, or alterations in hypothalamic deiodinase activity 

and transporter expression. Treatment with dopamine and corticosteroids could also 

play a role [90-92]. 
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1.2.2.4 Glucagon 

Glucagon is a catabolic peptide hormone, secreted by α-cells of the islets of 

Langerhans within the pancreas in response to a decreased availability of energy 

substrates. It has a catabolic function that counteracts the effects of insulin by 

increasing synthesis and release of glucose, fatty acids, and ketone bodies into the 

circulation through glycogenolysis, gluconeogenesis, ketogenesis, and lipolysis. It 

also regulates urea synthesis. Glucagon is often studied in conjunction with insulin. 

An increased glucagon to insulin ratio is responsible for a fuel switch from glucose to 

free fatty acids in the liver [93]. 

The primary pathway of action involves binding of glucagon to a G-protein coupled 

trans-membrane receptor with formation of Cyclic Adenosine Monophosphate (cAMP) 

through activation of adenylate cyclase. cAMP is a second messenger activating the 

Protein Kinase A (PKA) pathway that phosphorylates and (de)activates various 

metabolic enzymes. An important second messenger of glucagon is Inositol 

Triphosphate (IP3), which leads to Ca2+ release from the Endoplasmic Reticulum (ER), 

increasing intracellular Ca2+ levels [94, 95]. 

Glucagon rises in acute illness to oppose the actions of insulin. It also plays a role in 

elevating sugar levels and other metabolic fuel substrates [71]. Its receptor has been 

found in many tissues, but is mainly expressed in the liver, where it increases plasma 

glucose levels via glycogenolysis and gluconeogenesis [58]. In patients undergoing 

emergency laparotomy for abdominal sepsis, glucagon levels were elevated in those 

patients who later died from MOF compared to survivors [96]. Glucagon levels may 

reflect disease severity and clinical outcomes in septic patients [97]. 
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1.2.2.5 Insulin 

This anabolic hormone is secreted by β-islet cells within the pancreas and 

corresponds to changes in energy metabolism [98]. It is released from secretory 

granules following an increase in intracellular Ca2+ or cAMP signalling. Insulin and 

glucagon counteract each other in response to the availability of energy substrates. 

Insulin binds to the insulin receptor, a transmembrane receptor within the class of 

tyrosine kinase receptors [99]. This receptor is expressed in most cells, but mainly in 

liver, skeletal muscle, and fat [100]. Effects include promoting glucose entry into cells, 

decreasing gluconeogenesis, proteinolysis and lipolysis, and increasing fatty acid and 

glycogen synthesis [58]. This ultimately results in increased storage of energy 

substrates. 

Insulin may fall transiently during early sepsis, resulting in an increased availability of 

metabolic fuel substrates. This is thought to be caused by increased clearance rather 

than decreased secretion [101]. Non-pulsatile and insufficient insulin secretion follow, 

as well as the development of insulin resistance which manifests itself as 

hyperglycaemia and hyperinsulinaemia. This phenomenon can partially be explained 

by the effects of pro-inflammatory cytokines, and is amplified even further by other 

endogenous stress hormones and drugs such as catecholamines and corticosteroids 

[58, 59, 102]. Insulin sensitivity provides a negative predictive diagnostic for sepsis, 

with higher degrees of insulin resistance being associated with higher mortality and 

organ dysfunction [103]. 

1.2.3 Mitochondrial (dys)function 

The ultimate cause of death in most patients with sepsis is MOF. Although the precise 

pathophysiology leading to this phenomenon remains uncertain, it appears to relate 

to metabolic dysfunction rather than structural damage, as (i) no or minimal structural 

damage is found in affected organs sufficient to account for the organ dysfunction 
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[104], (ii) O2 remains available to the organ but is not utilised [105], and (iii) affected 

organs normally recover in surviving patients [105, 106]. A metabolic shutdown, 

driven by a lack of sufficient Adenosine Triphosphate (ATP) generated by 

mitochondria, could well explain this phenomenon. Indeed, Reduced Oxidative 

Phosphorylation (OXPHOS) is associated with sepsis-induced MOF [107]. 

1.2.3.1 Mitochondrial function in health 

Mitochondria are organelles that reside within the cytoplasm of virtually all cell types, 

albeit in variable numbers. They consist of outer and inner membranes, with an 

intermembrane space in between, and a mitochondrial matrix within the inner 

membrane (Figure 2). In most cells, relatively small amounts of ATP are produced in 

the cytosol via glycolysis, which is independent of O2, but most is produced by 

mitochondria through OXPHOS. In addition to energy production, mitochondria exhibit 

a plethora of other functions, including production of Reactive Oxygen (ROS) and 

Nitrogen (RNS) species, induction of thermogenesis, regulation of Ca2+ signalling, 

apoptosis and cell death, and steroid hormone metabolism. 

The inner membrane holds the transporters Coenzyme Q10 and cytochrome C, and 

five enzyme complexes (Complexes I-V) that comprise the Electron Transport Chain 

(ETC). The Tricarboxylic Acid (TCA) cycle, also known as citric acid cycle, is located 

within the mitochondrial matrix. Reduced Nicotinamide Adenine Dinucleotide (NADH) 

and Flavin Adenine Dinucleotide (FADH2) are derived from acetyl-CoA within the TCA 

cycle. While amino acids may directly enter the cycle, glucose and fatty acids first 

need to be converted into acetyl-CoA via glycolysis and β-oxidation. Electrons are 

then transferred from NADH and FADH2 to the ETC, which donate their electrons to 

Complexes I and II, respectively. 
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Figure 2. Mitochondrial ETC and complexes. NADH and FADH2 donate electrons to 

Complex I and II of the ETC.  These electrons move down the chain while protons are being 

pumped into the intermembrane space creating a proton gradient that is used by Complex V 

(ATP synthase) to form ATP from ADP. O2 functions as the final electron acceptor at Complex 

IV and is reduced to water. Protons can also move back into the inner membrane space by 

proton leak or uncoupling. Premature or incomplete reduction of O2 will produce O2
- at 

Complexes I and III. ADP: Adenosine Diphosphate; ATP: Adenosine Triphosphate; C: 

Cytochrome C; CoQ: Coenzyme Q10; FAD(H2): Flavin Adenine Dinucleotide; MMP: 

Mitochondrial Membrane Potential; NAD(H): Nicotinamide Adenine Dinucleotide; O2
-: 

Superoxide. Adapted from [108]. 

As these electrons move down the chain through the first four enzyme complexes, 

protons are pumped from the mitochondrial matrix into the intermembrane space. At 

Complex IV, O2 functions as the final electron acceptor, and is reduced to water. 

Mitochondria use most of the body’s O2 consumption for this process. Due to the 

impermeability of the Inner Mitochondrial Membrane (IMM), protons cannot easily 

move back into the matrix and therefore create a proton gradient. This gradient is 

used by Complex V (ATP synthase) to phosphorylate ADP to ATP. Adenosine 

Nucleotide Transferase (ANT) assists ATP/ADP exchange across the mitochondrial 

MMP 
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membrane, transporting ATP out of the mitochondria into the cytosol to fuel metabolic 

processes [109, 110]. 

In most cells, the majority of ROS is produced as a by-product of OXPHOS within 

mitochondria. In immune cells, ROS can also be produced by NADH Phosphate 

(NADPH) oxidase [111]. Free electrons play a significant role in ROS generation. 

Premature or incomplete reduction of O2 will produce superoxide radicals, 

predominantly at Complex III, but also at Complex I. This is a natural by-product of 

respiration; in health it accounts for 0.2-2% of molecular O2 consumption [112]. 

ROS plays an important role in signalling, immunomodulation, vascular tone 

maintenance, and O2 sensing [109]. Whereas regulated Mitochondrial ROS (mROS) 

functions as a signalling molecule and contributes to bacterial killing in small 

concentrations, excessive production can overwhelm antioxidant defences and lead 

to oxidative stress by damaging proteins, membrane lipids, and nucleic acids, 

resulting in DNA damage [111, 113, 114]. Mitochondrial antioxidants such as 

Manganese Superoxide Dismutase (MnSOD) and Glutathione (GSH) protect 

mitochondria from this mROS-induced damage. 

The Mitochondrial Membrane Potential (MMP) may be decreased by uncoupling and 

proton leak, whereby protons move back across the IMM without going through ATP 

synthase. The energy is transferred to heat (thermogenesis) [115]. Inducible proton 

leak or uncoupling is mediated via Uncoupling Proteins (UCPs). Five different UCPs 

have been found in humans with differential expression in various tissues [115-117]. 

Proton leak and uncoupling may represent a protective mechanism to decrease 

mROS production and protect mitochondria from oxidative damage [118]. This 

mechanism can be induced by ROS, lending further support to a protective role for 

thermogenesis [119]. The leak of protons is closely linked to MMP; a higher MMP 

increases proton leak, while a raised proton leak rate increases O2 consumption and 

decreases MMP [120].  
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Another mitochondrial mechanism that modulates the complex interaction between 

mROS and mitochondrial function is the Mitochondrial Permeability Transition Pore 

(mPTP). This transmembrane protein is normally closed, but opens with Ca2+ 

overload, excessive ROS or RNS, adenine nucleotide depletion, and loss of the MMP 

[121]. Its opening is often referred to as a pathological event, causing mitochondrial 

depolarisation, disruption of OXPHOS, Ca2+ release, and matrix swelling. mPTP 

opening may identify dysfunctional mitochondria to undergo selective autophagy, 

leading to an increased turnover and production (biogenesis) of healthy mitochondria 

[122]. It may also act as a checkpoint, integrating energy metabolism with cell death 

pathways [123]. Processes induced by mPTP opening can result in ATP depletion, 

outer mitochondrial membrane damage, and initiation of intrinsic mitochondrial 

apoptosis [124]. 

All these physiological roles of mitochondria make it a highly diverse and active 

organelle. Quality control is therefore crucial to ensure performance. The production 

and replacement of mitochondrial proteins, mitochondrial biogenesis, encoded by 

nuclear or mitochondrial DNA, improves mitochondrial capacity for energy production. 

This is orchestrated by PPAR-γ Coactivator 1α (PGC-1α) which activates transcription 

factors such as Nuclear Respiratory Factors (NRF)-1 and 2, and Transcription Factor 

A for the Mitochondrion (Tfam) [125].  

Mitochondria also undergo morphological changes during fusion and fission. These 

events are important for cell division and proliferation, and the removal of damaged 

mitochondria by mitophagy. Proteins driving fusion and fission events have been 

associated with altered MMP and reduced O2 consumption, highlighting that these 

separate mitochondrial functions are highly interactive [126]. 

https://www.sciencedirect.com/topics/medicine-and-dentistry/depolarization
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1.2.3.2 Mitochondrial dysfunction in sepsis 

Mitochondria are affected during sepsis by impaired perfusion, leading to tissue 

hypoxia, excess amounts of NO and ROS, hormonal alterations, and regulation of 

genes transcribing mitochondrial proteins [109]. These effects cause inhibition, 

damage, or decreased turnover of mitochondrial proteins, and affect the generation 

of ATP. Mechanisms to cope with this decreased energy substrate supply include 

switching to non-mitochondrial ATP production through glycolysis, or decreasing 

metabolic activity to reduce energy requirements akin to hibernation [127, 128]. 

Excellent reviews on mitochondrial dysfunction during sepsis in a variety of cells and 

tissues, including immune cells, brain, heart, kidney, and liver have already been 

published [128, 129]. An overview of the main changes is given below. 

A landmark 2002 publication from our group showed mitochondrial dysfunction in 

skeletal muscle from patients with septic shock. A correlation was seen between the 

degree of mitochondrial dysfunction (reduced activity of Complex I and ATP 

depletion), increased NO production, decreased concentration of the mitochondrial 

antioxidant GSH, and illness severity and outcome [107]. Similar results were 

obtained from a long-term animal model of sepsis by our group [130]. Numerous 

others have subsequently investigated the role of mitochondria in sepsis. Though 

some evidence is conflicting, this can likely be explained by inconsistencies in models 

and techniques used, but also by timing, tissue specificity, and disease severity [129]. 

The adverse effects of sepsis on mitochondria are manifested in several ways, 

including structural damage, respiratory chain and OXPHOS abnormalities, 

uncoupling, oxidative and nitrosative stress, induction of the intrinsic apoptosis 

pathway, and altered mitochondrial dynamics, mitophagy, and biogenesis.  

Reduced respiratory complex expression and activity, especially of Complexes I, III 

and IV has been reported in muscle from septic patients [131-133]. Mitochondrial 

activity of circulating white blood cells and platelets has also been studied extensively 
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as they are readily accessible. For example, mitochondrial depolarisation during 

apoptosis has been detected in septic monocytes and correlates with mortality [134, 

135]. 

However, mitochondrial changes in different cell types are not universal. For example, 

effects in skeletal muscle are not like those observed in platelets. Induced respiratory 

capacity has been observed in platelets from septic patients with simultaneous 

augmented leak respiration. This suggests defective coupling of the respiratory chain 

and was negatively associated with clinical outcomes [136, 137]. Increased proton 

leak and expression of UCPs have been reported during sepsis in several tissues 

[137-142]. Complex IV activity from platelets is decreased in sepsis but higher in 

survivors; this is associated with clinical outcomes [143, 144]. 

Increased mitochondrial respiratory capacity has been observed in Peripheral Blood 

Mononuclear Cells (PBMCs) during sepsis, again likely due to increased leak 

respiration and uncoupling, disconnecting respiration from ATP synthesis [145-148]. 

This phenomenon is associated with clinical outcomes as coupled respiration was 

lowest in non-survivors [149]. By contrast, increased activity of Complex I and IV in 

monocytes has also been reported in sepsis [150]. In a recent publication, it was 

concluded that mitochondrial measurements from PBMCs varied with changes in 

immune cell composition. However, differences between sepsis and controls were still 

partly attributable to the effects of sepsis [151]. 

Uncoupling of OXPHOS generally results in a more oxidative redox state at the site 

of electron leak and, consequently, a decrease in mROS production. Despite the 

initiation of this likely protective mechanism during sepsis, increased ROS generation 

and oxidative stress are reported in a wide variety of cells and tissues, contributing to 

organ failure [113, 152, 153]. Sepsis-induced oxidative stress is linked to the induction 

of mitochondrial respiratory dysfunction [154-156]. Increased production of NO also 

inhibits the ETC, especially Complex IV [107, 157, 158]. NO can react with superoxide 
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to form the highly reactive peroxynitrite, which can inhibit other mitochondrial 

complexes, in particular Complex I [159-161]. 

Both excessive ROS production and a decreased antioxidant defence contribute to 

oxidative stress during sepsis. A reduced antioxidant capacity, including falls in 

coenzyme Q10 and MnSOD, are associated with mitochondria-related organ failure 

and worse outcomes in sepsis [107, 162-165]. Clinical trials with antioxidants are 

however conflicting [166, 167]. Excess levels of MnSOD may increase hydrogen 

peroxide and amplify mitochondrial dysfunction [168]. This highlights the challenge to 

selectively reduce pathological levels of mROS, while maintaining adequate levels for 

cell signalling and immune function. 

1.2.4 Metabolic changes 

As with most responses during sepsis, metabolism is also recognised by a biphasic 

pattern. An initial acute catabolic phase is driven by the release of stress hormones 

and pro-inflammatory cytokines, leading to the rapid mobilisation of energy stores. 

This includes the induction of gluconeogenesis with breakdown of protein from 

muscle, breakdown of glycogen stores, and induction of lipolysis [169]. The 

accompanying rise in glucose levels can lead to hyperglycaemia, which has been 

associated with increased mortality [170-172]. Tight glycaemic control using insulin 

has been argued as a beneficial treatment, however, variable outcomes in studies 

make this strategy an ongoing topic of debate [89]. 

Despite the increased availability of energy substrates during the acute phase, lactate 

is often produced from pyruvate by lactate dehydrogenase for energy generation 

under conditions of insufficient O2 supply. Blood lactate has been used as a marker 

for systemic tissue hypoperfusion and is a criterion for septic shock [2]. During the 

acute phase, patients often have decreased food intake and thus accumulate a rapidly 

evolving energy deficit [173, 174]. However, as the body subsequently enters a state 
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of hibernation with reduced metabolism, the caloric need does not increase 

consistently [175].  

This cellular metabolic downregulation may well represent an adaptive response to 

reprioritise energy consumption and limit additional injury, maintain energy balance, 

prevent DNA damage, and preserve cellular composition [176]. Cellular metabolic 

reprogramming during sepsis may be orchestrated by several coordinated programs, 

including shifts in metabolic ATP generation, inhibition of mitochondrial respiration, 

activation of quality-control mitochondrial processes, and the induction of cell cycle 

arrest. Contrary to the intermediate hibernation phase, the late recovery phase is 

characterised by another hypermetabolic response, with increased O2 and substrate 

utilisation [175, 177]. Failure to restore OXPHOS can perpetuate a pro-inflammatory 

state that limits organ function and survival [178]. 

Immune cells undergo changes in cellular metabolism upon inflammatory stimulation, 

correlating with effector function, polarisation, and survival [179]. A shift from 

OXPHOS to glycolysis (Warburg effect) is important for these cells to generate an 

inflammatory response upon stimulation. This requires preferential oxidation of 

glucose through glycolysis, despite the availability of O2, albeit less efficient in 

producing ATP than OXPHOS. While endotoxin induces a classical Warburg effect, 

various bacterial stimuli induced a rise in both glycolysis and OXPHOS in monocytes 

[180]. A disturbed balance in cellular metabolic processes has been implicated in the 

altered phenotype of monocytes in sepsis. 

The dependency on these metabolic pathways varies between immune cells. 

Neutrophils predominantly rely on glycolysis, whereas monocytes, macrophages, and 

lymphocytes reprogram so that housekeeping functions are sustained through 

OXPHOS, but energy substrates required for activation are derived from glycolysis 

[181, 182]. At sites of inflammation with low glucose availability, monocytes can also 

upregulate fatty acid oxidation and thus OXPHOS [183]. Induction of glycolysis has 
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two advantages for immune cells: i) production of essential structural components, 

such as fatty acids, amino acids, and nucleotides, and ii) shunting of glycolytic 

intermediaries through the pentose phosphate pathway, thereby increasing NADPH, 

which is key to reducing oxidative damage from mROS [184]. 

Therefore, it would be interesting to see how metabolic downregulation with inhibition 

of mitochondrial energy production and function contributes to dysregulation of 

energy-demanding immune cell effector functions, such as cytokine production and 

HLA-DR expression on monocytes during sepsis, ultimately leading to higher mortality 

rates. 

1.3 Endocrine-induced effects in health and pathology 

1.3.1 Endocrine-induced effects on mitochondria 

1.3.1.1 Catecholamines 

Catecholamines have a marked effect on energy metabolism, accelerating aerobic 

glycolysis and increasing O2 demands [185]. They provide precursor molecules for 

energy production by releasing lactate from skeletal muscle, breaking down amino 

acids, glycogen, and triglycerides, and enhancing glucose release from 

glycogenolysis and gluconeogenesis. Together with the inhibition of insulin-induced 

glycogenesis, this results in the generation of glucose, fatty acids, and ketone bodies, 

and induces hyperglycaemia and hyperlactatemia [186-188]. These catecholamine-

induced effects are mainly β2-AR mediated [189]. 

Effects on mitochondrial activity are however conflicting. This can most likely be 

explained by differences in patients and animals, timing, tissue specificity, and dosing. 

Catecholamines induced an acute increase in OXPHOS coupling, O2 consumption, 

and ATP production in rat liver mitochondria, although their long-term effects are 

unknown [190]. Similarly, noradrenaline stimulated hepatic succinate dehydrogenase 
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through β-AR activation [191]. Other catecholamines, including dobutamine and 

dopamine, increased respiration efficiency in mitochondria from pig skeletal muscle 

[192]. More specifically in immune cells, in catecholamine-trained primary human 

monocytes, Lipopolysaccharide (LPS) with co-incubation with noradrenaline and 

adrenaline both increased O2 consumption and Extracellular Acidification Rates 

(ECAR) – a measure of glycolysis – after 6 days [193]. 

By contrast, catecholamine-induced hypermetabolism may also promote 

mitochondrial dysfunction, by enhancing oxidative stress via accelerating glycolytic 

pathways or through catecholamine auto-oxidation [194]. In line with this, 

noradrenaline and adrenaline acutely inhibited O2 consumption and ECAR in human 

PBMCs and monocytes [193, 195, 196]. Similarly, mitochondrial function was 

impaired in isolated liver mitochondria from endotoxic pigs treated with dopamine, 

dobutamine or noradrenaline [197]. Although not mitochondria-specific, noradrenaline 

also impaired ROS production by monocytes and neutrophils [196]. In rats, 

isoprenaline promoted cardiac mitochondrial dysfunction by opening of the mPTP and 

increased membrane swelling [198]. 

1.3.1.2 Cortisol 

Glucocorticoids mobilise energy substrates such as glucose and lipids into the 

circulation for ready access by organs under stress. This may result in 

hyperglycaemia which can, in itself, cause damage to mitochondria [199]. Regulation 

of mitochondrial energy metabolism by glucocorticoids is induced by rapid non-

genomic activation of kinase signalling pathways [200, 201], as well as by direct 

effects on both nuclear and mitochondrial gene expression [202]. Direct effects on the 

mitochondrial genome are regulated by translocation of GRs into the mitochondria, 

which subsequently bind to Glucocorticoid Response Elements (GREs) [203, 204]. 

Glucocorticoid chaperones and the mitochondrial translocation machinery are 
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important regulators of GR import into mitochondria, affecting their function and 

survival [205]. 

GRs can also modulate gene expression independently by interacting with 

transcription factors [206]. These effects are associated with changes of 

mitochondrial-encoded OXPHOS genes, thus influencing mitochondrial function in 

parallel with nuclear and non-genomic actions. Mitochondrial metabolism seems to 

be affected by glucocorticoids in a biphasic manner, depending on treatment dose 

and exposure duration. Differential effects might be explained by concentration-

dependent effects on both GRs and Mineralocorticoid Receptors (MRs) [207]. 

Glucocorticoids induce a dose-dependent association of GRs with the mitochondrial 

genome. High glucocorticoid levels result in lower GR binding compared to moderate 

levels, resulting in concomitant changes in Mitochondrial RNA (mtRNA) gene 

expression, as enhanced mitochondrial gene expression normally augments energy 

production capacity [208-210]. 

Whereas short-term exposure to glucocorticoids serves as a protective mechanism, 

long-term exposure could have deleterious effects on mitochondrial function. For 

example, short-term treatment of primary nerve cells with high or low doses of 

corticosterone, and long-term treatment with low doses, enhanced mitochondrial 

oxidation, MMP, Ca2+ buffering capacity, and resistance to apoptotic signalling, while 

long-term treatment with high doses produced inhibition [211]. These rapid short-term 

effects were associated with non-genomic activation of the Protein 38 (p38)-Mitogen-

Activated Protein Kinase (MAPK) pathway, while long-term effects were associated 

with genomic actions causing a decrease in OXPHOS efficiency [212]. 

As evidenced by other studies, acute and limited corticosteroid exposure stimulates 

mitochondrial capacity and energy generation through activation of respiratory chain 

components, enhancement of mitochondrial and nuclear gene expression, Ca2+ 

accumulation, increases in MMP, prevention of programmed cell death, and 
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increased mitochondrial biogenesis and mtDNA content [213-223]. These effects 

ultimately result in increased cellular energy capacity. 

By contrast, long-term exposure causes respiratory chain dysfunction, decreased 

ATP production, increased ROS generation, mitochondrial structural abnormalities, 

abnormal mitochondrial biogenesis, decreased MMP, and increased sensitivity to cell 

death [199, 224-227]. Glucocorticoids reduced the Respiratory Control Ratio (RCR) 

through inhibition of Complex IV activity in isolated rat kidney mitochondria, as well 

as through inhibition of Complex I and V activity in rat brain mitochondria [228, 229]. 

Ca2+ influx in myocytes is also inhibited [230]. 

In addition to the abovementioned effects, both GRs and MRs participate in the control 

of energy substrate production through inhibition of UCP1 and UCP3 in Brown 

Adipose Tissue (BAT) [231]. Glucocorticoids can also cause mitochondrial 

fragmentation in hepatocytes by inducing proteins that promote mitochondrial fission 

[232]. They also regulate apoptosis via the intrinsic pathway. However, the direction 

of effects again appears to be both tissue- and dose-dependent [233, 234]. For 

example, long-term exposure to high concentrations of corticosterone reduced 

mitochondrial localisation of the GR and decreased the formation of GR with anti-

apoptotic proteins in neuronal cells, whereas short-term exposure with physiological 

concentrations enhanced mitochondrial GR/anti-apoptotic protein induction [211]. 

1.3.1.3 Thyroid hormones 

Thyroid hormones are major regulators of mitochondrial biogenesis and mitochondrial 

activity. In contrast to the traditional thyroid hormones, rT3 displays hypometabolic 

properties and could antagonise hypermetabolic effects [235]. These effects are 

thought to be mediated through genomic actions, altering the expression of nuclear 

and mitochondrial genes, rather than direct or non-genomic effects on membranes. 
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Importantly, when assessing the effects of thyroid hormones on mitochondrial 

function, one must keep in mind that supraphysiological doses are often used [236]. 

Genomic actions of thyroid hormones are the result of a complex interaction between 

nuclear and mitochondrial genomes, where Thyroid Response Elements (TRE) 

interact with TRs [237-241]. This affects target genes and intermediate transcription 

factors and co-activators [219, 242, 243]. For example, induction of PGC-1α has 

profound effects on mitochondrial biogenesis, metabolic rate, and thermogenesis 

[244]. Additionally, rapid non-genomic actions of thyroid hormone signaling involve 

cytoplasmic kinases such as MAPK and Phosphoinositide 3-Kinase (P13K) which, in 

some cases, have downstream effects on gene transcription [245-249]. Hyperthyroid 

states increase mitochondrial O2 consumption due to increased import and oxidation 

of fuel substrates, facilitated by increased expression and activity of oxidative 

enzymes [250-252].  

This increased O2 consumption may induce increased ATP synthesis, but it also 

appears that much of the energy from oxidation may be lost as heat rather than being 

used for ATP production, due to increased proton leak and uncoupling [253, 254]. 

Hypermetabolic and uncoupling effects of thyroid hormones have been long 

recognised [255, 256], but precise underlying mechanisms are still debated. These 

include activity of membrane carrier proteins such as ANT [257], UCPs [258-260], 

changes in phospholipid composition of the IMM [261-263], and induction of mPTP 

opening [264].  

Uncoupling can, as explained previously, limit mROS production. Underlying 

mechanisms of increased oxidative damage by thyroid hormones include alterations 

in ROS production and changes in antioxidant defence, including falls in MnSOD and 

GSH [265]. Hypothyroidism results in decreased mitochondrial hydrogen peroxide, 

and other markers of oxidative stress, including decreased lipid peroxides and DNA 

damage [266, 267]. However, the effects of hyperthyroidism are controversial. 
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Increased ROS damage, particularly in highly oxidative tissues such as muscle and 

heart, may be due to augmented oxidative metabolism and decreased antioxidant 

activity [267]. By contrast, no changes in ROS production were found in cardiac tissue 

by others, potentially due to increased uncoupled respiration [266]. 

Other effects of thyroid hormones on mitochondrial function include regulation of Ca2+, 

which acts as a second messenger through modulation of Ca2+-ATPase [268, 269]. 

Hyperthyroid mitochondria have a greater Ca2+ content, which could increase coupled 

respiration by activation of mitochondrial dehydrogenase [270]. In addition, thyroid 

hormones regulate mitochondrial quality control in liver and skeletal muscle by 

induction of autophagy [271, 272]. 

1.3.1.4 Glucagon 

Effects of glucagon on mitochondrial function have been studied predominantly in the 

liver, as this is a highly metabolic organ regulating energy substrate levels. Glucagon 

stimulates respiration, mitochondrial enzyme activity, and ATP synthesis, and 

increases MMP in liver, BAT, and brain mitochondria [273-285]. However, the RCR 

was not affected by glucagon in brain mitochondria [281]. An increased glucagon to 

insulin ratio is responsible for a decrease in glycolysis and increase in OXPHOS [286].  

Potential mechanisms include induced uncoupling, increased Ca2+, an increase in 

mitochondrial adenine nucleotide content, and regulation of transcription factors and 

gene expression. While Yamazaki et al. (1975) reported that increased respiration 

after glucagon treatment was not caused by uncoupling, this has been shown in BAT 

and White Adipose Tissue (WAT), muscle, and liver mitochondria [287-290]. 

However, it is questionable whether effects on BAT and WAT are due to a direct effect 

of glucagon or an indirect effect of released free fatty acids [290]. Glucagon can also 

activate Ca2+-sensitive metabolic oxidative enzymes, regulating respiration and 
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increasing mitochondrial efficiency [291-293]. However, by contrast, others found that 

glucagon-induced respiration was Ca2+-independent [294]. 

Other potential explanations for glucagon-induced metabolic effects include 

regulation of transcription factors with activation of the Extracellular Signal-Regulated 

Kinase (ERK)1/2 pathway, leading to cAMP-Response Element Binding Protein 

(CREB) activation and enhanced expression of PGC-1α with upregulated 

transcription of metabolic genes. Long-term glucagon exposure may however 

suppress key enzymes regulating mitochondrial function, such as Complex III and IV, 

and biogenesis [295]. Glucagon may also induce the production of Sirtuins (SIRT), 

which are associated with mitochondrial function and ATP production [296, 297]. 

Lastly, glucagon induces autophagy to enhance turnover of mitochondria [298, 299].  

1.3.1.5 Insulin 

Insulin regulates fuel metabolism via the Insulin Receptor Substrate (IRS)-P13K-Akt 

signalling pathway with downstream targets Forkhead Box O1 (FOXO1) and 

Mammalian Target of Rapamycin (mTOR). It is long known that insulin augments O2 

consumption and ATP formation by muscle and liver mitochondria [300-303]. Insulin 

also modulates mitochondrial oxidative enzyme expression and activity, oxidative 

damage, and mitochondrial biogenesis. These effects have been evidenced in various 

tissues, including muscle, liver, heart, neuronal, and pancreatic β-cells, although 

insulin effects are most often studied in models of insulin resistance or diabetes. 

Mitochondrial dysfunction in insulin resistance is well recognised [304]. 

Enhanced muscle mitochondrial ATP production capacity by insulin is associated with 

increased mRNA expression and activity of mitochondrial and nuclear oxidative 

enzymes, including Complexes I and IV [305-310]. Insulin deficiency resulted in 

decreased mitochondrial ATP production and downregulated OXPHOS genes, 



54 
 

especially of Complexes III and IV [311, 312]. Regulation of mitochondrial protein 

synthesis by insulin may be tissue specific [313]. 

Insulin may also be involved in regulating mitochondrial biogenesis and uncoupling 

[314], but data are conflicting [315, 316]. Mitochondrial uncoupling and reduced 

oxidative capacity were however seen when myocardial insulin signalling was 

impaired [317]. By contrast, improved mitochondrial function and attenuated proton 

leak by insulin was found in skeletal muscle cells [318]. 

This potential regulation of proton leak and uncoupling could diminish oxidative 

damage. Indeed, mitochondrial oxidative damage is a common feature of insulin 

resistance [319]. Boudina and colleagues (2009) found that impaired myocardial 

insulin signalling promoted oxidative stress [317]. Similarly, loss of insulin/Insulin 

Growth Factor (IGF)-1 signalling in muscle decreased mitochondrial respiration but 

increased ROS production [320]. Insulin increased antioxidant defences in diabetic 

mouse cardiomyocytes [321] and in brain [322]. Insulin may also mitigate oxidative 

stress by minimising glucose-mediated ROS production [79, 323]. 

While acute low and high doses of insulin increased the expression and activity of 

OXPHOS proteins in rats, chronic exposure had variable effects. At low dose, insulin 

decreased Complex I and ATP synthase expression, but increased Complex II and 

IV expression, and Complex IV activity. However, high dose insulin decreased 

Complex II and III expression and ATP synthase activity, but increased Complex IV. 

Expression of UCP1 was also decreased after acute high doses, but increased with 

chronic exposure [324]. The role of insulin in BAT thermogenesis was also reported 

by others [325-327]. Golic and colleagues (2020) also found that chronic dosing 

decreased cytochrome C expression, a mitochondrial protein released into the cytosol 

during apoptosis [324]. This suggests a protective effect of insulin against the 

induction of apoptosis. Insulin signalling has additionally shown to regulate myocardial 

autophagy flux [328]. 
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1.3.2 Endocrine-induced effects on immune cells 

1.3.2.1 Catecholamines 

For this thesis, I have mainly focussed on the immunomodulating properties of two 

catecholamines, being adrenaline and noradrenaline. In vitro animal and human 

models reveal immunomodulating effects, albeit with an inconsistent direction [193]. 

Whereas some pro-inflammatory effects have been reported, most studies indicate 

immunosuppressive effects. These differences could potentially be explained by 

differential α- or β-AR activation or training [193, 196]. The Pickkers group have 

recently published several original and review articles on this topic, a summary of 

which is included in the overview below. 

Activation of the α-AR by noradrenaline results in NF-κB activation with subsequent 

production of pro-inflammatory cytokines such as TNF-α, IL-1β, and IL-6 [329, 330]. 

Conflicting anti-inflammatory effects have also been reported [331]. Of note, 

conflicting immunomodulatory properties after stimulation have also been found 

between acute exposure versus catecholamine-trained cells. While both adrenaline 

and noradrenaline acutely decreased pro-inflammatory cytokine production in an in 

vitro LPS model using whole blood and monocytes, re-stimulation of catecholamine-

trained monocytes with LPS after 6 days increased TNF-α and IL-6 production via the 

β-AR-cAMP pathway [193]. 

The immunomodulatory effects of noradrenaline appear mainly mediated by β2-AR 

activation with subsequent inhibition of NF-κB [330]. Induction of this receptor by 

noradrenaline results in anti-inflammatory IL-10 production via cAMP and PKA 

pathways [332]. Other anti-inflammatory effects seen in vitro include decreased TNF-

α and IL-6 production, diminished NK cell cytotoxicity, downregulation of IL-2 

production by Th2 cells, and promotion of bacterial growth [333-336]. In vivo animal 

experiments show comparable results, with increased levels of IL-10 and IL-1β, the 

induction of an immunosuppressive phenotype in neutrophils, and increased bacterial 
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growth; susceptibility to infections is thus increased [337-339]. These effects were 

reversed by both β-blockers and loss of noradrenergic nerve endings [340, 341]. 

In a recent human endotoxin model, noradrenaline decreased pro-inflammatory IFN-

γ Inducible Protein (IP-10), and increased IL-10 levels. In septic patients, higher 

infusion rates were correlated with a more anti-inflammatory cytokine balance, 

whereas use of β-blockers was associated with a more pro-inflammatory cytokine 

balance. In vitro and animal models using noradrenaline and LPS similarly decreased 

monocyte production of pro-inflammatory cytokines and ROS, and increased IL-10 

production [196]. The noradrenaline concentrations used in this in vitro study however 

far exceed levels found in the circulation of septic patients receiving a noradrenaline 

infusion (max. 10 ng/mL) [342]. In addition, noradrenaline infusion in animal 

experiments was begun before injection of LPS, making translation to the clinical 

situation challenging. 

Similar to noradrenaline-induced effects, adrenaline also decreased production of 

pro-inflammatory cytokines (e.g. TNF-α, IL-1β, IL-6, IL-8), and increased anti-

inflammatory IL-10 in in vitro and ex vivo models [343-346]. Comparable results were 

obtained from human endotoxaemia models, where adrenaline attenuated TNF-α and 

increased IL-10 production [343, 347]. These effects are likely mediated by β2-AR 

activation [346]. 

1.3.2.2 Cortisol 

Glucocorticoids, including cortisol, are typically described as anti-inflammatory 

mediators with clinical uses in many acute and chronic inflammatory conditions, 

including asthma, Chronic Obstructive Pulmonary Disease (COPD), allergies, 

eczema, rheumatoid arthritis, bacterial meningitis, and Tuberculosis (TB). More 

recently, it has been used for patients hospitalised with Coronavirus Disease 2019 

(COVID-19) who required O2 [348]. However, some studies suggest that 
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glucocorticoids also exert pro-inflammatory effects. It has been suggested that the 

nature of the response to glucocorticoids relies on several factors, including the 

duration of the stimulus (acute or chronic) and the physiological state of the immune 

system [349]. 

In pathological situations, glucocorticoids may function as anti-inflammatory 

molecules to control the inflammatory process. They modulate inflammation at the 

transcription level by repressing pro-inflammatory gene expression, or through post-

translational mechanisms via interactions with anti-inflammatory proteins. This 

involves the key inflammatory transcriptional regulators NF-κB and Activator Protein-

1 (AP-1) [349-351]. The primary anti-inflammatory action of glucocorticoids is to 

repress a plethora of pro-inflammatory genes encoding cytokines, chemokines, cell 

adhesion molecules, inflammatory enzymes, and receptor signalling [350, 352-354]. 

Glucocorticoids also promote the anti-inflammatory differentiation of macrophages, 

impair phagocytosis, and can induce apoptosis of T-cells, neutrophils, basophils, and 

eosinophils [350, 355, 356]. 

In contrast, under normal physiological conditions, glucocorticoids may induce a pro-

inflammatory response. While chronic exposure seems to be immunosuppressive, 

acute exposure has been suggested to enhance the peripheral immune response by 

upregulation of PRRs, and cytokine and complement factors [350, 357]. These pro-

inflammatory actions in response to stress include driving the expression of Toll-Like 

Receptor (TLR)2, NLR family Pyrin domain containing 3 (NLRP3), the purinergic 

P2Y2 Receptor (P2Y2R), and potentiation of TNF-α regulated pro-inflammatory 

genes. Mechanisms behind these opposite effects are not well understood [349]. It 

has also been argued that chronic elevations can lead to resistance of the immune 

system, ultimately increasing the production of inflammatory cytokines [358]. 
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1.3.2.3 Thyroid hormones 

The thyroid hormones T3 and T4 play essential roles in both innate and adaptive 

immune responses. Their action is both genomic and non-genomic, and involves the 

thyroid nuclear receptor and PI3K-dependent Akt activation. Immune cell function, 

including ROS generation, chemotaxis, phagocytosis, and cytokine synthesis, is 

affected by both hypo- and hyperthyroidism. At physiological concentrations, thyroid 

hormones generally support basal immune cell functions, but effects on some 

functions and cell types are inconclusive [359]. 

Thyroid hormone effects on the innate immune system include regulation of 

neutrophils, NK cells, monocytes, macrophages, and DCs. They decrease neutrophil 

migration but increase neutrophil cell numbers, respiratory burst activity, NADPH 

oxidase, and myeloperoxidase, ultimately contributing to bacterial killing [87]. Thyroid 

effects on ROS production remain controversial [360]. While findings in neutrophils 

are relatively consistent, mixed effects have been found for NK cell activation and 

cytotoxicity. Physiological concentrations of T3 increase NK cell activity, and INF-γ-

induced regulation of NK cell activity. However, hyperthyroidism was associated with 

decreased NK cell activity [87]. 

Thyroid hormones affect the polarisation and differentiation of monocytes, with 

decreased differentiation into macrophages, and increased differentiation into DCs 

[360]. Thyroid hormones increase ROS production and phagocytosis by 

macrophages, but decrease polarisation into the M2 phenotype. Mixed effects have 

been found for bacterial killing, the production of inflammatory cytokines, and 

polarisation into the inflammatory M1 phenotype [87, 360, 361]. T3 increased DC 

viability and effector function, and primed cytotoxic T-cells and Th17 cells [360, 362]. 

In adaptive immunity, hypothyroid states impair both humoral and cell-mediated 

immune responses. Variable effects on immune function have been found in 

hyperthyroid states, with either an enhanced or suppressed primary antibody 
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response by B-cells, and cell proliferation by B- and T-cells [363, 364]. Thyroid 

hormones promote antibody production and stimulate the humoral response, increase 

blood leukocyte numbers, T-cell mitogenesis, apoptosis, and ROS production [359, 

365, 366]. 

1.3.2.4 Glucagon 

Although most attention has focused on the role of glucagon in the regulation of 

metabolism, it also plays a role in the regulation of inflammation. Literature on this 

topic is less extensive compared to the immunomodulatory properties of other 

hormones, and have mainly focussed on asthma and diabetes. Nevertheless, 

glucagon effects are predominantly immuno-suppressive in a variety of different 

immune cells, including neutrophils, NK cells, leukocytes, and mast cells. 

Glucagon enhanced neutrophil superoxide production both in vitro and in vivo [367], 

however at high concentrations, glucagon impaired ROS production [368]. Other 

glucagon-induced effects include inhibition of LPS-induced neutrophil accumulation 

in bronchoalveolar fluid, and impaired migration and adhesion [369]. These effects 

could contribute to diminished bacterial killing; indeed, blocking of the glucagon 

receptor in these experiments improved survival rates [368]. 

Other immune cells affected by glucagon include NK cells, T-cells, and mast cells. 

Glucagon inhibited NK cell activity and the activation of antigen-specific T-cell 

suppressors [370, 371]. Glucagon also reduced the ratio of pro- (IL-1β) and anti-

inflammatory (IL-10) gene expression in monocyte THP-1 cells. This shift was 

prevented by blockade of the glucagon receptor [372]. A link between glucagon and 

IL-6 was found in obesity-related chronic low-grade inflammation [373]. Glucagon also 

inhibited T-cell and eosinophil accumulation, and CD4+ T-cell proliferation and 

function. This inhibitory effect occurred via cAMP and in parallel with a reduction in 
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pro-inflammatory cytokines and chemokines [374]. Lastly, glucagon also inhibits mast 

cell number and activation [375]. 

1.3.2.5 Insulin 

Immune cells express insulin receptors and can bind insulin [376, 377]. However, as 

with all other hormones, studies on the impact of insulin on immune cell function are 

contradictory. Although anti-inflammatory effects of insulin are well reported, recent 

findings implicate a more involved role for insulin in shaping the immune response 

during infection. Insulin may shift the immune response from an innate to adaptive 

response during prolonged immune activation. A recent review argued that the pro- 

or anti-inflammatory effects depend on the activation state of the cells [378]. The 

divergent roles of insulin could also be explained by (i) the transcriptional activity of 

the insulin receptor, (ii) ratios between specific isoforms of proteins in the insulin 

signalling pathway, (iii) insulin signalling crosstalk with other immunological pathways, 

and (iv) dose and time-dependent effects. 

The anti-inflammatory properties include suppressed transcription of TLRs in vitro 

after LPS stimulation, and in patients with type 2 diabetes [379-381], and attenuated 

expression of pro-inflammatory cytokines in vitro after LPS stimulation and in animal 

models [379, 382-385]. These effects were partially mediated by inhibition of NF-κB 

and MAPK [386]. Secretion of IL-1β was inhibited by preventing assembly of the 

NLRP3 inflammasome [387]. Other in vitro and in vivo immunosuppressive effects of 

insulin include reduced ROS production and NET formation by neutrophils, Th2 

skewing effects, decreased apoptosis of LPS-stimulated macrophages, and 

antagonism of the clotting cascade [379, 382, 388-390].  

These anti-inflammatory effects of insulin could be mediated via distinct pathways. 

The first possible mechanism is lowering of glucose levels, thereby preventing 

glucose toxicity and cell stress, Receptor for Advanced Glycation Endproducts 
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(RAGE) formation, and production of ROS [378]. Secondly, insulin can antagonise 

activity of the FOXO1 transcription factor via activation of the P13K-Akt signalling 

pathway [391]. FOXO1 plays a role in phagocytosis, chemotaxis, anti-bacterial 

function of neutrophils, transcription of pro-inflammatory genes by macrophages, 

polarisation of macrophages into the M1 subtype, and also impacts on adaptive 

immunity [391-393]. Other possible pathways are: indirect regulation of the 

transcription factor NRF2, which plays a role in regulating antioxidant defences [378]; 

suppression of transcriptional activity of NF-κB; and modulation of autophagy [379, 

394, 395]. 

As mentioned earlier, insulin exhibits pro-inflammatory properties on lymphocytes, NK 

cells, and other innate immune cells. Insulin plays a critical role in promoting effector 

function, proliferation, and differentiation of T-cells via increased aerobic glycolysis, 

glucose uptake, and activation of the anabolic P13K-Akt-mTOR pathway [396, 397]. 

T-cells showed upregulation of insulin receptors upon activation [398]. Via this same 

signalling pathway, hyperinsulinaemia compromised Treg function to secrete IL-10, 

but elevated expression of INF-γ in obese mice [399]. Despite these effects on T-

cells, insulin showed no effects on antibody production [400]. Insulin also promoted 

NK cell function by increasing the expression of INF-γ and cytotoxicity [401]. 

Hypoinsulinaemia in these same cells or suppression of insulin receptors promoted 

death. 

Considering innate immune cells, insulin potentiated LPS-induced pro-inflammatory 

cytokine release in bone marrow derived macrophages, and in alveolar and peritoneal 

macrophages from diabetic mice [385, 402]. Similar increases in LPS-induced pro-

inflammatory cytokine secretion, ROS production, and Methylcyclopropene (MCP)-1 

directed migration have been reported in human monocytes and macrophages [403-

405]. This pro-inflammatory pattern was mediated by the NLRP3 inflammasome 

[402]. Deficiency of the insulin receptor on macrophages reduced proliferation and 
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migration, and shifted macrophage polarisation from a M1 to M2 subtype [406, 407]. 

Insulin also promoted macrophage survival, although the consequences for the 

immune system are unknown [408]. 

Interestingly, insulin suppressed ROS production by macrophages, but increased 

ROS in neutrophils. Although it remains unclear why these cells are differentially 

regulated, underlying mechanisms might include increased formation of NADPH by 

glucose loading and promoting activity of NADPH Oxidase 2 (NOX2) [409]. In another 

study, neutrophils did not induce a respiratory burst, but primed neutrophils for a more 

robust ROS production following a challenge [410]. Lastly, insulin steered 

differentiation of bone marrow progenitor cells towards a lymphoid cell lineage [411]. 

Despite this, increased circulating levels of leukocytes by insulin seems to be driven 

by an increase in neutrophils, potentially due to suppressed expression of adhesion 

molecules and a subsequent increased release from the bone marrow [412]. 

1.3.3 Endocrine therapy during sepsis 

International guidelines on the appropriate management of sepsis and septic shock 

have recently been revised [8]. Both hyperglycaemia and hypoglycaemia are 

associated with increased mortality in critically ill patients [413-415]. It is therefore 

strongly recommended to initiate insulin therapy in adult patients with sepsis at a 

glucose level of ≥180mg/dL, aiming for a blood glucose range of 144-180 mg/dL 

(moderate quality evidence). 

To restore blood circulation and tissue perfusion in adult patients with septic shock, 

noradrenaline is strongly recommended as the first-choice vasopressor agent. When 

noradrenaline use cannot achieve an adequate blood pressure goal, it is weakly 

suggested to add vasopressin as a second agent (moderate quality evidence). Only 

when the combination of these two still results in inadequate restoration of blood 

pressure is the addition of adrenaline weakly recommended (low quality evidence). 
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These guidelines change for adult patients with septic shock and cardiac dysfunction 

with persistent hypoperfusion, despite an adequate volume status and arterial blood 

pressure. In such cases, it is weakly suggested to add either dobutamine to 

noradrenaline, or to solely use adrenaline (low quality evidence). 

The guidelines advise against the use of corticosteroids to treat septic shock patients 

if adequate fluid resuscitation and vasopressor therapy can restore haemodynamic 

stability. The use of corticosteroids, and specifically hydrocortisone, is only weakly 

recommended for adult patients with septic shock and an ongoing requirement for 

vasopressor therapy (noradrenaline/adrenaline use ≥0.25 mcg/kg/min for at least 4 

hours). As evidence on the optimal dosing regimen remains inconclusive, the 

guidelines suggest initiating hydrocortisone at a dose of 200 mg/day, either as a 

continuous infusion or as a 50 mg bolus every 6 hours (moderate quality of evidence). 

1.4 Summary 

Sepsis is a syndrome defined as a severe dysregulated response of the body to 

infection, leading to multiple organ dysfunction requiring drug and device support [1]. 

The initial recognition of a pathogen by the immune system leads to a systemic 

inflammatory response, and subsequent activation of a range of complex and biphasic 

interactions. These involve multiple pathways including autonomic, cardiovascular, 

endocrine, metabolic, bioenergetic, and immune systems [14]. Although the precise 

pathophysiology of MOF during sepsis remains unclear, it appears to relate to 

metabolic dysfunction rather than structural damage [104-106]. A metabolic 

shutdown, driven by a lack of sufficient ATP generated by the mitochondria, could 

well explain this phenomenon [107]. 

Decreased mitochondrial activity and a metabolic shutdown could potentially also 

explain immunosuppression seen with prolonged sepsis. During the first few days 

following infection, a hyper-inflammatory response dominates the clinical picture. 
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However, after this initial activation, circulating immune cells are downregulated, 

leading to immune suppression [18, 19]. Alterations in mitochondrial respiration of 

monocytes and lymphocytes are associated with sepsis severity, functional immune 

suppression, and an increased risk of mortality (both short- and long-term) [135, 145, 

146]. This state of metabolic dormancy could be induced via inflammatory cytokine- 

and hormone-mediated effects on cellular energy production [176]. 

Hormones likely play a crucial but underappreciated role during sepsis, with the 

degree of abnormality reflecting an increased risk of death [61, 62]. A typical biphasic 

response can be observed in septic patients; an initial acute rise in stress hormones 

is seen, which aims to maintain an adequate circulation and tissue oxygenation, and 

increase metabolic activity and ATP synthesis [416]. There is a concurrent shutdown 

of less vital systems and anabolism is inhibited. Another hallmark of sepsis is the 

induction of insulin resistance, where normal concentrations of insulin produce a 

subnormal response [58]. The hormonal profile also alters substantially with the onset 

of the ‘sick euthyroid syndrome’, and reduced adrenal responsiveness to ACTH, often 

despite hypercortisolaemia [60, 416]. 

In addition to the endogenously released hormones as part of the host response to 

sepsis, insulin, catecholamines such as noradrenaline, and steroid hormones 

including hydrocortisone, are often administered in high concentrations as part of 

sepsis therapy. The magnitude of changes in endogenous levels and these 

exogenously administered hormones could significantly contribute to decreased 

mitochondrial activity, a metabolic shutdown, and in turn, functional disturbances of 

organ systems including immune cells. 

1.5 Aims and hypothesis 

It is hypothesised that temporal changes in endocrine levels during sepsis modify 

mitochondrial function of mononuclear immune cells, contributing to alterations in 
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effector function, ultimately leading to worse outcomes in patients. By intervening at 

the right time and with the right dose, mitochondrial function can be restored, and 

immune cell function improved. 

To study the effects of changes in stress and metabolic hormones during sepsis on 

mononuclear immune cell mitochondrial and effector function, a variety of models and 

techniques will be used, including samples from septic patients, in vitro models with 

isolated primary immune cells, and an in vivo rat model of faecal peritonitis. More 

specifically: 

1) The endocrine, mitochondrial, mononuclear immune, and inflammatory 

response in human sepsis will be characterised, to see if there are any 

correlations between hormone levels, mitochondrial and immune function. 

2) The impact of a selection of stress hormones, namely catecholamines and 

cortisol, in various concentrations will be studied on mitochondrial and 

mononuclear immune cell function in an in vitro model of infection with isolated 

primary cells. 

3) The temporal endocrine and inflammatory response in a long-term (3-day), 

fluid resuscitated rat model of faecal peritonitis for future in vivo studies will be 

characterised. 
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Chapter 2 Endocrine, immune, and mitochondrial 

changes in sepsis; an observational study 

2.1 Introduction 

Temporal changes in levels of stress and metabolic hormones during sepsis, and their 

correlation with mitochondrial and monocyte function were studied at the ATTIKON 

University Hospital in Athens, Greece. This collaboration with Prof. Giamarellos-

Bourboulis was part of the Horizon2020 Marie-Skłodowska-Curie ESA. Mitochondrial 

and immune function of monocytes were measured by flow cytometry analysis of fresh 

whole blood collected after hospital admission on Days 1, 2, 4 and 7. Serum was 

collected from the same patients to assess levels of inflammatory markers and various 

stress and metabolic hormones, including catecholamines (adrenaline and 

noradrenaline), cortisol, thyroid hormones (fT3 and rT3), insulin, and glucagon. 

These hormones were specifically selected specifically after a detailed literature 

search. Changes in levels of these hormones during both the acute and prolonged 

phases of sepsis have been associated with worse outcomes in sepsis, and clear 

effects on mitochondrial and immunomodulatory properties have been reported in the 

literature. Biphasic changes in these hormones along with their effects on 

mitochondrial and immune cell function have been discussed in Chapter 1. 

2.2 Methodology 

2.2.1 Study design 

This study was a prospective, observational cohort study of patients with sepsis 

admitted to the ATTIKON University Hospital, KAT Attica General Hospital, and 

Alexandra General Hospital in Athens, Greece. The Hellenic Institute for the Study of 
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Sepsis has been running an ongoing observational study in 65 hospitals in Greece 

since 2006, during which blood samples and patient data are collected from septic 

patients. The current study made use of blood samples already being collected as 

part of this ongoing study in three hospitals (ATTIKON University Hospital, KAT Attica 

General Hospital, and Alexandra General Hospital), located in Athens. This ongoing 

study was reviewed and approved by the Ethics Committees of the participating sites 

(Appendix I). Additional ethics approval was received from UCL’s ethics committee 

(No. 16347/001). A material data transfer agreement was also put in place between 

the two institutions. 

Following hospital admission and enrolment into the study, no investigational 

treatments were undertaken, and patients therefore received usual care. A total of 18 

mL of blood was withdrawn from pre-inserted arterial lines the morning after hospital 

admission (Day 1), and then repeated on Days 2, 4 and 7. All samples were collected 

between the hours of 08:00 and 09:00 each morning to reduce the effects of diurnal 

variation, although this is often lost in sepsis. In patients who did not have a patent 

arterial line, blood was aspirated from a central venous catheter if present, or by 

venepuncture. 

Blood was collected into commercially available Blood Collection Tubes (BCTs). 

These consisted of two 4 mL sodium heparin tubes (BD Vacutainer® Green, BD 

Diagnostics, Franklin Lakes, USA) and one 10 mL serum tube containing silica to 

accelerate coagulation time for serum separation (BD Vacutainer® Red, BD 

Diagnostics). Samples were transferred immediately to the central lab for analyses. 

Serum tubes were centrifuged at 3500 Revolutions Per Minute (RPM) for 10 minutes, 

supernatant was decanted into 500 uL aliquots and stored at -80°C. Whole blood in 

sodium heparin tubes was used for flow cytometry analysis of monocyte mitochondrial 

and effector function. 
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2.2.2 Study population 

The emergency departments of hospitals in Athens rotate their shifts so that every 

hospital is responsible for emergency admissions once every 8 days. Adult patients 

admitted to these emergency departments from May-July 2018 were screened for in- 

and exclusion criteria upon admission. In addition, patients admitted to the ICU were 

screened for the same criteria daily (see below for overview). Patients with mental 

competency were approached directly for consent. However, in most cases, patients 

lacked the capacity to consent. In these cases, nominee approval from a patient’s 

next-of-kin was sought out, followed by patient consent once capacity had been 

regained. A group of control patients undergoing elective surgery at the ATTIKON 

University Hospital was also included in the current study. Patients with metastatic 

cancer were excluded. Participant information sheets and consent forms are 

reproduced in Appendix III (in Greek). 

A formal sample size calculation was not performed, but a sample size of 30 septic 

patients was selected based on previous studies assessing temporal endocrine 

changes and inflammatory markers during sepsis (Studying Responses of the Stress 

System (STRESS) study at UCL Hospital (UCLH)) [417]. 

Patient demographics were recorded upon admission to the hospital. This information 

included patient’s age, sex, and underlying disease or co-morbidities. Information on 

patient status, including the Acute Physiology and Chronic Health Evaluation II 

(APACHE II) illness severity score [418], Sequential Organ Failure Assessment 

(SOFA) score [419], and the Charlson’s Comorbidity Index (CCI) [420] were 

calculated upon admission, with subsequent calculation of the SOFA score coinciding 

with the days. Physiological, haematological, and biochemical measurements were 

recorded in addition to information on medication, source of infection, and outcome. 

 



69 
 

Inclusion criteria 

▪ Adult patients (≥18 years)  

▪ Patients of both sexes 

▪ Informed Consent Form (ICF) signed by patient or by first-degree relative if 

the patient lacks competency to give consent 

▪ Sepsis defined by the Sepsis-3 definitions (acute change in SOFA score ≥2 

related to infection) 

 

Exclusion criteria 

▪ Paediatric patients (<18 years) 

▪ Pregnant or lactating patients 

▪ Patients who have used cortisol-altering drugs within the 6 weeks prior to 

admission (e.g. steroids, with the exception of hydrocortisone for septic shock) 

▪ Cirrhosis (Child Pugh B or C) 

▪ Severe psychiatric illness 

▪ Severe brain injury (e.g. trauma, stroke, prolonged cardiac arrest) 

▪ Any stage IV malignancy 

▪ Active TB as defined by the co-administration of drugs for the treatment of TB 

▪ Infection by the human immunodeficiency virus (HIV) 

▪ Any primary immunodeficiency 

▪ Any anti-cytokine biological treatment within the past month 

▪ Medical history of systemic lupus erythematosus (SLE) 

▪ Medical history of Multiple Sclerosis (MS) or any other demyelinating disorder 

2.2.3 Flow cytometry 

2.2.3.1 Staining protocols 

Flow cytometry was performed with the Cytomic FC500 flow cytometer (Beckman 

Coulter, Marseille, France) using fresh whole blood collected in sodium heparin BCT. 

From this tube, 50 uL was transferred into 5 mL round-bottom polystyrene tubes 

(Sarstedt, Nümbrecht, Germany). Whole blood was lysed with 500 uL 1x VersaLyse 

Lysing Solution in De-ionised H2O (dH2O) (Beckman Coulter) and incubated at room 
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temperature for 15 minutes to eliminate interfering erythrocytes. Cells were washed 

with 4 mL of Phosphate Buffered Saline (PBS) (Biowest, Nuallé, France) and spun 

down at 1200 RPM for 5 minutes. After washing, the PBS was discarded, and four 

different staining protocols were initiated (Table 1). Annexin-V-FITC (Beckman 

Coulter) and 7AAD (Beckman Coulter) were used as markers of apoptosis and 

necrosis in all protocols. Anti-CD14-PC7 (Beckman Coulter) was used to identify 

monocytes, as CD14 antigen is present on most peripheral blood monocytes [421]. 

The first staining protocol was used to measure MMP by Tetramethyl-Rhodamine 

Methyl Ester (TMRM) (Thermo Fisher Scientific, Waltham, MA, USA). This 

mitochondria-selective cationic dye accumulates in the mitochondrial matrix based on 

charge; depolarisation of the IMM allows less TMRM to accumulate. Hence, if the IMM 

permeability increases, the signal for TMRM will reduce. Cells were incubated for 30 

minutes with a final TMRM concentration of 125 nM in a dark 5% CO2 incubator at 

37°C. 

After incubation, 50 uL of 1x Annexin Binding buffer (Beckman Coulter), 5 uL Annexin 

V-FITC, 10 uL 7AAD, and 5 uL of anti-CD14-PC7 were added. Cells were incubated 

at room temperature for 15 minutes in the dark. 400 uL 1x Annexin Binding buffer was 

added at last before analysis. Carbonyl Cyanide-P-(Trifluoromethoxy) 

Phenylhydrazone (FCCP), an uncoupler of the ETC, was used as a control for TMRM 

in a separate fully stained sample. In that case, cells were first incubated with FCCP 

at a final concentration of 50 uM for 15 minutes at 37°C with 5% CO2. 

A second protocol was used to measure mROS production in these cells. Cells were 

incubated with MitoSox™ Red (Invitrogen, Eugene, OR, USA) at a final concentration 

of 2 uM for 15 minutes in a dark 37°C incubator with 5% CO2. After incubation, 

Annexin Binding buffer, Annexin V-FITC, 7AAD, and anti-CD14-PC7 were added, as 

described previously. As a positive control for MitoSox, cells were incubated with 

antimycin A (Sigma-Aldrich, St Louis, MI, USA) at a concentration of 100 uM in a 
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separate fully stained sample. Antimycin A, an inhibitor or respiratory Complex III, was 

added after MitoSox to induce mROS production. For this, cells were incubated for 

15 minutes at 37°C with 5% CO2. 

HLA-DR receptor expression was measured by anti-HLA-DR,DP,DQ-PE antibody 

(Beckman Coulter). This antibody recognises human class II MHC antigens [422, 

423]. It was added in 5 uL to the lysed cells together with 1x Annexin Binding buffer, 

Annexin V-FITC, 7AAD and anti-CD14-PC7, as described previously. The isotype 

control IgG1 mouse-PE (Beckman Coulter) was used to exclude nonspecific binding. 

For simplicity, this antibody and subsequent results will be referred to as (anti-)HLA-

DR in this thesis. 

Table 1. Flow cytometry panels for MitoSox, TMRM, and HLA-DR. 

   MitoSox panel TMRM panel HLA-DR panel 

Laser Filter Fluorochrome Target Clone Target Clone Target Clone 

Argon 

(488 nm) 

525/40 

575/40 

675/40 

755/40 

FITC 

PE 

 

PC7 

Annexin-V 

MitoSox 

7AAD 

CD14 

 

 

 

RMO052 

Annexin-V 

TMRM 

7AAD 

CD14 

 

 

 

RMO052 

Annexin-V 

HLA-DR 

7AAD 

CD14 

 

9-49 

 

RMO052 

For quantification of HLA-DR signal to receptor expression per cell, Quantibrite™ anti-

human HLA-DR PE/Monocyte PerCp-Cy5.5 was used (BD Biosciences, San Jose, 

CA, USA). A total of 10 uL Quantibrite was added to 25 uL whole blood, and incubated 

at room temperature in the dark for 30 minutes. Subsequently, 250 uL of 1x Versalyse 

in dH2O (Beckman Coulter) was added and incubated at room temperature in the dark 

for another 15 minutes. After incubation, 3 mL of PBS was added, and cells were spun 

at 1200 RPM for 5 minutes. The PBS was discarded and cells were resuspended in 

500 uL of IOTest3 Fixative Solution (Beckman Coulter) with 3% formaldehyde in PBS. 

Quantibrite-PE calibration beads (BD Biosciences) were run monthly for conversion 

of the Mean Fluorescence Intensity (MFI) signal into receptor expression per cell. 
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In conjunction with the above stained samples, compensation was set up before each 

experiment using single stained control samples. To induce maximum fluorescence, 

single stained samples for 7AAD and Annexin-V were first heat killed (60°C for 15 

minutes). Unstained control samples were used for each patient separately. 

Fluorescence Minus One (FMO) controls were used to set gating strategies. Quality 

control was performed daily using Rainbow Calibration Particles (BD Biosciences). 

Data obtained by flow cytometry were analysed using FlowJo software Version 10 

(Tree Star Inc., Ashland, OR, USA). 

2.2.3.2 Acquisition and gating strategy 

Cell populations were identified using sequential gating strategies in FlowJo Version 

10 (Tree Star Inc.) (Figure 3). Firstly, using a Sideward Scatter (SSC) and Forward 

Scatter (FSC), cells were distinguished from debris. From these cells, monocytes 

were identified based on SSC and expression of CD14. This cell population was 

subsequently gated on a 7AAD and Annexin-V plot, enabling live, dead, and apoptotic 

cells to be distinguished from each other. The geometric mean for TMRM, MitoSox, 

and HLA-DR was subsequently calculated for 7AAD- (live) CD14+ monocytes. A total 

of 2,500 CD14+ monocytes were acquired for each patient by flow cytometry. 

            

              

Figure 3. Gating strategy for TMRM, MitoSox, and HLA-DR. 
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For Quantibrite HLA-DR, a separate gating strategy was used (Figure 4). Again, using 

a SSC and FSC plot, cells were separated from debris. From these cells, CD14+ 

subsets were identified and the geometric mean for HLA-DR in this population 

calculated. A total of 2,500 CD14+ monocytes were acquired for Quantibrite HLA-DR. 

Using monthly run Quantibrite PE beads with known mean PE molecules/bead, the 

MFI for HLA-DR could then be converted into receptor expression per cell (mAB/cell). 

   

Figure 4. Gating strategy for Quantibrite HLA-DR.  

2.2.4 Biochemical analyses 

To assess the endocrine response during sepsis, multiple biochemical Enzyme-

Linked Immunosorbent Assays (ELISA) were performed with patient serum samples 

collected on multiple days. Six samples of serum from both survivors, non-survivors, 

and control patients were tested in three different dilutions. The dilution providing the 

most accurate detection for each analyte was subsequently used for further analyses. 

A LEGENDplex™ Multiplex Assay (BioLegend, San Diego, CA, USA) was used to 

measure cytokines and chemokines. All ELISAs and multiplex assays were performed 

in duplicate and following the manufacturer’s instructions. 

For measurement of catecholamines (noradrenaline and adrenaline), thyroid 

hormones (fT3 and rT3), and glucagon, competitive ELISA kits were used (Elabscience 

Biotechnology Co., Beijing, China). Both catecholamines were analysed in a 1:5 

dilution, thyroid hormones in a 1:2 dilution, and glucagon in a 1:10 dilution. Insulin was 

measured using a human insulin ELISA (EZHI-14K, Sigma-Aldrich) with neat serum 
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samples. For cortisol, a 1:5 dilution was used (ab108665, Abcam, Cambridge, UK). 

Although this last ELISA kit did not elaborate on its specificity for hydrocortisone, its 

specificity for cortisone was only 3.69%. Signal quantification of the 96-well hormone 

ELISAs was measured using a Synergy 2 spectrophotometric plate reader (Biotek, 

Winooski, VT, USA) set to the appropriate wavelength according to manufacturer’s 

instructions. Origin 2019 software (OriginLab Corp., Northampton, MA, USA) was 

used to produce a four-parameter logistic curve from the Optical Density (OD) values 

of the reference standards for the hormone ELISAs, allowing calculation of sample 

analyte concentrations. 

LEGENDplex HU Essential Immune Response Panel (13-plex) w/VbP (BioLegend) 

was used to measure multiple cytokines and chemokines, including IL-4, IL-2, IP-10, 

IL-1β, TNF-α, MCP-1, IL-17A, IL-6, IL-10, IFN-γ, IL-12p70, IL-8, and Transforming 

Growth Factor (TGF)-β1. Serum samples were analysed in a 1:2 dilution according to 

the manufacturer’s recommendations, and measured by flow cytometry (FACS Verse, 

BD Biosciences). These measurements were then analysed using BioLegend’s 

LEGENDplex data analysis software. 

2.2.5 Statistical analysis 

Microsoft Office Excel (Microsoft, Redmond, WA, USA) was used to organise and 

summarise data, before statistical analysis and data visualisation with GraphPad 

Prism Version 9 (GraphPad Software, San Diego, CA, USA). Normality was assessed 

by inspection of QQ plots and Shapiro-Wilk test for normality, with parametric or non-

parametric tests used accordingly. For comparison of the three groups at Day 1, one-

way Analysis of Variance (ANOVA) with Fisher’s Least Significant Difference (LSD) 

multiple comparisons, or the non-parametric Kruskal-Wallis test with Dunn’s multiple 

comparisons, were used. I did not correct for multiple comparisons due to low patient 

numbers. For binominal data, the Chi-square test was used. Pearson correlation 
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coefficients were calculated for correlation between parameters and visualised in 

correlation matrixes. A P-value <0.05 was considered significant. 

2.3 Results 

2.3.1 Patient recruitment 

As shown in Figure 5, 24 patients were initially eligible for inclusion in the current 

study. These patients were recruited at three different hospitals in Athens, with the 

majority enrolled at the ATTIKON University Hospital (n=20), two at Alexandra 

General Hospital, and one at the KAT Attica General Hospital.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Eligible patients 

(n=23) 

ICFs obtained 

(n=20) 

Included Study Day 1 

(n=17) 

Included Study Day 2 

(n=15) 

Included Study Day 4 

(n=13) 

Included Study Day 7 

(n=9) 

Excluded (n=3) 

▪ No next of kin available (n=2) 

▪ Denied ICF (n=1) 

Excluded (n=3) 

▪ Withdrew consent (n=1) 

▪ Died (n=2) 

Excluded (n=2) 

▪ Left hospital (n=1) 

▪ Died (n=1) 

Excluded (n=2) 

▪ Died (n=2) 

Excluded (n=4) 

▪ Impossible blood draw (n=1) 

▪ Discharged (n=1) 

Figure 5. Flow chart of recruitment and inclusion of patients with sepsis. Patients with 

sepsis were subsequently divided into survivors and non-survivors based on 28-day mortality. 

ICF: Informed Consent Form. 

 



76 
 

Of the 23 eligible patients, 20 consented to take part in the study. However, before 

the first blood sampling, two patients passed away and one family withdrew consent, 

leaving 17 patients for study enrolment. During the consecutive days, some patients 

left the hospital voluntarily (n=1), were discharged (n=1), died (n=5), or samples could 

not be collected because of impossible blood draw (n=1), leaving 9 patients with 

samples taken on all days. 

All control patients undergoing elective surgery were recruited from the ATTIKON 

University Hospital (n=13). These patients either underwent laparoscopic 

cholecystectomy (n=4), hepatectomy (n=2), appendectomy (n=2), removal of a 

perianal abscess (n=2), gastrectomy and splenectomy (n=1) or penectomy (n=1). 

2.3.2 Patient demographics and characteristics 

Demographic data were recorded for pre-operative controls and septic patients. In 

addition to basic demographic data, information was collected on diagnosis, 

comorbidities, and treatment. The CCI, APACHE II, and SOFA scores on Day 1 were 

calculated (Biochemical analyses of blood on Day 1 was performed by the hospital 

laboratory and subsequently retrieved from medical records. No significant 

differences were found between sepsis survivors and non-survivors for any of these 

parameters. No measurements were available for the pre-operative control patients, 

but normal ranges as found in the literature are indicated in Supplementary Table 1. 

The Partial Pressure of O2 (pO2) was higher in non-survivors compared to the normal 

range. The same applies to glucose, indicating hyperglycaemia, and creatinine, 

indicating kidney failure in these patients. White blood counts (WBCs) were higher in 

all septic patients compared to the normal range. Low bicarbonate (HCO3-) levels 

were found in the blood of septic non-survivors, compared to the normal range. A low 

ratio of pO2 to fractional inspired O2 (pO2/FiO2), and low levels of partial pressure of 
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CO2 (pCO2), and haemoglobin (Hb) were found in all septic patients when compared 

to the normal range. 

). Based on 28-day survival, septic patients were separated into survivors and non-

survivors for subsequent analysis. The overall 28-day mortality rate was 41.2%, with 

all deaths occurring within the first 11 days of admission (Figure 6). 

When comparing basic demographics, non-surviving septic patients were generally 

older than pre-operative control patients (ANOVA: P=0.04; Fisher’s LSD: P=0.02). 

Higher severity scores were found in septic patients compared to controls, with 

significantly higher APACHE II scores in sepsis non-survivors compared to survivors 

(P=0.02). Most patients with sepsis were diagnosed with pneumonia, followed by 

urinary tract infections, acute cholecystitis, primary bacteraemia, and gastroenteritis. 

 

 

Table 2. Patient demographics and characteristics on Day 1. Data from patients with 

sepsis (divided into survivors (SS) and non-survivors (SNS) and pre-operative control patients 

was collected on the first day after admission. Data presented as mean ± SD unless indicated 

otherwise. SS: Sepsis Survivor; SNS: Sepsis Non-Survivor. 

 Control (n=13) SS (n=10) SNS (n=7) P-value 

Demographics     

Age - year 67 ± 21 78 ± 10 87 ± 5 0.04 

Male sex – no./total no. (%) 7/13 (53.8) 6/10 (60.0) 2/7 (28.6) 0.41 

Site of infection – no./total (%)     

Pneumonia  5/10 (50.0) 4/7 (57.1)  

Urinary tract  2/10 (20.0) 2/7 (28.6)  

Acute cholecystitis  2/10 (20.0)   

Primary bacteraemia   1/7 (14.3)  

Gastroenteritis  1/10 (10.0)   

Clinical data     

CCI score (maximum 24) 4 ± 3 7 ± 3 7 ± 2 0.11 

APACHE II score  14 ± 6 25 ± 8 0.02 
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Figure 6. Kaplan-Meier 28-day survival curve for patients with sepsis (n=17). In these 

patients, the 28-day mortality rate was 41.2%. 

SOFA score (maximum 24)  4 ± 2 8 ± 4 0.08 

Co-morbidities – no./total (%)     

Diabetes 4/13 (30.8) 5/10 (50.0) 1/7 (14.3)  

Chronic kidney disease  1/10 (10.0) 1/7 (14.3)  

Chronic renal failure  2/10 (20.0)   

Heart failure  3/10 (30.0) 1/7 (14.3)  

Arterial hypertension 8/13 (61.5) 1/10 (10.0)   

Coronary heart disease   1/7 (14.3)  

Atrial fibrillation 1/13 (7.7)  3/7 (42.9)  

Cerebrovascular disease   1/7 (14.3)  

Cerebral ischaemic attack  1/10 (10.0) 1/7 (14.3)  

Cerebral haemorrhage   1/7 (14.3)  

COPD  1/10 (10.0)   

Hypothyroidism   1/7 (14.3)  

Dyslipidaemia 2/13 (15.4)    

Gallstones  1/10 (10.0)   

Dementia  3/10 (30.0) 2/7 (28.6)  

Medication     

Noradrenaline – no. patients (%)   3/7 (28.6)  

Noradrenaline – dose mg/day   60.2 ± 73.58  

Hydrocortisone –no. patients (%)  1/10 (10.0) 2/7 (28.6)  

Hydrocortisone – dose mg/day  150 200 ± 0  
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Although only 3/7 (42.9%) of sepsis non-survivors received noradrenaline on Day 1, 

this increased to 5/7 (71.4%) patients on the following days (data not shown). For 

hydrocortisone administration, the number of sepsis non-survivors receiving this 

treatment increased from 2/7 (28.6%) to 3/7 (42.9%) over subsequent days. To our 

knowledge, no patients received any other type of endocrine therapy. 

Biochemical analyses of blood on Day 1 was performed by the hospital laboratory and 

subsequently retrieved from medical records. No significant differences were found 

between sepsis survivors and non-survivors for any of these parameters. No 

measurements were available for the pre-operative control patients, but normal 

ranges as found in the literature are indicated in Supplementary Table 1. 

The Partial Pressure of O2 (pO2) was higher in non-survivors compared to the normal 

range. The same applies to glucose, indicating hyperglycaemia, and creatinine, 

indicating kidney failure in these patients. White blood counts (WBCs) were higher in 

all septic patients compared to the normal range. Low bicarbonate (HCO3
-) levels 

were found in the blood of septic non-survivors, compared to the normal range. A low 

ratio of pO2 to fractional inspired O2 (pO2/FiO2), and low levels of partial pressure of 

CO2 (pCO2), and haemoglobin (Hb) were found in all septic patients when compared 

to the normal range. 

2.3.3 Biochemical analyses 

2.3.3.1 Hormone measurements 

ELISA assays were performed with patient serum samples that had been stored at -

80°C. Samples were taken on Day 1, 2, 4 and 7 for septic patients (survivors and non-

survivors), and at one timepoint for pre-operative control patients. As the number of 

patients decreased on consecutive days due to deaths and discharge, results for all 

groups were analysed and visualised for Day 1 only. Some of the patients included 
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received endocrine therapy, either noradrenaline or hydrocortisone, as part of their 

treatment. These patients are indicated in the graphs below. 

For noradrenaline and adrenaline, differences between all groups did not reach 

significance (P=0.34 and P=0.98, respectively) (Figure 7). However, adrenaline in 

many of the patient samples fell below the detectable limit. As there is no biological 

rationale to explain this, it suggests a methodological issue with the assay, despite 

excellent standard curves being obtained. 

Significant differences were found for cortisol, with higher levels in sepsis non-

survivors compared to pre-operative control patients (ANOVA: P=0.04; Fisher’s LSD: 

P=0.01). The difference between pre-operative control patients and sepsis survivors 

almost reached significance (P=0.09).  

For both thyroid hormones, no differences were found between groups (P=0.56 for 

fT3, and P=0.97 for rT3) (Figure 8). Looking at the ratio of fT3/rT3, there was a trend 

towards a reduced ratio in septic non-survivors compared to control patients (ANOVA: 

P=0.13; Dunn’s: P=0.04). 
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Figure 7. Serum levels of noradrenaline, adrenaline, and cortisol on Day 1. Hormones 

were measured by ELISA in serum samples from patients with sepsis (divided into survivors 

(SS) and non-survivors (SNS)) and pre-operative control patients on the 1st day after 

admission. Data presented as median ± IQR for noradrenaline and adrenaline, and as mean 

± SD for cortisol. ▲: patient receiving either noradrenaline or hydrocortisone. SS: Sepsis 

Survivor; SNS: Sepsis Non-Survivor. *P<0.05. 
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Figure 8. Serum levels of fT3 and rT3 on Day 1. Thyroid hormones were measured by ELISA 

in serum samples from patients with sepsis (divided into survivors (SS) and non-survivors 

(SNS)) and pre-operative control patients on the 1st day after admission. Data presented as 

median ± IQR for fT3 and rT3, and mean ± SD for the ratio of fT3/rT3. SS: Sepsis Survivor; SNS: 

Sepsis Non-Survivor. 
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No significant differences in serum levels of insulin were found between groups 

(P=0.50). Some sepsis non-survivors had very high insulin levels. Similar results were 

obtained for glucagon (P=0.21) (Figure 9). 
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Figure 9. Serum levels of insulin and glucagon on Day 1. Hormones were measured by 

ELISA in serum samples from patients with sepsis (divided into survivors (SS) and non-

survivors (SNS)) and pre-operative control patients on the 1st day after admission. Data 

presented as median ± IQR for all. SS: Sepsis Survivor; SNS: Sepsis Non-Survivor. 

2.3.3.2 Multiplex cytokines and chemokines 

Serum cytokines and chemokines were measured using a 13-panel multiplex assay. 

Levels of these parameters for Day 1 only were analysed and visualised in graphs, 

due to the low number of patients on subsequent days. One pre-operative control 

sample was lost and could therefore not be included in this analysis. 

Levels of the anti-inflammatory cytokines IL-4, IL-10, and TGF-β1 did not reach 

significance between groups (P=0.99, P=0.98, and P=0.46 respectively) (Figure 11). 

The concentration of most generally pro-inflammatory cytokines, including IL-2, IL-1β, 

TNF-α, IL-17A, and IL-12p70 was higher in septic patients, especially in non-

survivors, but there was no statistical significance between groups (P=0.30, P=0.71, 

P=0.62, P=0.55, and P=0.64, respectively) (Figure 10). A similar trend for IL-6 was 

found in sepsis survivors compared to pre-operative control patients (ANOVA: 
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P=0.06; Fisher’s LSD: P=0.03). The difference in IL-6 between sepsis non-survivors 

and pre-operative control patients almost reached significance (P=0.08). 
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Figure 10. Serum levels of pro-inflammatory cytokines on Day 1. Pro-inflammatory 

cytokines were measured by multiplex assay in serum samples from patients with sepsis 

(divided into survivors (SS) and non-survivors (SNS)) and pre-operative control patients on 

the 1st day after admission. Data presented as median ± IQR for all cytokines, apart from IL-6 

where data are presented as mean ± SD. SS: Sepsis Survivor; SNS: Sepsis Non-Survivor. 
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Figure 11. Serum levels of anti-inflammatory cytokines on Day 1. Anti-inflammatory 

cytokines were measured by multiplex assay in serum samples from patients with sepsis 

(divided into survivors (SS) and non-survivors (SNS)) and pre-operative control patients on 

the 1st day after admission. Data presented as median ± IQR for all. SS: Sepsis Survivor; SNS: 

Sepsis Non-Survivor. 

For chemokines, although higher median levels of MCP-1, IL-8, and IP-10 were found 

in septic patients, these did not reach significance (P=0.51 and P=0.39). For IP-10, 

the difference between sepsis non-survivors and pre-operative control patients was 

almost significant (Kruskal-Wallis: P=0.17; Dunn’s: P=0.06) (Figure 12). 
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Figure 12. Serum levels of chemokines on Day 1. Chemokines were measured by multiplex 

assay in serum samples from patients with sepsis (divided into survivors (SS) and non-

survivors (SNS)) and pre-operative control patients on the 1st day after admission. Data 

presented as median ± IQR for IP-10 and mean ± SD for MCP-1. SS: Sepsis Survivor; SNS: 

Sepsis Non-Survivor. 
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2.3.4 Flow cytometry 

Apoptosis and viability (using Annexin-V and 7AAD) of monocytes were measured by 

flow cytometry. HLA-DR expression, MMP (using TMRM), and mROS production (using 

MitoSox) were subsequently measured in live monocytes. In addition, Quantibrite HLA-

DR was used to quantify HLA-DR fluorescence intensity by converting this signal into 

receptor expression per cell. Flow cytometry results for Day 1 were analysed and 

visualised. One sepsis non-survivor sample could not be analysed with flow cytometry, 

due to technical issues. 

Live monocytes were identified as CD14+/7AAD- while apoptotic monocytes were 

identified as CD14+/7AAD-/Annexin-V+ cells. Gating cut-offs were determined based 

on FMO controls and heat-killed fully stained samples. Viability in all pre-operative 

control samples was good on Day 1 (>88.4%), but lower viability was found in some 

survivors (n=3) and non-survivors (n=1) (Supplementary Figure 1). There was no 

difference in viability among the three groups on Day 1 (P=0.89). Although the 

percentage of apoptotic monocytes was lower in septic patients on Day 1, especially 

in non-survivors, there was no difference between the three groups (P=0.30). 

Due to variability in the percentage of live monocytes, and potential effects of cell 

death on our parameters, HLA-DR, MMP, and mROS signal were measured in live 

monocytes only. Monocyte HLA-DR expression, TMRM (as a measure of MMP) and 

MitoSox (as a measure of mROS) were visualised as the geometric mean of MFI 

signal (Figure 13).  

No statistical difference between groups was seen in the TMRM signal (P=0.30). The 

MitoSox signal was significantly different on Day 1 between the three groups 

(P=0.03). Levels in septic patients, and especially in non-survivors, were higher 

compared to controls. After subsequent uncorrected Fisher’s LSD multiple-

comparisons analysis, a significantly higher MitoSox signal was found in sepsis non-

survivors compared to pre-operative control patients (P=0.01). 
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Figure 13. TMRM, MitoSox, and HLA-DR in live monocytes, and Quantibrite HLA-DR in 

total monocytes on Day 1. TMRM (measuring MMP), MitoSox (measuring mROS), HLA-DR, 

and Quantibrite HLA-DR (measuring quantified HLA-DR receptor expression/cell) signal was 

measured by flow cytometry of lysed whole blood samples from patients with sepsis (divided 

into survivors (SS) and non-survivors (SNS)) and pre-operative control patients on the 1st day 

after admission. TMRM, MitoSox and HLA-DR signal was measured in live monocytes 

CD14+/7AAD-) only. Data for TMRM and MitoSox presented as mean ± SD. Data for HLA-DR 

and Quantibrite presented as median ± IQR. MFI: Mean Fluorescence Intensity; A.U.: Arbitrary 

Units; SS: Sepsis Survivor; SNS: Sepsis Non-Survivor. *P<0.05; **P<0.01. 

Monocyte HLA-DR expression in live cells trended higher in pre-operative control 

patients compared to septic patients, but differences did not reach significance 

(P=0.19). In addition to measuring monocyte HLA-DR expression in live cells, 

Quantibrite was also used to quantify HLA-DR signal into mAB/cell in a separate 

sample. The Quantibrite monocyte HLA-DR was significantly different between 

groups, with lower HLA-DR expression in sepsis survivors and non-survivors 

compared to control patients (Kruskal Wallis: P=0.007; Dunn’s: P=0.03 and P=0.003, 

respectively), but without any differences between the two septic groups (P=0.76). 

In this standardised method, borderline immunosuppression is established as 5,000-

8,000 mAB/cell [424]. In the control group, one patient had a mAB/cell count of 5000-

8000. For sepsis survivors, two patients had a count of 5000-8000 mAB/cell and two 

<5000 mAB/cell. For sepsis non-survivors, there were two patients with 5000-8000 

mAB/cell and one with <5000 mAB/cell. 



87 
 

2.3.5 Correlation plots 

Heat maps were used to plot the correlation between patient characteristics (age and 

severity scores), mitochondrial function (MMP and mROS production), monocyte 

function (HLA-DR expression), serum hormone levels, and a selection of 

inflammatory markers normally secreted by monocytes. This was done for these 

parameters on Day 1 for all three groups separately (Figure 14-Figure 16). 

2.3.5.1 Patient characteristics 

The correlation between patient characteristics, including age and severity scores, 

with measures of mitochondrial and immune function, serum hormone levels, and 

inflammatory markers. Age and severity scores were positively correlated with each 

other in some of the groups. In pre-operative control patients, age and CCI were 

positively correlated (P=0.003). The same trend was observed for age and CCI and 

APACHE II scores in sepsis survivors, although this correlation did not quite reach 

significance (P=0.09 and P=0.07, respectively). 

Age in sepsis non-survivors was negatively correlated with measures of mitochondrial 

and immune function (P=0.03 for TMRM and P=0.01 for HLA-DR expression). Similar 

observations were found for control patients, where age and measures of immune 

function and inflammation seemed negatively linked, although not always reaching 

significance (P=0.007 for HLA-DR; P=0.06 for Quantibrite HLA-DR; P=0.07 for TNF-

α; and P=0.06 for IL-10). In addition, significant correlations were found for age and 

serum hormone levels, with a positive correlation between age and cortisol in control 

patients (P=0.002). In sepsis survivors, age was almost negatively correlated with 

insulin levels (P=0.09), and in non-survivors for fT3 (P=0.09) and rT3 (P=0.08). 

Severity scores were linked with a variety of mitochondrial, immune and inflammatory 

markers. A weak negative link was found between SOFA scores and MitoSox in 
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survivors (P=0.09), and weak positive links for SOFA scores and HLA-DR expression, 

IP-10, and IL-8 in these same patients (P=0.06 for all). A similar positive correlation 

was found between SOFA scores and levels of IL-1β, IL-6, and IL-8 in non-survivors 

(P=0.04, P=0.01, and P=0.04, respectively). 

Severity scores and serum hormone levels were linked for some of the groups. In 

survivors, a positive correlation between levels of fT3 and rT3, and severity scores CCI 

(P=0.04 and P=0.01), APACHE II (P=0.02 and P=0.02), and SOFA (P=0.01 and 

P=0.03) were found. In these patients, a negative correlation was found between CCI 

and APACHE II with insulin (P=0.009 and P=0.04), whereas CCI was positively 

correlated with adrenaline (P=0.05). SOFA scores in these patients were positively 

correlated with glucagon (P=0.005). Control patients had a positive link between CCI 

and levels of cortisol (P=0.02). 

2.3.5.2 Mitochondria and the immune response 

The correlation between mitochondrial function (MMP and mROS), HLA-DR 

expression (both by regular HLA-DR and Quantibrite HLA-DR) and serum 

inflammatory markers was assessed in control and septic patients (survivors and non-

survivors). 

Positive correlations were found between TMRM and MitoSox in control patients, and 

almost in sepsis survivors (P=0.02 and P=0.08, respectively). Whereas TMRM and 

HLA-DR had a weak negative link in sepsis survivors (P=0.06), there was an opposite 

positive correlation between the two in non-survivors (P=0.05). Similar trends were 

found for MitoSox and HLA-DR expression/Quantibrite HLA-DR expression. In control 

patients, a negative correlation was found between MitoSox and HLA-DR, Quantibrite 

HLA-DR, and IL-10 (P=0.08, P=0.02 and P=0.10, respectively). By contrast, in non-

survivors, there was a positive link between MitoSox and HLA-DR (P=0.04), and 

MitoSox and IP-10 (P=0.06) 
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2.3.5.3 Hormones, mitochondria, and the immune response 

Correlations between various levels of circulating hormones (noradrenaline, 

adrenaline, cortisol, fT3, rT3, and insulin) and mitochondrial, immune, and serum 

inflammatory markers were examined. These correlations were assessed separately 

for control patients, and sepsis survivors and non-survivors (Figure 14-Figure 16). 

Noradrenaline in pre-operative control patients was positively linked with HLA-DR, 

and almost with Quantibrite HLA-DR and TNF-α (P=0.05, P=0.08 and P=0.07, 

respectively). By contrast, there was a weak negative link between noradrenaline and 

levels of IL-8 in these patients (P=0.09). In survivors, noradrenaline was positively 

correlated with IL-10 (P=0.02), and almost with IFN-γ and and IL-1β (P=0.09 and 

P=0.05, respectively). The same trends were found for adrenaline and IL-10 and IFN-

γ in these patients (P=0.08 for both). Positive correlations were found between 

adrenaline and TMRM, MitoSox, HLA-DR expression, IP-10 and almost for MCP-1 

(P=0.04, P=0.02, P=0.03, P=0.04, and P=0.06, respectively) in non-survivors. 

A weak negative link was found between cortisol and TNF-α and IL-10 in pre-operative 

control patients (P=0.10 and P=0.06, respectively). By contrast, a weak positive 

correlation between cortisol and IL-6 in sepsis survivors (P=0.08) was found. 

Similarly, in non-survivors, there was a positive correlation between cortisol and levels 

of TNF-α (P=0.007). 

In non-survivors, a weak positive correlation was found between fT3 and TMRM and 

MitoSox (P=0.05 and P=0.09, respectively). A similar trend was found in these 

patients for rT3 and TMRM and MitoSox (P=0.04 for both). By contrast, rT3 levels in 

survivors were weakly negatively correlated with MitoSox (P=0.10). In addition, 

correlations between thyroid hormones and markers of immune function and 

inflammation were found. A weak positive link between both fT3 and rT3 with HLA-DR 

expression was found in non-survivors (P=0.06 for both). Both fT3 and rT3 were 

positively correlated with IL-6 levels (P=0.002 and P=0.003, respectively), and fT3 
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almost with IL-1β in control patients (P=0.08). In non-survivors, fT3 and rT3 were also 

positively correlated with IL-10 (P=0.04 and P=0.05), IP-10 (P=0.06 and P=0.02), and 

MCP-1 (P=0.09 and P=0.04). 

Insulin was only positively correlated with MitoSox in sepsis survivors (P=0.05). 
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Figure 14. Correlation matrix for pre-operative control patients on Day 1. Pearson 

correlation coefficients between various patient characteristics, flow cytometry data on MMP, 

mROS and HLA-DR expression, hormone measurements and cytokines were calculated using 

Prism. This matrix only represents data from pre-operative control patients on the 1st day after 

admission. The intensity of the squares indicates the strength of the correlation, with negative 

correlations in red and positive correlations in blue. +P<0.10; *P<0.05; **P<0.01; ***P<0.001. 
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Figure 15. Correlation matrix for sepsis survivors on Day 1. Pearson correlation 

coefficients between various patient characteristics, flow cytometry data on MMP, mROS and 

HLA-DR expression, hormone measurements and cytokines were calculated using Prism. 

This matrix only represents data on the 1st day after admission from patients with sepsis that 

survived. The intensity of the squares indicates the strength of the correlation, with negative 

correlations in red and positive correlations in blue. +P<0.10; *P<0.05; **P<0.01; ***P<0.001. 
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Figure 16. Correlation matrix for sepsis non-survivors on Day 1. Pearson correlation 

coefficients between various patient characteristics, flow cytometry data on MMP, mROS and 

HLA-DR expression, hormone measurements and cytokines were calculated using Prism. 

This matrix only represents data on the 1st day after admission from patients with sepsis that 

did not survive. The intensity of the squares indicates the strength of the correlation, with 

negative correlations in red and positive correlations in blue. +P<0.10; *P<0.05; **P<0.01; 

***P<0.001. 

2.4 Discussion 

The current study had a high mortality rate amongst patients with sepsis, and there 

were fewer men in the group of non-survivors. Pre-operative control patients were 

generally younger than the septic patients, especially compared to the non-survivors. 

Age was positively associated with severity scores, but negatively with measures of 

mitochondrial and immune function. In addition, there was a positive correlation with 
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cortisol levels in the control patients, but negative correlations with insulin in survivors, 

and both fT3 and rT3 in non-survivors. Although significant differences were only found 

for serum cortisol, some of the other measures of hormones, and mitochondrial and 

immune function were associated with severity scores. 

Because of the relatively low numbers of patients recruited, there is likely to be a Type 

II statistical error, however the overall biological trend is similar. Transportation of 

samples and potential thawing and refreezing could have diminished detectable 

cytokine and chemokine levels, although these effects were limited by shipping 

samples on dry ice and aliquoting serum in small batches of 500 uL. Although samples 

collected at the ATTIKON University Hospital were processed immediately, samples 

from other hospitals had to be transported. As this happened at room temperature, 

delayed processing could have diminished measurable serum analytes. Due to lab 

closures during the SARS CoV-2 pandemic from March until July 2020, and very 

limited access for the months to follow, some of the analytes were measured after a 

prolonged storage time, possibly affecting sample quality. As normal curves were 

obtained and controls worked fine, we suspect a problem with the samples rather than 

a methodological issue with the consumables or equipment used. 

mROS signal was higher in sepsis non-survivors compared to controls, and quantified 

HLA-DR expression was diminished in both septic groups compared to pre-operative 

control patients. MMP and mROS were positively linked in control patients. 

Interestingly, MMP was negatively associated with HLA-DR in survivors, but positively 

in non-survivors. Opposite directions of associations were also found for mROS and 

measures of immune function. While mROS was negatively associated with HLA-DR, 

quantified HLA-DR, and IL-10 in control patients, it was positively correlated with HLA-

DR and IP-10 in non-survivors. 

Catecholamines were positively linked to various measures of mitochondrial and 

immune function in the three groups, apart from the negative correlation between 
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noradrenaline and IL-8 in control patients. By contrast, cortisol was negatively linked 

with serum cytokines in control patients and sepsis survivors, but positively linked in 

non-survivors. Both fT3 and rT3 were positively linked with measures of mitochondrial 

and immune function, apart from the negative correlation between rT3 and mROS in 

survivors. Insulin had a positive correlation with mROS, but no associations were 

found for glucagon. 

2.4.1 Baseline characteristics and measurements 

2.4.1.1 Patient characteristics 

The age of septic patients enrolled in the current study was high, with an average age 

of 78 years for survivors and 87 years for non-survivors. They were significantly older 

than the pre-operative controls. Compared to the recent EPIC II study on prevalence 

and outcomes of infection in ICUs worldwide with a reported mean age of 61 years 

[425], the patients in my cohort were very elderly. The immune system deteriorates 

with age, even in health [426]. The response to infection and other stressors will also 

be affected as evidenced in a mouse study by Turnbull and colleagues [427]. 

Most septic patients are male; Vincent et al. (2020) reported 60.4% of patients to be 

male in their point prevalence study of ICU patients [425]. Although the sepsis 

survivors in the current study were predominantly male, the non-survivor group were 

predominantly female. This may be a chance finding, especially as numbers recruited 

were low, but could represent a potential confounder as sex differences are known to 

impact upon the body’s response to stress and infection [428]. 

In my study, the mortality rate was 41.2%, with all patients dying within the first 11 

days after ICU admission. This is higher than the in-hospital mortality rate of 30% 

reported in the EPIC II study [425], though, as mentioned, the average age of the 

septic patients in the current study was considerably higher. As per EPIC II, most 
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patients were admitted with respiratory chest infections, followed by urinary tract 

infections, abdominal infections, and primary bacteraemia. 

2.4.1.2 HLA-DR expression 

The reduced monocyte HLA-DR expression in both survivors and non-survivors did 

not reach significance. However, the quantified HLA-DR signal was significantly lower 

in septic patients compared to controls (P=0.007), with no difference between 

survivors and non-survivors (P=0.76) (Figure 13). Decreased expression of monocyte 

HLA-DR is a well-known marker of immune failure during sepsis, and is associated 

with an increased risk of secondary infections and mortality. An overview of studies 

evaluating the prognostic value of monocyte HLA-DR expression by Venet and 

colleagues revealed that initial monocyte HLA-DR is often not prognostic, whereas 

monocyte HLA-DR measured on ICU Days 3-4 is associated with poor outcomes, 

including an increased risk of secondary infection [429].  

The differences in results between the two monocyte HLA-DR markers in the current 

study could be explained by the differences in dyes. Quantibrite HLA-DR incorporates 

anti-monocyte PerCP-Cy5.5 that recognises Fc Receptor (FcR)-1 (CD64), in addition 

to monocyte anti-CD14, studying a slightly different monocyte population. In addition, 

Quantibrite HLA-DR reacts with the HLA-DR epitope and does not cross-react with 

other MHC-II molecules, such as HLA-DQ or HLA-DP. Also, Quantibrite HLA-DR does 

not incorporate a live/dead marker, while 7AAD was added as a marker of cell death 

to the other HLA-DR sample.  

2.4.1.3 Serum chemo- and cytokines 

Patient serum samples were frozen and then later transported on dry ice from Athens 

to UCL for multiplex analysis of various cytokines and chemokines. Although most 

chemokines, and pro- and anti-inflammatory cytokines, seemed higher in sepsis 
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patients, and especially in non-survivors, no significant differences were found. By 

contrast, levels of pro-inflammatory IL-2 and anti-inflammatory TGF-β1 trended lower 

in sepsis survivors compared to control patients and non-survivors. 

Changes in cytokine levels in sepsis have been well documented. Serum levels of 

proinflammatory cytokines such as TNF-α, IL-1β, IL-2, IL-12, and IL-6 are generally – 

but not always - increased in septic patients [430-432], with levels often correlated 

with disease severity, septic shock, organ failure, and increased risk of death [433-

436]. Anti-inflammatory cytokines such as IL-4, IL-10, TGF-β, and IL-1ra, also rise 

simultaneously. 

The magnitude of change in cytokine levels, if any, does however depend on timing 

of sampling in relation to the onset of illness, the severity of illness, and the underlying 

infectious cause. For example, a recent study on circulating IL-6 in patients with 

severe or critical disease found significantly higher levels in patients with cytokine 

release syndrome and sepsis, and patients with Acute Respiratory Distress Syndrome 

(ARDS) when compared to COVID-19. Despite these elevations in sepsis and ARDS, 

cytokine blockade has not been effective in these patients, leaving unanswered 

questions about the mechanistic role of these increased levels [437]. 

In addition, mixed effects have been published on the production and release of IL-

1β in sepsis. An increase in serum levels, especially in non-survivors, has been 

reported [431, 438], but also defective IL-1β production in septic shock [438, 439]. A 

rise is seen in both serum and Th1 cell mRNA levels of IFN-γ in septic patients 

compared to non-septic controls, however, patients in septic shock had lower levels 

compared to non-shock septic patients [440]. Levels of IL-10 were higher in septic 

shock compared to non-shock patients [441], with upregulation being associated with 

worse prognosis [430]. Higher levels of TGF-β occur early during sepsis in sepsis 

survivors, with lower levels at 10 days, while the opposite was seen for non-survivors 

[442]. Serum levels of the chemokines IL-8 and MCP-1 were higher in sepsis patients, 



97 
 

especially in non-survivors [430]. These higher levels of IL-8 also correlated with an 

increased risk of mortality, whereas MCP-1 may play a role in the development of 

organ dysfunction in sepsis [443, 444]. Levels of IP-10 are considered as a biomarker 

to predict disease severity in patients with acute respiratory infection [445]. 

It is also important to state that these serum analytes are produced and released by 

a variety of cells and are not specific to monocytes, but rather give a general overview 

of the inflammatory response within the circulation. 

2.4.1.4 Apoptosis and cell death 

Viability in most samples was good, without any differences between groups. There 

were no significant differences between groups in the degree of apoptosis, although 

the percentage of apoptotic monocytes trended lower in non-surviving septic patients. 

Some samples had lower percentages of viable cells and higher percentages of 

apoptotic cells, potentially due to transportation of samples from other hospitals and 

delays in processing. While delayed neutrophil apoptosis and increased apoptosis of 

NK cells, CD4+ and CD8+ T-cells, B-cells, and DCs are common markers of sepsis-

induced immunosuppression [17, 42], effects on monocyte are less well studied. 

Giamarellos-Bourboulis et al. (2006) found an early increase in monocyte apoptosis 

associated with improved survival in septic patients [446], but underlying mechanisms 

were not studied. Although consistent with our finding that apoptosis might be lower 

in those who go on to die, others have questioned whether monocyte apoptosis could 

indicate other factors causally associated with mortality [447]. In addition, this study 

reported an implausibly high percentage of apoptotic monocytes (37.7 ± 5.8% for 

survivors and 11.7 ± 8.2% for non-survivors on Day 1). 

By contrast, an earlier study by Adrie et al. (2001) reported monocyte apoptosis of 4.5 

± 2% and 7.4 ± 2.9% in sepsis survivors and non-survivors, respectively, and 3.1 ± 
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1.5% in control patients [135]. They found a significant increase in the percentage of 

dead cells (apoptotic plus necrotic) between control subjects and septic patients 

within the first 3 days of admission, but no differences at 7-10 days and at ICU 

discharge, and without differences between survivors and non-survivors. This 

highlights that temporal changes in apoptosis and timing of sample collection are 

crucial. The duration of illness before enrolment in these studies may introduce 

enough variability to make comparisons difficult. 

2.4.1.5 Mitochondrial function 

TMRM, used as a measure of MMP, trended higher in septic non-survivors compared 

to both control patients and septic survivors, but differences did not reach significance. 

The MitoSox signal, indicating mROS production, was higher in sepsis, with a 

significant difference between sepsis non-survivors and control patients. There is 

extensive evidence of sepsis-induced effects on mitochondria, including altered MMP 

and increased mROS production. These have been found in a wide range of tissues 

and cell types from clinical studies and animal models, including PBMCs (monocytes 

and lymphocytes) and monocytes specifically [129]. 

The MMP usually reflects electron flow through the complexes of the ETC, ultimately 

facilitating ATP generation [448]. In addition to ATP generation, mitochondria are 

involved in many other functions, including mROS generation. In most cells, ROS are 

primarily secreted via this route. However, in phagocytic immune cells, ROS can also 

be generated in large quantities by NADPH oxidase. Although regulated mROS plays 

an important signalling role and affects immune cell function and microbial clearance, 

uncontrolled generation can have deleterious effects on cellular functions [111]. 

The increase in mROS in the current study is in line with increased mROS generation 

and oxidative stress reported during sepsis that likely contributes to organ dysfunction 

[113, 134]. TMRM and MitoSox were positively correlated. Due to the deleterious 
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effects of excessive mROS, it could be argued that a lower MMP seen in septic 

survivors compared to non-survivors may, at least in part, prevent excessive mROS 

formation. This may be related to increased mitochondrial uncoupling [119]. However, 

two studies have reported an increase in the percentage of impaired and depolarised 

monocytes during sepsis [134], with higher levels in non-survivors [135]. These 

differences had disappeared in survivors by ICU discharge, highlighting the temporal 

changes seen in MMP during sepsis. In a paediatric sepsis study, Weiss and 

colleagues (2015) found no change in MMP of PBMCs, but a raised MMP at days 1-

2 was associated with the duration of organ injury [147]. 

Weiss and colleagues (2021) also performed another study with PBMCs and 

concluded that mitochondrial measurements, including respiration and Citrate 

Synthase (CS) activity, varied with changes in immune cell composition in children 

with and without sepsis [151]; they considered that differences in PBMC mitochondrial 

measurements between sepsis patients and controls were at least partially 

attributable to the effects of sepsis. One should be careful comparing outcomes in 

PBMCs in general with specific effects in monocyte subsets.  

2.4.2 Mitochondria and the immune response 

A significant positive correlation between TMRM (as indicator of MMP) and MitoSox 

(as indicator of mROS) was found in all patients. A higher MMP is known to increase 

production of mROS [449] which, in turn, is a potent initiator of the innate immune 

system with activation of the NLRP3 inflammasome [450], degradation of pathogens 

during phagocytosis, and modulation of TLR pathways and downstream signalling 

[451]. However, excess mROS could also have potentially unwanted consequences 

and damage organelles or cells. 

Strikingly, correlations between mitochondrial function and HLA-DR expression 

pointed in opposite directions for septic non-survivors compared to survivors and 
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control patients. TMRM was negatively correlated with HLA-DR expression in sepsis 

survivors, but positively correlated in sepsis non-survivors. Similarly, for MitoSox, 

there was a negative correlation with HLA-DR and Quantibrite HLA-DR in control 

patients, but a positive correlation in sepsis non-survivors. Although it was 

hypothesised that HLA-DR expression by monocytes is affected by mitochondrial 

dysfunction, it was only possible to study associations rather than causation. 

Belikova and colleagues (2007) found that basal rates of O2 consumption in PBMCs 

from septic patients and controls was negatively correlated with HLA-DR expression, 

but the percentage increase in O2 consumption after ADP stimulation was positively 

correlated [146]. However, they studied total PBMCs (lymphocytes and monocytes) 

rather than monocytes, and incubated healthy cells with plasma taken from septic 

patients at different timepoints, rather than measuring PBMCs from septic patients 

directly. The distinct direction of effects in the current study highlights the importance 

of stratifying patients into distinct groups for analysis and suggests a differential 

regulation in patient groups. 

In sepsis non-survivors, both TMRM and MitoSox were positively correlated with 

circulating IP-10, which is in line with correlations with HLA-DR expression. In control 

patients, there was a negative correlation between MitoSox and IL-10 in serum. Anti-

inflammatory IL-10 prevents accumulation of dysfunctional mitochondria and 

production of mROS via the induction of mitophagy in bone marrow-derived 

macrophages upon LPS stimulation [452]. This could explain the negative correlation 

found in control patients, with dysregulation especially in sepsis non-survivors. 

mROS is an activator of the NLRP3 inflammasome, and subsequent production of IL-

1β [450]. No significant correlation in the current study was found between MitoSox 

and serum IL-1β. However, levels found in serum are an accumulation of cytokines 

produced by a variety of cells and do therefore not necessarily represent IL-1β 

production by monocytes. No other significant correlations were found between 
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measures of mitochondrial function and serum inflammatory markers. Merz et al. 

(2017) also found no correlation between parameters of enzymatic activity or ATP 

content and cytokines (IL-1β, IL-6 and IL-10) in monocytes from septic patients [150]. 

Another possible explanation for these differences between control patients and 

survivors and non-survivors with correlations in opposite directions is the dependency 

of monocytes on glycolysis rather than OXPHOS during activation. While inhibition of 

glycolysis decreased production of pro- and anti-inflammatory mediators in LPS-

stimulated monocytes, a reduction in OXPHOS inhibited pro-inflammatory cytokines 

in monocytes and macrophages [180, 453, 454]. 

2.4.3 Hormones, mitochondria, and the immune response 

2.4.3.1 Catecholamines 

In the current study, serum noradrenaline levels surprisingly did not show any 

significant difference in patients with sepsis compared to control subjects. Median 

noradrenaline levels in sepsis survivors fell within the normal range (0.14-0.86 ng/mL) 

of non-stressed healthy subjects, but much higher levels would have been predicted 

in these critically ill patients. Likewise, median serum adrenaline levels remained 

within the normal range in septic patients, and did not differ from controls. Adrenaline 

even fell below the detectable range in many patients, despite high quality standard 

curves. Shock states and critical illness should result in early and marked elevations 

in both noradrenaline and adrenaline [66], the magnitude of which is greater in non-

survivors [342]. Although sedation of patients on the ICU could have contributed to 

suppressing the sympathetic nervous system and subsequent production of 

catecholamines, this is unlikely as most of the patients were not sedated. It is difficult 

to interpret these results and a methodological problem must be considered as 

discussed at the start of this paragraph. 
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Although no significant correlations were found between noradrenaline and TMRM or 

MitoSox, there was a positive correlation between adrenaline and both these 

measures of mitochondrial function in non-survivors. Catecholamines generally 

mobilise energy substrates for oxidation and conversion into ATP, rapidly increasing 

mitochondrial activity in various cells, including hepatocytes [190]. More specifically 

for monocytes, LPS exposure increased basal and maximal O2 consumption and 

glycolysis in catecholamine-trained cells, while the opposite was observed in naïve 

monocytes [193]. This suggests that adrenaline’s effects on mitochondrial function 

and metabolism depend on the activation state of the cell. This could, at least partially, 

explain the differences found between control patients and patients with sepsis. 

Previous studies with cardiomyocytes and adrenaline showed a simultaneous 

increase in mitochondrial activity, ROS formation, and antioxidant capacity [455, 456]. 

Increased oxidative stress with decreased GSH was also seen after exposure of gut 

tissue to adrenaline [457]. A significant correlation between adrenaline, TMRM, and 

MitoSox was however only found in septic non-survivors in the current study. This 

suggests that adrenaline’s lack of effects on MMP and mROS production in control 

patients and septic survivors might be explained by effects on other mechanisms such 

as uncoupling or antioxidant capacity. 

There were mixed positive and negative correlations between plasma catecholamines 

and both pro- and anti-inflammatory mediators. No clear picture emerged to suggest 

a direct impact of either noradrenaline or adrenaline on monocyte cell function. 

However, it should be stressed that serum analytes are produced by a wide range of 

cells and not by monocytes specifically. 

In another study of septic patients, a higher dose noradrenaline infusions were 

correlated with a more pro-inflammatory cytokine balance, whereas β-blocker use 

was associated with an overall anti-inflammatory balance [196]. They also used a 

human endotoxemia model to demonstrate that noradrenaline enhanced IL-10 
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production and attenuated the release of the pro-inflammatory IP-10. They concluded 

that the effects of noradrenaline on the immune system are mainly β-AR dependent, 

in particular β2-AR, resulting in reduced expression of pro-inflammatory cytokines. 

Catecholamines have varying affinity for the α- and β-ARs, depending on their 

concentration [69]. This could, at least in part, explain the discrepancies between the 

current study and the literature. 

HLA-DR and noradrenaline might be correlated via IL-10, which is a known 

depressant of monocyte HLA-DR. Downregulation of HLA-DR on classical monocytes 

was observed in cardiogenic shock patients and correlated with the noradrenaline 

dose used for treatment [458]. On the other hand, in vitro experiments in monocytes 

and whole blood found no effect of noradrenaline on HLA-DR expression [459, 460]. 

This suggests that noradrenaline might not affect HLA-DR directly, but rather have a 

common effector, or that levels of IL-10 influence HLA-DR expression. 

2.4.3.2 Cortisol 

Cortisol levels in both septic groups were higher compared to control patients, but 

only reached statistical significance in the non-survivor group. Levels of cortisol during 

sepsis are normally elevated, but diurnal variation is frequently lost and there is often 

poor responsiveness to exogenous ACTH stimulation [78-80]. Significant differences 

were not found between sepsis survivors and non-survivors, although the degree of 

increase in cortisol has previously been associated with the severity of illness [461].  

No significant correlations were found between cortisol and measures of 

mitochondrial function in any of the groups. Generally, glucocorticoids stimulate 

mitochondrial metabolism by mobilising energy substrates [225]. In addition, 

glucocorticoids can affect mitochondria by direct regulation of gene expression, and 

by affecting kinase signalling pathways [200, 219, 462, 463]. Glucocorticoids affect 

mitochondrial function in a time- and dose-dependent manner. Differences in duration 
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between disease onset and admission could have outbalanced glucocorticoid-

induced effects in sepsis. 

In sepsis survivors and in non-survivors, positive correlations were found between 

cortisol and IL-6 and TNF-α, respectively. Glucocorticoid effects are generally anti-

inflammatory [356]. Although cortisol levels were higher during sepsis, glucocorticoid 

resistance may have developed in these patients with suppressed GR expression and 

sensitivity, aggravating inflammation [82, 355].  

As the current study looked at correlations rather than causative effects, changes in 

serum cytokines could affect the production and release of cortisol. Indeed, release 

of inflammatory cytokines activate the HPA axis and cortisol production [76, 464]. 

Excessive cytokines could also reduce the number and binding affinity of the GR [82]. 

2.4.3.3 Thyroid hormones 

No differences were detected between any of the groups for both fT3 and rT3. Very 

high levels of both hormones were detected in one control patient who, to our 

knowledge, did not receive any thyroid hormones as part of their medication. Serum 

levels of fT3 exceeded the normal range of 3.0-7.9 pg/mL in both control and septic 

patients. Similarly, levels of rT3 exceeded the normal range of 91-221 pg/mL for all 

groups [465]. In septic patients, although not measured, this could potentially be 

explained by a reduced concentration of thyroid hormone binding proteins [90, 91]. 

Although levels of serum fT3 and rT3 did not differ, the ratio between the two seemed 

to decrease in sepsis, especially in non-survivors. This is in line with a decrease in 

circulating levels of fT3, whereas levels of rT3 increase, likely due to altered peripheral 

conversion of T4. The degree of these changes usually reflects severity of illness [89]. 

Whereas rT3 was almost negatively correlated with MitoSox in survivors, both fT3 and 

rT3 were positively correlated with TMRM and MitoSox in non-survivors. Thyroid 
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hormones, and especially T3, are generally known for their hypermetabolic effects via 

genomic and non-genomic pathways [466, 467]. More specifically, T3 has been 

associated with increased mitochondrial respiration but with a reduced efficiency 

potentially due to uncoupling [468, 469].  

T3 treatment led to increased mROS production in both in vivo and in vitro models 

[272, 470]. Oxidative stress was confirmed by increased expression of antioxidant 

defence genes. By contrast, rT3 is less metabolically active, although its effects on 

MMP and mROS have not been studied. By competitive binding of rT3 to its receptor, 

the induction of mitochondrial activity and metabolism by fT3 could be prevented. The 

correlation between thyroid hormones and measures of mitochondrial function in 

control patients and sepsis survivors was absent, potentially due to changes in thyroid 

receptor expression or binding [471]. The fall in fT3/rT3 ratios in non-survivors could 

have resulted in diminished uncoupling of the respiratory chain and antioxidant 

defences, resulting in higher MMP and mROS production in these patients. 

In non-survivors, both fT3 and rT3 were positively correlated with HLA-DR expression. 

Although thyroid hormones have genomic actions, its effect on HLA-DR expression 

are less well studied. One study in HELA cells showed that T4 and T3 enhanced IFN-

γ induced HLA-DR levels, whereas reverse T3 did not [472]. However, no significant 

correlations were found between thyroid hormones and serum INF-γ in these patients. 

It must be noted that serum INF-γ is not merely a reflection of production by 

monocytes, but rather an indication of the general inflammatory response. 

In addition to effects on HLA-DR, positive correlations were found for both fT3 and rT3 

with IL-6 levels, and for fT3 with IL-1β in control patients. IL-1β inhibits deiodinase 

enzyme activity and affects thyroid hormone metabolism in HepG2 cells [473]. It also 

modulates TR expression in the same cell line [474]. While significant correlations for 

survivors were found, both fT3 and rT3 were positively correlated with IP-10, MCP-1, 
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and IL-10 in non-survivors. However, surprisingly, anti-inflammatory IL-10 was also 

correlated with these hormones. 

In general, increased thyroid hormone levels result in an amplification of the pro-

inflammatory response of innate immune cells [87, 475]. However, one study found 

that IL-6 and IL-10 had a significant negative correlation with fT3 in critically ill patients 

[476]. Effects of rT3 on immune function have been less well studied. 

2.4.3.4 Insulin 

Insulin levels in sepsis survivors trended lower compared to control patients and 

sepsis non-survivors, but differences did not reach statistical significance. Circulating 

insulin levels may initially fall during sepsis, and this can be followed by the 

development of insulin resistance, which manifests itself as hyperglycaemia and 

hyperinsulinaemia [59]. Indeed, high glucose levels were found in the septic patients, 

especially in non-survivors. Serum insulin in non-survivors was highly variable, with 

levels in three patients outside of the normal range of 2-20 microU/L. These outliers 

did not receive insulin as part of their medication or treatment.  

Insulin was positively correlated with MitoSox in sepsis survivors. Hyperglycaemia 

induces superoxide production by the mitochondrial respiratory chain. The effects of 

insulin on glucose control, rather than direct effects, may protect against mitochondrial 

abnormalities [79]. This is however contrary to the positive correlation observed in my 

study. In line with my results, a study found increased ROS production on acute 

exposure to insulin in LPS-stimulated primary human monocytes, although the ROS 

were not mitochodria-specific [403]. 

No correlations were found in the current study between insulin and MMP. Insulin can 

modify mitochondrial function, with increased expression of mitochondrial proteins, 

enhanced MMP, higher oxidative enzyme activity and elevated ATP synthesis in both 
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muscle and sensory neurons [305, 309, 477]. These effects were diminished in 

subjects with insulin resistance [478]. While insulin resistance during sepsis could 

explain the lack of correlation in septic patients, it does not explain the lack of 

correlation in control patients [306]. 

No other correlations between insulin and measures of immune and inflammatory 

function were found. A recent review on the immunomodulatory effects of insulin 

argues that it exerts both pro- and anti-inflammatory effects, depending on the 

activation state of cells [378]. Although anti-inflammatory effects of insulin have mostly 

been reported, recent findings implicate a more involved role for insulin in shaping the 

immune response during an infection. These divergent roles could be explained by (i) 

the transcriptional activity of the insulin receptor, (ii) ratios between specific isoforms 

of proteins in the insulin signalling pathway, (iii) insulin signalling crosstalk with other 

immunological pathways, and (iv) dose and time-dependent effects. 

2.4.3.5 Glucagon 

Although glucagon levels trended lower in sepsis survivors compared to control 

patients and sepsis non-survivors, differences did not reach significance. Serum 

levels of glucagon in control patients fell within the normal range (40-120 pg/mL), 

whereas levels in sepsis survivors fell below the normal range. In some sepsis 

survivors, however, glucagon was not detectable, and this may potentially skew the 

results. Glucagon normally rises in acute illness to oppose the role of insulin in 

elevating sugar levels and other energy substrates [71]. This elevation in glucagon 

has previously been associated with disease severity and mortality sepsis [96, 97]. 

In the current study, no associations were seen between glucagon and measures of 

mitochondrial function. Increased glucagon to insulin ratios may be responsible for a 

decrease in glycolysis, and increase in OXPHOS in rat hepatocytes [286]. More 

specifically, glucagon is reported to stimulate mitochondrial activity, increasing MMP 
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and ATP formation in liver cells [282, 284, 285, 479, 480]. However, the literature on 

its effects on immune cells is limited. 

Potentially, a glucagon-induced increase in mitochondrial activity and ATP formation 

would increase mROS production. Glucagon could also potentially increase mROS 

production by induction of hyperglycaemia [481, 482]. Despite this evidence, 

glucagon reduced mROS in a stimulated rat neuronal cell line model [483]. Glucagon 

also inhibited superoxide production by polymorphonuclear cells [367]. 

No correlations were found between glucagon and measures of immune function and 

inflammation for any of the groups in my study. Limited studies have investigated 

glucagon’s effects on immune cell function. The general view is that it has anti-

inflammatory effects [484], with decreased production of cytokines by Th2 cells [485, 

486], decreased NK-cell activity [370, 371], and reduced neutrophil migration, 

chemotaxis, and adherence to endothelial cells [368, 487]. These effects increased 

susceptibility to sepsis in diabetic mice [368]. 

2.5 Strengths and limitations 

This observational study in septic patients intended to map temporal endocrine 

changes, inflammatory markers, mitochondrial and immune function of monocytes, 

and the correlation between these parameters in sepsis.  

The number of patients to be included in the current study was decided based on a 

previous study on endocrine and inflammatory changes in sepsis survivors and non-

survivors. However, that predetermined number could not be achieved within the time 

given for this secondment in Athens, even after extension. The small number of 

patients makes it impossible to analyse subgroups of patients with this heterogenous 

condition. There is a chance of encountering type II errors due to these low patient 
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numbers. The pre-operative patients used as reference were not precisely sex- and 

age-matched to the septic patients. 

It was also planned to examine the temporal endocrine, mitochondrial, immune, and 

inflammatory response. However, due to high mortality rates and discharge of 

patients, this became impossible after Day 1. The days included in the current study 

design, with Day 7 being the longest after hospital admission, are still relatively early, 

meaning prolonged critical illness was not examined. Including days beyond those 

already used in the current study would have been impossible, due to even higher 

numbers of patients that died or were discharged. 

Sepsis requires medical treatment that cannot be ethically withheld from patients. In 

addition to sepsis-related treatment and medication, septic patients often have many 

comorbidities, all with their own set of prescribed treatments. Such medications 

include glucocorticoids, catecholamines, insulin, and β-blockers, and these could 

have confounded parameters that were studied in these experiments. Patients 

receiving these sepsis-related interventions are often more severe cases and can 

therefore not be excluded from the study, as this would lead to an inaccurate 

representation of the total population of sepsis patients.  

Another factor making studying endocrine effects difficult, in addition to administration 

of exogenous hormones in patients, is the fact that hormones are not released 

uniformly throughout the day. Instead, they respond to various stressors and to the 

metabolic state of patients. However, to avoid effects of fluctuations throughout the 

day, blood was drawn every day between 8.00-9.00 am to keep these effects as 

constant as possible. Furthermore, as mentioned above, diurnal rhythms of hormone 

secretion are often lost in critical illness. 

It was attempted to study as many endocrine, immune, and mitochondrial changes 

within the same set of patients as possible. Due to the available equipment in the host 
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lab in Athens, this had to be limited to some of the parameters included. The flow 

cytometer allowed detection of only five fluorochromes simultaneously, but due to the 

wide excitation of MitoSox in particular, this had to be limited to four. This made it 

impossible to study monocyte subsets or other cell types. In addition, measurements 

of mitochondrial and immune cell function also had to be limited. 

By not including measurement of stimulating hormones and precursors, it cannot be 

concluded which steps within endocrine pathways were affected. Inclusion of more 

mitochondrial parameters, such as complex activity assays, antioxidant activity, and 

respirometry for measurement of O2 consumption, uncoupling and ATP production, 

would have given a more complete overview of all endocrine-induced effects. 

However, due to the already extensive nature of current measurements, the most 

relevant measures had to be selected. 

For MitoSox specifically, the question remains as to whether this dye is mitochondrial 

co-specific for phagocytic cells. MitoSox normally specifically targets mitochondria 

where it is rapidly oxidised by superoxide. The manufacturer’s validation experiments 

for mitochondrial specificity have not included phagocytic cells, where the majority of 

ROS is produced by NADPH oxidase. In these cells, MitoSox could be exposed to 

non-mitochondrial ROS outside of the mitochondria, be oxidised, and emit a non-

mitochondrial specific fluorescent signal. 

2.6 Summary and conclusions 

This in vivo study examined the link between various circulating hormone levels, 

mitochondrial and immune cell function of monocytes, and serum inflammatory 

markers from septic patients and pre-operative controls on Day 1 after admission. 

Interestingly, opposite directions of correlations were found for some measurements. 

For example, MMP was positively associated with HLA-DR expression in survivors, 
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but negatively in non-survivors, without significant differences in MMP or HLA-DR 

between these two groups. Similarly, mROS was negatively associated with HLA-DR, 

quantified HLA-DR, and IL-10 in control patients, but positively with HLA-DR and IP-

10 in non-survivors, with higher mROS levels in sepsis patients, especially in non-

survivors. This highlights potential dysregulation of mitochondrial function and HLA-

DR expression during sepsis, especially in non-survivors. This suggests that affecting 

mitochondrial function might be beneficial in some patients, but could be detrimental 

in others, depending on the dominating inflammatory or immunosuppressive phase 

[488]. 

Catecholamines are currently being used in septic shock for haemodynamic 

stabilisation. Whereas noradrenaline is recommended as the drug of first choice, 

adrenaline is recommended for those with an inadequate response to noradrenaline 

and vasopressin, or for those patients with septic shock and suppressed cardiac 

function [8]. Whereas noradrenaline has previously been suggested as a driver of 

sepsis-induced immunosuppression, a correlation was found predominantly with pro-

inflammatory mediators. Again, potential effects on patient outcome will depend on 

disease state and immune function, but my results do not warrant a search for 

alternative vasopressors or administration of β-blockers as suggested by others [196]. 

While cortisol was negatively correlated with TNF-α and IL-10 in control patients, it 

was positively correlated with IL-6 and TNF-α in sepsis survivors and non-survivors. 

Cortisol levels were significantly higher in non-survivors compared to control patients; 

this could indicate differential regulation depending on dose. Indeed, variable dosing 

effects have recently been studied in COVID-19, and have also been argued to be a 

potential explanatory factor in controversial effects in sepsis [489, 490]. 

Other explanatory factors, although not studied, include differences in activation state 

of cells, or receptor expression and sensitivity. Due to these controversial effects, 

glucocorticoids are currently only suggested to lower vasopressor requirement in 
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septic shock [8]. Differences found in the current study highlight the importance of 

stratifying patients based on glucocorticoid levels and sensitivity, and disease state 

and immune function. 

Whereas generally positive associations have been found between both fT3 and rT3 

with mitochondrial measurements, HLA-DR, and inflammatory markers in control 

patients and non-survivors, rT3 was almost negatively associated with mROS in 

sepsis survivors, without any differences in rT3 serum levels. These differential 

directions suggest altered receptor expression or sensitivity of cells. Administration of 

fT3 or rT3 may be beneficial in those who are immunosuppressed but could potentially 

induce excessive mROS formation in others. Thyroid hormones are not currently used 

routinely in clinical practice but have been studied in critical illness. Studies with 

substitution doses of T4 and T3 have been unable to increase circulating plasma levels 

and reveal any benefits. However, on the other hand, supraphysiological doses could 

lead to overtreatment and further TSH suppression. An intervention study with TRH 

re-established normal thyroid levels but did not elicit any changes in metabolic 

response [416]. 

The positive link between insulin and mROS in survivors, without any correlations with 

other measures of mitochondrial or immune functions, makes it difficult to draw 

conclusions. The same applies to glucagon. The use of insulin, especially its effect 

on normalising blood glucose levels, has been shown to benefit immune function 

[491]. However, its effects on morbidity and mortality has been controversial and its 

use in clinical practice is still a matter of debate [89]. 

The current study was most likely underpowered, making it difficult to draw 

conclusions and adjust for interactions with other endocrine and immunomodulating 

drugs and treatments, and potential confounders. Studying endocrine effects on 

mitochondrial and immune function during sepsis is highly complex due to the 

heterogenous and biphasic nature of the disease, and interplay between various 



113 
 

hormones. For example, catecholamines and glucocorticoids increase insulin 

resistance [89]. Altogether, the current study highlights the importance of stratifying 

patients based on endocrine levels, sensitivity of cells, and immune status. 

In addition, associations between measurements were looked at, rather than studying 

causative effects of hormones. Conclusions on the direction of possible associations 

can therefore not be drawn. To reliably study the association between hormone 

changes and mitochondrial disruption in these critically ill patients, one would have to 

include more patients, especially when subsequently dividing patients with this 

heterogenous condition into subgroups. Another option would be to isolate PBMCs or 

monocytes from these patients, incubate them in their own serum, manipulate the 

levels and effects of these hormones by adding them to the cells, or blocking their 

receptors. In future experiments it would be interesting to include more measures of 

mitochondrial function, including respirometry.  
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Chapter 3 Catecholamine- and glucocorticoid- 

induced effects on monocyte mitochondrial and 

effector function; an in vitro model of infection 

3.1 Introduction 

In vitro stimulation studies were executed with Heat-Killed Bacteria (HKB) and a 

selection of stress hormones, namely adrenaline, noradrenaline, and hydrocortisone. 

These were selected based on (i) changes in endogenous levels of these stress 

hormones during sepsis, (ii) the correlation between these hormones and monocyte 

mitochondrial and effector function in septic patients, and (iii) on the common use of 

these endocrine therapies in sepsis. The type and concentration of HKB, and the 

duration of incubation, were determined during an initial optimisation study. PBMCs 

were isolated from healthy volunteers and incubated with Escherichia Coli (EC) or 

Staphylococcus Aureus (SA), and/or three concentrations (correlating to reference 

values and levels found in sepsis and septic shock) of the above stress hormones. 

Mitochondrial and immune cell function of PBMCs, and monocytes in particular, were 

subsequently measured by flow cytometry. 

3.2 Methodology 

3.2.1 Study design 

For in vitro PBMC stimulation, fresh PBMCs were isolated from healthy volunteers 

(six per study) by Ficoll gradient centrifugation of 10 mL samples of venous whole 

blood. Sodium heparin (1 IU/mL blood) (Fannin, Wellingborough, UK) was used to 

prevent clotting. PBMCs were initially plated on 96-well plates and incubated for three 

different durations (1, 6 and 24 hours) with three different concentrations of SA (106, 
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107, and 108 particles/mL) and EC (105, 106, and 107 particles/mL) (both InvivoGen, 

Toulouse, France). After incubation, cells were stained with LIVE/DEAD™ stain, pan-

leukocyte and monocyte markers, HLA-DR, and mitochondrial dyes for measurement 

of MMP using TMRM, and mROS production using MitoSox. Samples were then 

analysed by flow cytometry. After optimisation, it was determined to continue further 

experiments with stress hormones with a 6-hour stimulation of cells with SA. 

3.2.2 PBMC isolation 

The 10 mL sample of venous blood was diluted in 20 mL PBS at room temperature 

(Gibco, Bleiswijk, The Netherlands) and layered carefully on top of 15 mL of Ficoll-

paque PLUS (GE Healthcare, Chicago, IL, USA) in a 50 mL Falcon tube. This 

standardised medium is widely used for isolation of lymphocytes and monocytes from 

peripheral blood by a rapid density centrifugation procedure. Centrifugation for 30 

minutes (1400 RPM, 20°C) without break separated the two layers into plasma, 

PBMCs, Ficoll-paque, granulocytes, and a bottom layer of red blood cells. The PBMC 

layer was subsequently aspirated, transferred into a clean 50 mL Falcon tube, and 

washed twice with 30 mL of PBS at room temperature by spinning samples for 8 

minutes (1400 RPM, 20°C) with break. 

After washing, PBMCs were diluted in 5 mL pre-warmed (37°C) Dulbecco’s Modified 

Eagle Medium (DMEM) (Gibco). This contained 4.5 g/L D-glucose, L-Glutamine, and 

25 mM N-2-Hydroxyethylpiperazine-N’-2-Ethanesulfonic Acid (HEPES), but no 

phenol-red as this would disturb flow cytometry analyses. Media was supplemented 

with 10% Fetal Bovine Serum (FBS) (Sigma-Aldrich) and will from now on be referred 

to as complete cell culture media. Cell numbers and viability were assessed using 

Trypan Blue stain 0.4% (Invitrogen). A 1:1 mix by volume of cells and Trypan Blue 

was loaded onto Countess™ slides and read with the Countess II automatic cell 

counter (Invitrogen).  
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The cell suspension was subsequently diluted with complete cell culture media to a 

final concentration of 1x106 cells/mL. A total of 100 uL of cell suspension was plated 

on sterile Nunclon™ 96-well plates (Thermo Fisher Scientific), resulting in 100.000 

cells per well. Simultaneously, HKB (EC or SA) and/or stress hormones (adrenaline, 

noradrenaline, or hydrocortisone) were added to these wells as described in the next 

section. Cells with HKB only were incubated at 37°C with 5% CO2 for 1, 6, and 24 

hours during initial optimisation. A 6-hour incubation was then chosen for subsequent 

co-incubation with stress hormones. 

3.2.3 Stimulation with HKB and hormones 

During optimisation studies, the effects of both Gram-positive (SA) and Gram-

negative (EC) bacteria on mitochondrial function (MMP and mROS production), and 

HLA-DR expression of PBMCs and monocytes were studied. Isolated PBMCs were 

incubated for 1, 6 and 24 hours with three different concentrations of SA and EC. 

Based on this initial optimisation study, I decided to continue with a 6-hour incubation 

of PBMCs at a concentration of 108 particles/mL of SA. 

Subsequently, three different concentrations of adrenaline (Hameln, Gloucester, UK), 

noradrenaline (Aguettant, Lyon, France) and hydrocortisone were tested (Pfizer, 

Kent, UK). These three concentrations were selected based on plasma levels of 

catecholamines and glucocorticoids reported in the sepsis literature, and my own 

measurements in patient samples (Table 3). The lowest concentration represents the 

healthy normal range, whereas medium and high concentrations represent average 

and peak levels found in septic patients. 
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Table 3. Hormone concentrations based on literature and previous experiments. These 

were chosen based on levels found in healthy subjects and in septic patients. 

Hormone Low dose Medium dose High dose Reference 

Adrenaline 0.1 ng/mL 1 ng/mL 10 ng/mL [66, 342, 417, 459] 

Noradrenaline 1 ng/mL 10 ng/mL 100 ng/mL [66, 342, 417, 459] 

Hydrocortisone 0.1 ug/mL 1 ug/mL 10 ug/mL [417, 492, 493] 

3.2.4 Flow cytometry 

3.2.4.1 Staining protocol 

Flow cytometry was used to study the effects of HKB, and adrenaline, noradrenaline, 

and hydrocortisone on PBMCs, and monocytes in particular. Incubated cells were 

stained with viability markers and fluorescently labelled antibodies, loaded onto the 

LSR Fortessa™ X-20 Cell Analyzer (BD Biosciences), and analysed with FACS 

Diva™ Software (BD Biosciences). PBMCs were characterised by the pan-leukocyte 

marker CD45, whereas monocyte subsets were characterised by expression of HLA-

DR, CD14, and CD16. Monocyte HLA-DR expression was used as a marker of 

antigen presentation. In addition, cells were incubated with TMRM or MitoSox for 

analysis of MMP and mROS production, respectively. 

After incubation of cells with the two HKB and/or stress hormones, staining protocols 

for measurement of mROS and MMP were initiated (Table 4). Cells were incubated 

with 1 uL of a 1:10 dilution of LIVE/DEAD fixable Near-IR dead cell stain (Invitrogen) 

for 30 minutes at room temperature in the dark. After 15 minutes, cells were stained 

with 0.5 uL of CD14-APC (BioLegend), CD16-VioGreen (Miltenyi Biotec, Bergisch 

Gladbach, Germany), CD45-eFluor 450 (Invitrogen), and HLA-DR-BV711 

(BioLegend) and left at room temperature in the dark for another 15 minutes. 

Due to spectral overlap, MitoSox and TMRM (both Invitrogen) were added to the 

above cells in separate panels at the same time as all antibodies. For MitoSox, 1 uL 

of a 1:10 dilution was added to the cell suspension, and for TMRM, 5 uL of a 1:100 
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dilution of 50 uM. After incubation for another 15 minutes in the dark at room 

temperature, cells were transferred to 5 mL round bottom polystyrene tubes (Sarstedt) 

containing 300 uL of Hank’s Balances Salt Solution (HBSS) (Gibco). 

Table 4. Flow cytometry panels for TMRM and MitoSox. 

   MitoSox panel TMRM panel 

Laser Filter Fluorochrome Target Clone Target Clone 

Violet (405 nm) 450/50 

525/50 

710/50 

eFluor450 

VioGreen 

BV711 

CD45 

CD16 

HLA-DR 

HI30 

REA422 

L243 

CD45 

CD16 

HLA-DR 

HI30 

REA422 

L243 

Blue (488 nm) 582/15 

710/50 

PE 

PerCp-Cy5.5 

 

MitoSox 

 

 

TMRM  

Red (640 nm) 670/30 

780/60 

APC 

Near-IR 

CD14 

LIVE/DEAD 

HCD14 

 

CD14 

LIVE/DEAD 

HCD14 

 

3.2.4.2 Acquisition and gating strategy 

Before each experiment, BD FACS Diva CS&T Research Beads (BD Biosciences) 

were run for calibration of the flow cytometer. Compensation was set using BD Anti-

Mouse Ig CompBeads™ (BD Biosciences) for CD45, CD14, and HLA-DR. Healthy 

cells were used for compensation of CD16, LIVE/DEAD, TMRM, and MitoSox. To 

induce maximum fluorescence for the LIVE/DEAD stain, cells were heat-killed by 

incubation at 60°C for 15 minutes prior to staining. To induce maximum fluorescence 

for MitoSox, cells were incubated with 5 uL of 1:10 Antimycin A (10 uM) (Sigma-

Aldrich) after full staining, and incubated at 37°C for 15 minutes. 

In conjunction with the above-mentioned staining protocols, unstained control 

samples were run for every volunteer separately, and FMO controls were used to set 

gating strategies for CD45, HLA-DR, CD14, CD16, and LIVE/DEAD. Heat-killing of 

cells (60°C for 15 minutes) was used as positive control for LIVE/DEAD. For 

mitochondrial dyes, incubation with 5 uL of 1:10 FCCP (50 uM) (Sigma-Aldrich) prior 
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to staining with TMRM, and 5 uL of 1:10 Antimycin A, a mitochondrial ETC inhibitor 

(10 uM), after staining with MitoSox, were used as negative and positive controls, 

respectively. 

For each sample, 2,000 HLA-DR+ cells were acquired. Cell populations were identified 

using sequential gating strategies in FlowJo Version 10 (Tree Star Inc.) (Figure 17). 

After the exclusion of debris and doublets on a SSC-A/FSC-A, and FSC-H/FSC-A plot 

respectively, PBMCs were gated based on pan-leukocyte CD45 expression. For 

these PBMCs, LIVE/DEAD- live cells were selected. In live CD45+ PBMCs, the 

geometric means for TMRM, MitoSox, and HLA-DR were subsequently calculated. 

Following gating of CD45+ PBMCs, sub-populations of monocytes were identified 

based on expression of HLA-DR, CD14, and CD16. In these sub-populations, live 

cells were again selected based on negative LIVE/DEAD, and the geometric means 

for TMRM, MitoSox, and HLA-DR were subsequently calculated in these subsets. 

                      

                                   

                       
Figure 17. Gating strategy for TMRM, MitoSox, and HLA-DR in live PBMCs and 

monocytes.  
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3.2.5 Statistical analysis 

Office Excel (Microsoft) was used for data organisation. Visualisation of data and 

statistical analysis were performed with GraphPad Prism Version 9 (GraphPad 

Software). Due to limited numbers of volunteers, data were visualised as median ± 

Interquartile Range (IQR). To study the effects of SA compared to unstimulated cells, 

Wilcoxon matched pairs signed rank test was used. For analysis of the effects of 

various concentrations of HKB, the effects of stress hormones on healthy cells, and 

the effects of stress hormones on SA treated cells, Friedman tests with subsequent 

uncorrected paired Dunn’s tests were run. No corrections were applied due to the 

limited numbers of volunteers. A P-value <0.05 was considered significant. 

3.3 Results 

The effects of different concentrations of, and incubation times with, EC and SA, and 

the effect of 6 hour’s incubation with SA and stress hormones on mitochondrial and 

immune function of PBMCs and monocytes were analysed using flow cytometry. 

Results for MMP (TMRM), mROS production (MitoSox), and HLA-DR expression are 

expressed as the geometric means of MFI (in Arbitrary Units (A.U.)) in live PBMCs 

and monocyte subsets. 

3.3.1 HKB optimisation 

The effects of three different concentrations of Gram-positive (SA) and Gram-negative 

(EC) bacteria on cell distribution, viability, mitochondrial function, and HLA-DR 

expression of total PBMCs and monocytes were studied during three time-points (1, 

6 and 24 hours). Mitochondrial function (MMP and mROS production) and HLA-DR 

expression were measured in live cells only.  
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3.3.1.1 Viability 

The viability of PBMCs and monocytes was calculated as percentage of LIVE/DEAD- 

cells (Supplementary Figure 2). While a 1-hour incubation with HKB did not result in 

significant differences in viable PBMCs or monocytes, a longer 6-hour incubation of 

PBMCs did (P=0.03), with decreased viability after SA (107) (P=0.0004) and SA (108) 

(P=0.02) stimulation. Overnight incubation of PBMCs with HKB resulted in changes 

in the viability of these cells (P=0.002). Incubation with both SA (107) and SA (108) 

resulted in decreased viability (P=0.04 and P=0.002, respectively). 

For monocytes, a 6-hour incubation resulted in significant differences (P=0.008), with 

multiple comparisons showing a decreased viability after incubation with SA (107), SA 

(108), and EC (107) (P=0.0006, P=0.003, and P=0.03, respectively). Overnight 24-

hour incubation also resulted in a significant difference between groups (P=0.0007), 

with a decrease in the number of viable monocytes incubated with SA (107), SA (108), 

and EC (106) (P=0.003, P=0.0003, and P=0.04, respectively). 

3.3.1.2 Cell distribution 

The number of total HLA-DR+/CD14+/CD16+ monocytes was calculated as a 

percentage of total CD45+ PBMCs (Supplementary Figure 3). After a 1-hour 

incubation, all but EC (107) (P=0.08) resulted in a significant decrease in the 

percentage of monocytes (P=0.03) compared to unstimulated cells. After 6 hours, 

most of these effects persisted (P=0.0008), with a significant decrease in monocytes 

after incubation with SA (106) (P=0.03), EC (106) (P=0.001), and EC (107) (P=0.009). 

After overnight 24-hour incubation, a significant decrease was again found 

(P=0.0005), specifically with SA (106) (P=0.003), EC (105) (P=0.03), and EC (106) 

(P=0.03). 
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3.3.1.3 Mitochondrial membrane potential 

TMRM was used as an indicator of MMP (Supplementary Figure 4). After a 1-hour 

incubation of PBMCs with HKB, no differences were observed in the TMRM signal 

(P=0.51). After 6 hours, a significant increase was found in TMRM (P=0.04) for both 

SA (107) and SA (108) (P=0.005 and P=0.02, respectively). Stimulation for 24 hours 

did again not result in any significant changes in live PBMCs (P=0.16). 

Even though especially SA seemed to decrease TMRM in monocytes at the various 

timepoints, incubation with HKB did not result in any significant differences in TMRM 

at 1 hour (P=0.30), 6 hours (P=0.39), or 24 hours (P=0.80),  

3.3.1.4 Mitochondrial ROS production 

PBMCs incubated with SA (108) for 1 hour seemed to elevate mROS, as measured 

by MitoSox signal, but none of the concentrations of HKB induced any significant 

changes at this timepoint (P=0.13) (Supplementary Figure 5). After 6 hours’ 

incubation, differences were found between groups (P=0.005), with increased 

MitoSox expression in SA (107) (P=0.04) and SA (108) (P=0.0003). Overnight 

incubation resulted in a significant difference between groups (P=0.03), with 

increases in MitoSox seen in the two higher doses of SA (P=0.04 and P=0.0006) and 

EC (P=0.02 and P=0.05). 

Specifically for monocytes, a 1-hour incubation with HKB did not result in significant 

differences between groups (P=0.12), even though especially SA (108) seemed to 

increase MitoSox in these cells. After 6 hours’ incubation, MitoSox levels in 

monocytes increased (P=0.0008), specifically for higher doses of SA and EC (107) (all 

P=0.01). Incubation for 24 hours also showed significant differences between groups 

(P=0.03), with an increase in MitoSox with all HKB concentrations apart from EC (105) 

(P=0.06). 
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3.3.1.5 HLA-DR expression 

HLA-DR expression on cells was used as a measure for antigen presenting capacity 

(Supplementary Figure 6). For PBMCs, no differences were found between groups 

after a 1-hour incubation with any of the HKB concentrations (P=0.41). However, after 

6 hours’ incubation, these did alter significantly (P=0.03), whereas after 24 hours of 

incubation, the differences had disappeared (P=0.13). 

For monocytes specifically, no overall differences were detected between groups after 

a 1-hour incubation (P=0.30). After 6 and 24 hours of incubation, differences in HLA-

DR expression between groups were found (P=0.01 and P=0.0008, respectively). 

3.3.2 Adrenaline incubation 

3.3.2.1 Viability and cell distribution 

Isolated PBMCs were incubated with SA and three different concentrations of 

adrenaline for 6 hours. After incubation, LIVE/DEAD stain was used to distinguish live 

from dead cells in PBMCs, and in monocyte sub-populations (Figure 18). For PBMCs, 

viability remained high across all treatment conditions. For non-classical monocytes, 

median viability was decreased after SA incubation (P=0.03), but this effect was not 

seen for intermediate or classical monocytes (P=0.31 and P>0.99, respectively). No 

impact was seen with adrenaline co-incubation under any condition. 

Monocyte sub-populations were determined based on surface expression of HLA-DR, 

and CD14 and CD16 antibodies. Total monocytes are expressed as percentage of 

CD45+ PBMCs, whereas monocyte sub-populations as percentage of total monocytes 

(Figure 18). No significant changes were found in the total number of monocytes after 

treatment with either SA, adrenaline, or both. For non-classical and intermediate 

monocytes, a significant increase in the number of these cells was observed after 

incubation with SA, whereas the same treatment resulted in a significant decrease in 
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classical monocytes (P=0.03 for all). Adrenaline did not further affect the distribution 

of these monocyte subsets. 

U
S

AD
l

AD
m

A
D
h

S
A

SA
+A

D
l

SA
+A

D
m

SA
+A

D
h

0

20

40

60

80

100

PBMC

L
iv

e
 c

e
lls

 (
%

)

U
S

AD
l

AD
m

A
D
h

S
A

SA
+A

D
l

SA
+A

D
m

SA
+A

D
h

0

20

40

60

80

100

Non-Classical

L
iv

e
 c

e
lls

 (
%

)

✱

U
S

AD
l

AD
m

A
D
h

S
A

SA
+A

D
l

SA
+A

D
m

SA
+A

D
h

0

20

40

60

80

100

Intermediate

L
iv

e
 c

e
lls

 (
%

)

U
S

AD
l

AD
m

A
D
h

S
A

SA
+A

D
l

SA
+A

D
m

SA
+A

D
h

0

20

40

60

80

100

Classical

L
iv

e
 c

e
lls

 (
%

)

U
S

AD
l

AD
m

A
D
h

S
A

SA
+A

D
l

SA
+A

D
m

SA
+A

D
h

0

2

4

6

8

10

Monocytes

%
 o

f 
to

ta
l 
P

B
M

C

U
S

AD
l

AD
m

A
D
h

S
A

SA
+A

D
l

SA
+A

D
m

SA
+A

D
h

0

10

20

30

40

50

Non-Classical

%
 o

f 
to

ta
l 
M

o
n
o
c
y
te

s

✱

U
S

AD
l

AD
m

A
D
h

S
A

SA
+A

D
l

SA
+A

D
m

SA
+A

D
h

0

20

40

60

80

Intermediate

%
 o

f 
to

ta
l 
M

o
n
o
c
y
te

s

✱

U
S

AD
l

AD
m

A
D
h

S
A

SA
+A

D
l

SA
+A

D
m

SA
+A

D
h

0

20

40

60

80

100

Classical

%
 o

f 
to

ta
l 
M

o
n
o
c
y
te

s

✱

 

Figure 18. Viability and distribution of cells after incubation with SA and/or adrenaline. 

Isolated PBMCs from healthy volunteers (n=6) were incubated for 6 hours with SA and/or three 

different concentrations of adrenaline. These samples were analysed by flow cytometry using 

pan-leukocyte marker CD45 for identification of PBMCs, and CD14/CD16 and HLA-DR for 

identification of monocyte subsets (being Non-Classical, Intermediate and Classical 

monocytes). The number of live (LIVE/DEAD-) PBMCs and monocytes are expressed as 

percentage of the total amount of these cells. The number of monocytes is expressed as 

percentage of the total amount of PBMCs in the sample. The number of monocyte subsets is 

expressed as the total amount of monocytes in the sample. Data presented as median ± IQR. 

US: Unstimulated; SA: S. Aureus; ADl: Adrenaline low dose (0.1 ng/mL); ADm: Adrenaline 

medium dose (1 ng/mL); ADh: Adrenaline high dose (10 ng/mL). *P<0.05. 

3.3.2.2 Mitochondrial markers and HLA-DR 

Even though viability after 6 hours of incubation was good in PBMCs and monocyte 

sub-populations, subsequent analysis of TMRM, MitoSox, and HLA-DR was 

performed in live cells only, to limit the effects of dead cells in the samples. MMP was 

measured by flow cytometry as the geometric mean of TMRM MFI (Figure 19). 

SA stimulation did not affect the TMRM signal of PBMCs, nor of any of the monocytes. 

Although differences were found between healthy non-classical monocytes treated 

with adrenaline (P=0.04), multiple comparisons did not detect individual significant 
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changes. Incubation of PBMCs with SA and adrenaline resulted in differences 

between groups (P=0.04), with a decrease in the TMRM signal with a low dose 

(P=0.01). Although adrenaline seemed to decrease TMRM in non-classical 

monocytes, differences between groups did not reach significance (P=0.06). 
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Figure 19. TMRM, MitoSox, and HLA-DR signal in live cells after incubation with SA 

and/or adrenaline. Isolated PBMCs from healthy volunteers (n=6) were incubated for 6 hours 

with SA and/or three different concentrations of adrenaline. These samples were analysed by 

flow cytometry using pan-leukocyte marker CD45 for identification of PBMCs, and CD14/CD16 

and HLA-DR for identification of monocyte subsets (being Non-Classical, Intermediate and 

Classical monocytes). TMRM (measuring MMP), MitoSox (measuring mROS) and HLA-DR 

signal was measured in live (LIVE/DEAD-) monocytes only. Data presented as median ± IQR. 

A log-scale was used for presentation of MitoSox. MFI: Mean Fluoresce Intensity; A.U.: 

Arbitrary Units; US: Unstimulated; SA: S. Aureus; ADl: Adrenaline low dose (0.1 ng/mL); ADm: 

Adrenaline medium dose (1 ng/mL); ADh: Adrenaline high dose (10 ng/mL). *P<0.05; 

**P<0.01. 

mROS production was measured by flow cytometry as the geometric mean of MitoSox 

MFI (Figure 19). SA stimulation increased the MitoSox signal of all cells (P=0.03). In 

healthy non-classical monocytes, the addition of adrenaline resulted in a dose-

dependent change in MitoSox (P=0.04), with both a medium (P=0.03) and high dose 
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(P=0.04) resulting in an increased signal. The visual decrease in mROS in SA treated 

intermediate monocytes did not reach significance (P=0.07). No other significant 

changes in MitoSox after adrenaline addition were observed. 

HLA-DR expression is visualised as the geometric mean of MFI (in A.U.) (Figure 19). 

Stimulation of cells with SA only resulted in a significant decrease in HLA-DR on 

intermediate monocytes (P=0.03). Although noradrenaline seemed to increase HLA-

DR in SA treated non-classical and intermediate monocytes, and decrease in 

classical monocytes, these changes did not reach significance (P=0.37, P=0.09, and 

P=0.09, respectively). 

3.3.3 Noradrenaline incubation 

3.3.3.1 Viability and cell distribution 

Viability of PBMCs and monocyte sub-populations after noradrenaline incubation was 

assessed by LIVE/DEAD near-IR (Figure 20). Viability of cells was affected by SA 

treatment in non-classical monocytes only (P=0.03). The addition of noradrenaline to 

cells did not result in any significant changes for PBMCs, nor intermediate and 

classical monocytes. However, in SA treated non-classical monocytes, a high 

concentration of noradrenaline caused a drop in viability (Friedman: P=0.03; Dunn’s: 

P=0.004). 

Monocyte sub-populations were determined based on surface expression of HLA-DR, 

and CD14 and CD16 antibodies, and expressed as percentage of total CD45+ PBMCs 

(Figure 20). The total number of monocytes in the sample did not change upon 

addition of SA (P=0.44), but the distribution of sub-populations did. A significant 

increase in the percentage of non-classical and intermediate monocytes, and a 

decrease in the percentage of classical monocytes was observed (P=0.03 for all). 
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The addition of noradrenaline to SA treated non-classical monocytes indicated 

differences between groups (P=0.02), but subsequent multiple comparisons were not 

significant. SA treated classical monocytes did show differences after noradrenaline 

incubation (P=0.04). In these cells, a high concentration of noradrenaline resulted in 

decreased numbers of classical monocytes (P=0.04). 
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Figure 20. Viability and distribution of cells after incubation with SA and/or 

noradrenaline. Isolated PBMCs from healthy volunteers (n=6) were incubated for 6 hours with 

SA and/or three different concentrations of noradrenaline. These samples were analysed by 

flow cytometry using pan-leukocyte marker CD45 for identification of PBMCs, and CD14/CD16 

and HLA-DR for identification of monocyte subsets (being Non-Classical, Intermediate and 

Classical monocytes). The number of live (LIVE/DEAD-) PBMCs and monocytes are 

expressed as percentage of the total amount of these cells. The number of monocytes is 

expressed as percentage of the total amount of PBMCs in the sample. The number of 

monocyte subsets is expressed as the total amount of monocytes in the sample. Data 

presented as median + IQR. US: Unstimulated; SA: S. Aureus; NAl: Noradrenaline low dose 

(1 ng/mL); NAm: noradrenaline medium dose (10 ng/mL); NAh: Noradrenaline high dose (100 

ng/mL). *P<0.05; **P<0.01. 

3.3.3.2 Mitochondrial markers and HLA-DR 

or PBMCs and all monocyte sub-populations, incubation with SA did not affect TMRM 

signal (Figure 21). Incubation of healthy and SA treated cells with noradrenaline 

neither resulted in any significant changes in TMRM. 
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The geometric mean of MitoSox MFI was used to measure mROS production in live 

PBMCs and monocyte sub-populations. The addition of SA increased MitoSox signal 

significantly in all cell populations (P=0.03 for all). Although noradrenaline in all three 

concentrations seemed to increase MitoSox in non-classical monocytes, this effect 

did not reach significance (P=0.09). Similarly, the visual decrease in SA treated 

classical monocytes also did not reach significance (P=0.57). 
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Figure 21. TMRM, MitoSox, and HLA-DR signal in live cells after incubation with SA 

and/or noradrenaline. Isolated PBMCs from healthy volunteers (n=6) were incubated for 6 

hours with SA and/or three different concentrations of noradrenaline. These samples were 

analysed by flow cytometry using pan-leukocyte marker CD45 for identification of PBMCs, and 

CD14/CD16 and HLA-DR for identification of monocyte subsets (being Non-Classical, 

Intermediate and Classical monocytes). TMRM (measuring MMP), MitoSox (measuring 

mROS) and HLA-DR signal was measured in live (LIVE/DEAD-) monocytes only. Data 

presented as median + IQR. A log-scale was used for presentation of MitoSox. MFI: Mean 

Fluoresce Intensity; A.U.: Arbitrary Units; US: Unstimulated; SA: S. Aureus; NAl: 

Noradrenaline low dose (1 ng/mL); NAm: noradrenaline medium dose (10 ng/mL); NAh: 

Noradrenaline high dose (100 ng/mL). *P<0.05. 

HLA-DR expression was measured as the geometric mean of HLA-DR-APC MFI for 

PBMCs, and separately for the three monocyte sub-populations (Figure 21). 
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Incubation with SA only affected intermediate monocytes, with a significant repression 

of HLA-DR expression (P=0.03). Although noradrenaline seemed to increase HLA-

DR in SA treated non-classical and intermediate monocytes, these effects did not 

reach significance (P=0.38 and P=0.16, respectively). Contrary, a drop in HLA-DR 

was observed in healthy classical monocytes (Friedman: P=0.03; Dunn’s: P=0.03). 

3.3.4 Hydrocortisone incubation 

3.3.4.1 Viability and cell distribution 

LIVE/DEAD stain was used to distinguish live from dead cells in PBMCs, and in 

monocyte sub-populations (Figure 22). Incubation with SA did not affect viability in 

any of the cells, neither did hydrocortisone addition to healthy or SA treated cells. 

The total number of monocytes in the PBMC population, and subsequent distribution 

of sub-populations of monocytes, were calculated and are visualised in Figure 22. 

Incubation of cells with SA significantly affected the distribution of monocytes, with an 

increase in non-classical and intermediate, but decrease in classical cells (P=0.03 for 

all). In healthy PBMCs, a medium and high dose of hydrocortisone both increased the 

number of monocytes present (Friedman: P=0.04; Dunn’s: P=0.01 for both). Although 

a high dose of hydrocortisone seemed to increase the number of healthy non-classical 

monocytes, no significant effects of hydrocortisone were found for any of the healthy 

nor SA treated monocyte sub-populations. 
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Figure 22. Viability and distribution of cells after incubation with SA and/or 

hydrocortisone. Isolated PBMCs from healthy volunteers (n=6) were incubated for 6 hours 

with SA and/or three different concentrations of hydrocortisone. These samples were analysed 

by flow cytometry using pan-leukocyte marker CD45 for identification of PBMCs, and 

CD14/CD16 and HLA-DR for identification of monocyte subsets (being Non-Classical, 

Intermediate and Classical monocytes). The number of live (LIVE/DEAD-) PBMCs and 

monocytes are expressed as percentage of the total amount of these cells. The number of 

monocytes is expressed as percentage of the total amount of PBMCs in the sample. The 

number of monocyte subsets is expressed as the total amount of monocytes in the sample. 

Data presented as median ± IQR. US: Unstimulated; SA: S. Aureus; HCl: Hydrocortisone low 

dose (0.1 ug/mL); HCm: Hydrocortisone medium dose (1 ug/mL); HCh: Hydrocortisone high 

dose (10 ug/mL). *P<0.05. 

3.3.4.2 Mitochondrial markers and HLA-DR 

The addition of SA did not result changes in TMRM for any of the cells. Hydrocortisone 

did however significantly affect TMRM signal in healthy PBMCs (P=0.009), with a 

decrease in TMRM with a low (P=0.03) and medium dose (P=0.002). A similar effect 

of hydrocortisone happened in SA treated PBMCs (P=0.04), with again a low (P=0.04) 

and high dose (P=0.007) of hydrocortisone decreasing the TMRM signal. 

MitoSox was used as a measure of mROS production in live PBMCs and monocyte 

subsets. The addition of SA resulted in a significant increase in MitoSox in PBMCs 

and all monocyte subsets (P=0.03 for all). Although hydrocortisone seemed to 
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increase mROS in both healthy and SA stimulated PBMCs, these effects did not reach 

significance (P=0.06 for both). However, in healthy non-classical monocytes, these 

additions did result in a significant increase in mROS (Friedman: P=0.006; Dunn’s: 

P=0.01 for a medium and P=0.002 for a high dose). On the contrary, hydrocortisone 

changed mROS in healthy intermediate monocytes (P<0.0001), with a medium 

(P=0.04) and high dose (P=0.0003) both causing a decrease. 
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Figure 23. TMRM, MitoSox, and HLA-DR signal in live cells after incubation with SA 

and/or hydrocortisone. Isolated PBMCs from healthy volunteers (n=6) were incubated for 6 

hours with SA and/or three different concentrations of hydrocortisone. These samples were 

analysed by flow cytometry using pan-leukocyte marker CD45 for identification of PBMCs, and 

CD14/CD16 and HLA-DR for identification of monocyte subsets (being Non-Classical, 

Intermediate and Classical monocytes). TMRM (measuring MMP), MitoSox (measuring 

mROS) and HLA-DR signal was measured in live (LIVE/DEAD-) monocytes only. Data 

presented as median + IQR. A log-scale was used for presentation of MitoSox. US: 

Unstimulated; SA: S. Aureus; HCl: Hydrocortisone low dose (0.1 ug/mL); HCm: 

Hydrocortisone medium dose (1 ug/mL); HCh: Hydrocortisone high dose (10 ug/mL). *P<0.05; 

**P<0.01; ***P<0.001. 

HLA-DR as a measure for antigen presentation capacity was measured in live PBMCs 

and monocyte-subsets (Figure 23). Incubation of cells with SA only affected HLA-DR 
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expression in intermediate monocytes, causing a decrease (P=0.03). Hydrocortisone 

addition to healthy cells did not have any significant effects, despite the seemingly 

decrease in non-classical monocytes (P=0.11). The visual increase in SA treated non-

classical and intermediate monocytes caused by hydrocortisone also did not reach 

significance (P=0.07 and P=0.19, respectively). 

3.4 Discussion 

Viability of PBMCs and the monocyte subsets were increasingly affected by both a 

longer duration of incubation (from 1 hour to 24 hours) with HKB, and also by higher 

doses of SA and EC. SA had a greater impact on viability compared to EC. At all 

timepoints, some of the concentrations of both SA and EC decreased the number of 

total monocytes. Incubation with SA or EC had a variable effect on MMP (measured 

by TMRM) in PBMCs, and this varied with both incubation duration and concentration. 

On the other hand, both HKB produced a time- and dose-dependent increase in 

mROS (measured by MitoSox), both in PBMCs and in all monocyte subsets, though 

the most prominent increase was seen with SA. Whereas SA mainly decreased HLA-

DR expression on monocytes after 6 and 24 hours’ incubation, EC consistently 

increased HLA-DR expression on monocytes. 

Subsequent 6-hour incubation of cells with SA and/or adrenaline did not result in any 

changes in viability or cell distribution, nor in changes to mitochondrial markers or 

HLA-DR expression in intermediate and classical monocytes. However, in SA treated 

PBMCs, a low dose of adrenaline caused a drop in TMRM signal. In addition, both 

medium and high doses of adrenaline increased MitoSox in healthy non-classical 

monocytes. 

The highest dose of noradrenaline decreased both the viability of SA treated classical 

monocytes, and the number of these cells. However, TMRM nor MitoSox were 
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affected by noradrenaline co-incubation. The only effect observed was a decrease in 

HLA-DR expression of healthy classical monocytes with a low dose of noradrenaline. 

The two highest doses of hydrocortisone increased the number of monocytes in 

healthy PBMCs. These doses also increased mROS in healthy non-classical 

monocytes, but decreased mROS in SA treated intermediate monocytes. A low and 

high dose decreased MMP in both healthy and SA treated PBMCs. No effects were 

observed in HLA-DR expression after co-incubation with hydrocortisone.  

3.4.1 Differential effects of HKB 

The variable effects on viability of SA and EC may relate to the higher concentrations 

of SA being used, though these doses were recommended in the supplier’s product 

information for such in vitro studies (106-108/ml for SA and 105-107/ml for EC). 

Although I tried to reduce the effects of dead cells by excluding them from flow 

cytometry analysis, their presence in cell culture could have affected neighbouring 

live cells. Nonetheless, the viability in most samples exceeded the minimum 

suggested viability for PBMCs of 89% [494]. 

In septic patients, low monocyte counts are associated with an increased risk of 

mortality and an increased incidence of bacteraemia and organ dysfunction [495]. A 

change in blood monocyte composition, with an increase in CD14dim/CD16+ 

monocytes, has also been found in sepsis [34]. However, the decrease in the number 

of monocytes in my current study could also be explained by HKB-induced changes 

in surface molecule expression and subsequent adhesion to cell culture plates. These 

results are therefore not necessarily representative of the total number of monocytes 

present in cell culture.  

The differential effects of SA and EC on mitochondrial markers and HLA-DR 

expression could potentially be explained by their distinct characteristics and the 
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ensuing host response. Infection with Gram-negative and Gram-positive bacteria 

induces a differential disease presentation, with differences in host signalling 

pathways, cytokine release, and clinical outcomes [496]. Bacteria cause most sepsis 

cases, with an increasing proportion of gram-positive rather than gram-negative 

sepsis. In addition, mortality due to gram-positive infection is higher than from gram-

negative sepsis [425]. This relates in part to activation of different host PRRs, with 

Gram-negative bacterial components such as LPS having a TLR4 dominant signal, 

and Gram-positive bacterial components such as lipoteichoic acid being mainly 

recognised by TLR2.  

These TLRs recruit different adaptor proteins and subsequently activate different 

transcription factors, including Nuclear Factor Kappa B (NF-kB), AP-1, and INF 

Response Factor-3 (IRF-3) [497]. TLR4 signalling involves both Myeloid 

Differentiation Primary Response 88 (MyD88) dependent and independent pathways. 

TLR2 can form heterodimers with other TLRs such as TLR1 and TLR6, activating NF-

kB and AP-1 via the MyD88 dependent pathway. Cytokine profiles differ amongst 

these two classes of bacteria. Gram-negative infection is, for example, associated 

with higher levels of TNF-α, IL-6, and IL-10, and lower levels of IFN-γ [498, 499]. 

In vitro exposure of monocytes to bacteria or bacterial products is associated with 

upregulation of monocyte HLA-DR [500]. However, downregulation of MHC class II 

transcription is a common strategy used by certain pathogens to circumvent immune 

recognition. This may be mediated either at transcriptional [501] or post-

transcriptional [502] levels, depending on the specific pathogen, and may explain 

conflicting reports on levels of monocyte HLA-DR expression in sepsis [503, 504]. 
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3.4.2 Stress hormone-induced effects 

3.4.2.1 Adrenaline 

3.4.2.1.1 Mitochondrial function 

MMP is a key indicator of mitochondrial activity and a driving force behind ATP 

formation by OXPHOS. Catecholamines, including adrenaline, normally affect 

mitochondrial metabolism by inducing lipolysis and glycogenolysis, mobilising energy 

substrates for oxidation and conversion into ATP. For example, adrenaline rapidly 

increased mitochondrial activity and ATP in healthy rat hepatocytes, though longer 

term effects are less well known [190]. In my study, a low dose of adrenaline however 

decreased MMP in SA-treated PBMCs. 

These results are more in line with a recent study in which 24-hour adrenaline 

incubation decreased both basal and maximal O2 consumption, and the maximal rate 

of glycolysis in LPS-stimulated monocytes and whole blood, although PBMCs were 

not studied [193]. However, when monocytes were incubated with adrenaline and 

subsequently rested for 5 days, the addition of LPS increased basal and maximal O2 

consumption and glycolysis in these cells, indicating that adrenaline-induced effects 

depend on previous exposure and environmental factors. 

Another potential mechanism explaining the adrenaline-induced decrease in MMP is 

via its effect on thermogenesis and uncoupling. This could divert the use of O2 away 

from ATP production towards heat generation. Thermogenesis is induced via β3-AR 

stimulation and downstream regulation of UCPs [505, 506]. β3-ARs have been 

identified on both lymphocytes and macrophages [507]. Potential adrenaline-induced 

uncoupling could also attenuate mROS production and protect against cellular 

damage [508]. However, rather than a decrease, I found increased mROS with 

medium and high doses of adrenaline in healthy non-classical monocytes. 
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3.4.2.1.2 Immune function 

To my knowledge, no other studies have investigated the effects of adrenaline on 

HLA-DR expression. I did not find any significant effects of adrenaline on HLA-DR 

expression of PBMCs and monocytes. Previous studies suggest anti-inflammatory 

cytokine IL-10 to be a depressant of monocyte HLA-DR expression [509, 510]. 

However, IL-10 release was not assessed in the current study so no conclusions can 

be drawn on this potential underlying mechanism. 

Adrenaline is known to inhibit antigen presentation via β2-ARs in Langerhans- and 

epidermal cells in vitro and in an in vivo mouse model [511]. In another mouse model, 

β2-AR agonists reduced the ability of DCs to cross-present protein antigen to CD8+ T-

cells, whilst exogenous MHC Class I peptide presentation was preserved [512]. The 

opposite was observed in B-cells, where β2-AR signalling increased the ability to 

present antigen and activate CD4+ T-cell through co-stimulatory molecules 

CD80/CD86 [513, 514]. 

Other immunoregulatory effects of adrenaline and AR activation on innate immune 

cells, and monocytes and macrophages specifically, have been summarised in 

various reviews [68, 515, 516]. In summary, the effects of adrenaline are usually anti-

inflammatory and immunosuppressive, but there are some inconsistencies in the 

literature. In vitro, ex vivo, and in vivo endotoxin studies have shown 

immunosuppressive effects of adrenaline in stimulated cells, with decreased 

production of pro-inflammatory cytokines and chemokines, suppression of β2-integrin 

(C11b) on monocytes, and increased production of the anti-inflammatory cytokine IL-

10 [332, 343-345, 347, 517-519]. Most of these effects were mediated via β2-ARs and 

activation of the cAMP-PKA signalling pathway, and exerted at a posttranscriptional 

level [332, 346, 517]. 

By contrast, immune-enhancing effects of adrenaline have also been reported. 

Adrenaline for example regulated motility and expansion of haematopoietic progenitor 
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cells, and induced proliferation and mobilization of bone marrow mononuclear cells in 

an in vivo mouse model [520]. More specifically, in monocytes, adrenaline, or specific 

β2-AR activation by terbutaline, enhanced production and mRNA expression of IL-8 

and the anti-inflammatory IL-10 [332], likely mediated via cAMP formation [521]. 

These discrepancies could potentially be explained by alternative signalling 

mechanisms induced by β2-AR activation, or differential effects of α- and β-AR 

signalling. Alternative signalling mechanisms induced by β2-AR activation in non-

immune cells have been identified, such as a switch from cAMP-PKA to the MAPK 

pathway. This alternative signalling may explain inconsistent findings regarding 

immune function in the literature and within the current study [522].  

Additionally, whereas stimulation of the β-AR inhibits ROS production, phagocytosis, 

and the production of pro-inflammatory cytokines by monocytes [523-525], α-AR 

stimulation in LPS-stimulated macrophages and monocytes increased TNF-α and IL-

1β expression [526]. Protein kinase C and MAPK signalling were identified as 

responsible downstream pathways for these pro-inflammatory effects. These 

observations suggest the differential roles of catecholamines on macrophages may 

depend on the AR subtype and the subsequent pathways activated, and thus 

dependent on cell type and concentration and duration of exposure [515].  

To study these discrepancies in more detail, van der Heijden et al. (2020) studied 

differences in adrenaline-mediated effects of untrained and trained monocytes. 

Stimulation of whole blood and monocytes with LPS and adrenaline for 24 hours 

resulted in the attenuated release of TNF-α and IL-6. In contrast, after 5 days of rest, 

adrenaline-trained monocytes increased IL-6 and TNF-α production on exposure to 

LPS. These effects appeared to be mediated via the β-AR-cAMP-PKA pathway [193]. 



138 
 

3.4.2.2 Noradrenaline 

3.4.2.2.1 Mitochondrial function 

As with adrenaline, noradrenaline generally affects mitochondrial metabolism by 

mobilising energy substrates from reserves to augment their availability for oxidation 

by mitochondria. Noradrenaline also increases lipolysis and glycogenolysis by 

interacting with both β1- and β2-ARs, suppressing glycolysis, and inducing insulin 

resistance [225].  

Noradrenaline rapidly increased the RCR, rate of O2 consumption, and rate of ATP 

formation in rat liver mitochondria isolated from post-burn injury rats, but these effects 

could be partially blocked with both α- and β-AR blockers [190]. These results are not 

in line with my findings where TMRM was not affected by noradrenaline. In another 

study, noradrenaline inhibited O2 consumption at physiological doses in quiescent 

PBMCs [195]. β-AR antagonists, but not α-AR antagonists, reversed this inhibition. 

By contrast, α-AR antagonists, but not β-AR antagonists, reversed these 

noradrenaline effects in mitogen-activated PBMCs. These data suggest that the 

effects of noradrenaline on PBMC mitochondria depend on the activation state of the 

cells and AR signalling. 

Van der Heijden et al. (2020) proposed monocyte training as an explanation for these 

differential effects. Incubation of primary monocytes with noradrenaline and LPS for 

24 hours decreased basal and maximal O2 consumption and glycolysis. By contrast, 

noradrenaline-trained monocytes increased both basal and maximal O2 consumption, 

and glycolysis after 6 days following LPS exposure [193].  

Acute (30 minutes) exposure of T-lymphocytes to noradrenaline had no effect on 

baseline O2 consumption nor ROS production [527]. However, after 96 hours of 

incubation, decreased reserve and maximal respiratory capacity were observed, 

without affecting mitochondrial ATP levels. This suggests bioenergetic dysfunction 
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and a potential mitochondrial source of increased ROS. These effects appeared to be 

AR dependent as specific AR-antagonists could reverse the increase in ROS. A build-

up of cAMP in response to noradrenaline could alter mPTP function, affect 

mitochondrial polarisation and, subsequently, ROS production.  

However, I did not find any significant effects of noradrenaline on mROS.  A recent 

study demonstrated that noradrenaline suppressed both glycolysis and the spare 

respiratory capacity of primary monocytes stimulated by LPS [196]. Pre-incubation of 

monocytes with noradrenaline for one hour decreased Phorbol Myristol Acetate 

(PMA)-induced ROS production by these cells while noradrenaline also caused a 

dose-dependent attenuation in basal neutrophilic ROS production in vitro. However, 

it must be noted that the doses of noradrenaline used in this study exceed the 

maximum reported levels that cells are normally exposed to in sepsis. 

3.4.2.2.2 Immune function 

Noradrenaline directly modulates both innate and adaptive immune cell function in 

vitro and in vivo by binding to α- and β-ARs expressed on these cells. Noradrenaline 

has predominant α-AR affinity, although it does stimulate β-ARs to a certain degree. 

However, like adrenaline, data on the direction of noradrenaline effects on immune 

cells are inconsistent. Most findings suggest predominantly immunosuppressive 

effects, whereas others indicate pro-inflammatory effects. 

Specific effects of noradrenaline on HLA-DR expression are less well studied. I found 

a drop in HLA-DR on healthy classical monocytes with a low dose of noradrenaline. 

As with adrenaline, a potential mechanism underlying noradrenaline effects on HLA-

DR expression is the anti-inflammatory cytokine, IL-10, a known depressant of 

monocyte HLA-DR [509, 510, 528-530]. However, in vivo and in vitro studies offer 

conflicting evidence. Downregulation of HLA-DR on classical monocytes was 

observed in cardiogenic shock patients and correlated with the noradrenaline dose 
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used for treatment [458]. On the other hand, in vitro experiments in monocytes and 

whole blood found no effect of noradrenaline on HLA-DR expression [459, 460]. 

Other noradrenaline-mediated effects on immune regulation are reported in various 

in vitro and in vivo animal studies, and in clinical studies. Noradrenaline-mediated 

effects are AR-dependent, resulting in increased TNF-α, IL-1β, and IL-6 mediated via 

the NF-kB pathway [329, 330]. However, Yu et al. [331] demonstrated anti-

inflammatory effects following α-AR stimulation by noradrenaline. Notwithstanding 

these effects on the α-AR, the effects of noradrenaline appear to be mainly β-AR 

dependent, working via enhanced intracellular cAMP and the induction of PKA as an 

inhibitor of NF-kB, ultimately resulting in reduced expression of pro-inflammatory 

cytokines [330, 336]. 

This β-AR pathway enhanced synthesis of IL-10 and attenuated the release of TNF-

α, IL-6, and IL-8 [332]. Addition of β-blockers, in particular β2-AR antagonists, 

diminished this noradrenaline-induced effect [339, 340, 345, 531]. Other 

immunosuppressive effects of noradrenaline acting via the β2-AR include diminished 

NK cell cytotoxicity and downregulation of IL-2 by Th1 cells, skewing the immune 

response from a Th1 to a Th2 phenotype [333, 334]. Noradrenaline also induces an 

immunosuppressive phenotype in neutrophils and promotes bacterial growth in vitro 

for both Gram-positive and Gram-negative bacteria [335, 337]. This results in 

increased susceptibility to infections [341]. In an in vivo caecal ligation mouse model, 

noradrenaline increased bacterial dissemination to other tissues [196].  

Despite the plethora of in vitro and animal studies, limited clinical studies have 

investigated the immunologic effects of noradrenaline. Blocking the β-AR in paediatric 

patients with high catecholamine levels secondary to burn injury was associated with 

diminished secondary infections [532]. In septic patients, higher dose noradrenaline 

infusion correlated with a pro-inflammatory cytokine balance, whereas β-blocker use 

was associated with an overall anti-inflammatory balance [196]. In a human 
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endotoxemia model, a specific β1-AR agonist did not affect cytokine release, 

suggesting that the anti-inflammatory effects of noradrenaline are mediated by other 

β-ARs [346]. In another human endotoxemia model, noradrenaline enhanced IL-10 

production and attenuated release of the pro-inflammatory IP-10 [196]. 

Another potential explanation of this discrepancy in the immunomodulatory effects of 

noradrenaline is immune cell training. Whole blood and primary monocytes incubated 

with LPS and noradrenaline for 24 hours resulted in dose-dependent decreases in 

both TNF-α and IL-6 production. By contrast, after 5 days of rest following 

noradrenaline stimulation, LPS stimulation increased pro-inflammatory cytokine 

production. This training was established via the β-AR-cAMP pathway [193]. 

3.4.2.3 Hydrocortisone 

3.4.2.3.1 Mitochondrial function 

Glucocorticoids stimulate mitochondrial metabolism by mobilising energy substrates 

[225]. As mitochondria contain GRs for mitochondrially-encoded OXPHOS genes, 

gene expression and mitochondrial energy metabolism can be directly regulated [219, 

462, 463]. In addition to these translational effects, glucocorticoids can also trigger 

activation of kinase signalling pathways, including P13K, AKT, MAPK, and other 

downstream intracellular signalling pathways [200]. 

It does appear that hydrocortisone and other glucocorticoids also affect mitochondria 

in a time- and dose-dependent manner. Short-term, limited exposure is generally 

stimulatory and increases mitochondrial capacity in liver, muscle, kidney, and cortical 

neuronal cells. This is accomplished through activation of respiratory chain 

components, enhancement of mitochondrial and nuclear gene expression, increased 

MMP, prevention of apoptosis and cell death, and by increasing mitochondrial 

biogenesis and mtDNA content [211, 213-217, 533, 534]. 
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Additional effects of glucocorticoids include regulation of mitochondrial Ca2+ content 

and thermoregulation. In skeletal muscle and cortical neuronal mitochondria, 

glucocorticoids improved respiration through Ca2+ accumulation [211, 218]. Activation 

of both GRs and MRs can inhibit the uncoupling proteins UCP1 and UCP3 in BAT 

involved in thermoregulation, preventing dissipation of the proton gradient and 

maintaining ATP generation [231]. By contrast, restraint stress in an in vivo mouse 

model with a subsequent increase in corticosterone, as well as in vitro 

dexamethasone and corticosterone treatment, directly increased macrophage UCP2 

expression [535]. Chronic treatment with corticosterone in an in vivo rat model also 

resulted in uncoupling [536]. 

Although the PBMCs in my study were only exposed to hydrocortisone for 6 hours, I 

observed the opposite of the acute short-term effects on MMP described above. 

Similarly, Hunter et al (2016) also found biphasic effects on the rat hippocampus [208]. 

Acute stress decreased mtRNA expression of Complex I and V genes, while chronic 

stress induced elevated expression of Complex I genes. In an in vivo endotoxaemia 

model, circulating leukocytes lowered protein translation of mitochondrial complex 

elements with increased plasma cortisol concentrations [537]. Acute in vivo treatment 

of rats with corticosterone decreased respiration and rates of ATP synthesis [536]. 

My results more resemble the effects of long-term exposure to glucocorticoids which 

causes respiratory chain dysfunction through inhibition of Complex I, IV, and V 

activity, decreased ATP production, increased ROS generation, mitochondrial 

structural abnormalities, abnormal mitochondria, biogenesis, decreased MMP, and 

increased sensitivity to cell death in brain, muscle, lymphoma, and kidney cells [199, 

224, 225, 228, 229, 534]. Long-term exposure also inhibited Ca2+ influx in skeletal 

muscle cells and cortical neurons [211, 230]. 

Although markers of apoptosis were not specifically measured, the fall in MMP 

induced by hydrocortisone could potentially be explained by the induction of 
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apoptosis. Glucocorticoids are potent inducers of apoptosis in many cell types and 

tissues, including macrophages, lymphocytes, and other cells of the innate and 

adaptive immune system [538-540]. The classical mechanism of glucocorticoid-

induced apoptosis involves the activation of the intrinsic pathway which involves 

mitochondria [541]. Activation of pro-apoptotic proteins Bax/Bak disrupts the MMP by 

opening the mPTP with release of cytochrome C and other apoptogenic proteins, 

leading to activation of caspase 9, caspase 3, and subsequent apoptotic cell death 

[542]. However, there may be a biphasic response; short-term exposure to 

glucocorticoids induced mitochondrial translocation of its receptor, increasing B-cell 

Lymphoma 2 (Bcl-2) and enhancing viability, whereas longer-term exposure with high 

doses reduced translocation and downregulated Bcl-2, leading to mitochondrial 

dysfunction and apoptosis [211]. 

Hydrocortisone enhanced mROS in healthy non-classical monocytes, but reduced the 

SA-induced rise in intermediate monocytes. Thus, glucocorticoids appear to have 

differential activation state and subtype-dependent effects; exposure of intermediate 

stimulated monocytes serves as a protective mechanism while it increases mROS 

generation in healthy non-classical cells. 

Glucocorticoids may increase production of mROS both by enhancing metabolic rate 

and by decreasing the activity of antioxidant enzymes [543, 544]. Induction of mROS 

by glucocorticoids in lymphoid cells was observed as a later phenomenon than loss 

of MMP [545]. Disruption of MMP and generation of mROS is also involved in 

glucocorticoid-induced apoptosis in thymocytes, gingival tissue, and lymphoid cells, 

potentially caused by depletion or reduced expression of antioxidant enzymes [546-

550]. 

In an in vitro model of mitochondria isolated from rat brain, dexamethasone but not 

hydrocortisone decreased superoxide generation [229]. An in vitro study in mouse 

macrophages found that both corticosterone and dexamethasone reduced LPS-
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induced mROS by increasing UCP2 expression [535]. However, other studies have 

not confirmed that glucocorticoids do impact upon enzymatic or non-enzymatic 

antioxidants or oxidative damage [551-553]. 

3.4.2.3.2 Immune function 

No effects on HLA-DR were found. Dexamethasone decreased HLA-DR expression 

at the transcriptional level. Pre-treatment with the GR inhibitor RU486 blocked these 

effects of dexamethasone. These discrepancies could potentially be explained by 

differences in duration, cell stimulation, and the type of glucocorticoid used. 

Dexamethasone has high affinity for the GR, whereas hydrocortisone has a lower 

affinity for the GR but also acts on MRs [554]. Similarly, it has been suggested that 

conflicting results on the use of glucocorticoids as an adjunctive therapy in sepsis 

could be explained by the type of glucocorticoid used, dose and duration of exposure, 

as well as activation state of the cells [490]. 

Although glucocorticoid effects are generally anti-inflammatory, their effects via 

genomic and non-genomic pathways differ by cell type [555]. Their effects on other 

aspects of the innate immune system are complex, but have been recently 

summarised in an excellent review [356]. In short, once bound to their receptor, the 

complex binds to GREs in the promoter regions of glucocorticoid-responsive genes. 

This results in transactivation, whereas binding to negative GREs results in 

suppression of target genes. Non-genomic effects include interaction with other 

transcription factors such as NF-kB and AP-1, or nuclear co-activators. Via these 

pathways, glucocorticoids generally down-regulate pro-inflammatory mediators, 

induce production of anti-inflammatory mediators, and differentiation of cells into anti-

inflammatory phenotypes. 
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3.5 Strengths and limitations 

With this in vitro model of infection, I aimed to study the effects of physiological levels 

of stress hormones, as seen in health and in septic patients, on immune cell 

mitochondrial and effector function. As with every in vitro model, this study comes with 

certain limitations, despite my best efforts to minimise these as much as possible. 

Sepsis is a heterogenous syndrome, caused by a plethora of pathogens. My in vitro 

model only assessed hormone responses in PBMCs and monocytes, rather than 

investigating the interplay between organ systems, and I used only one type of 

bacteria (Gram-positive SA). The decision to use SA was however carefully made and 

based on initial optimisation studies with both Gram-positive and Gram-negative 

bacteria. Doses of HKB used in this and other ex vivo and in vitro studies far exceed 

what cells would encounter systemically, making direct translation to human sepsis 

difficult. The dose was however selected after initial dose titration studies. 

Measurement of mitochondrial function, with analysis of MMP and mROS production, 

are relatively limited. Unfortunately, I had no time to measure O2 consumption and 

glycolytic activity using respirometry, which may have added further information to the 

overall picture of immune cell mitochondria and metabolism in sepsis conditions. 

Similar comments apply to measurements of immune cell function. I only had time to 

analyse HLA-DR expression, as this is one of the most-studied markers of sepsis-

induced immunosuppression. Additional analysis of phagocytosis, migration, bacterial 

clearance, and cytokine production and release would have added to the knowledge 

base of hormonal effects on immune cell function. 

Also, I only looked at the effects of stress hormones after a 6-hour incubation. This 

timepoint was carefully selected based on initial optimisation studies, but could have 

diminished effects potentially seen with longer exposure times, such as genomic 

effects induced by glucocorticoids. In addition, I did not measure stress hormone 

levels in the supernatant after 6 hours’ incubation as they could have potentially 
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degraded. However, these studies have been performed after a 24-hour incubation 

with catecholamines [193]. 

Lastly, there may well be type II errors due to the relatively low number of individual 

replicates. Some statistically significant differences have been missed simply due to 

insufficient numbers. However, I have noted dose-dependent changes in the 

preceding text. Another technical factor that could have diminished the effects of 

stress hormones on MMP in particular are the flow cytometer settings. I carefully set 

up these experiments with the Division of Medicine’s flow cytometry expert. However, 

although TMRM emission in PBMCs was within range, subsequent analysis of 

monocyte subsets showed that the TMRM signal in intermediate monocytes moved 

to the far-right side of the spectrum. 

Despite the above-mentioned limitations, I carefully considered the set-up of these 

experiments. The shift towards non-classical and intermediate monocytes after 

exposure to SA, and the distinct effects of stress hormones in the three sub-

populations, highlights the importance of analysing these three subgroups separately, 

rather than looking at effects on total PBMCs and/or monocytes as a whole. Another 

strength of the current study is the use of multiple concentrations of hormones within 

the physiological range observed in septic patients. Although this might diminish 

effects that are normally seen with supraphysiological doses, for example by a recent 

publication by Stolk and colleagues (2020) [196], using realistic levels of exposure 

makes translation to the clinic more relevant. 

3.5.1 Summary and conclusions 

Gram-positive (SA) and Gram-negative (EC) HKB had differential effects on viability, 

with increased cell death after SA stimulation, though this may be related to higher 

concentrations of SA compared to EC. As incubation with SA caused more 

pronounced effects in MMP, mROS, and HLA-DR expression, I chose this bacterium 
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for further experiments looking at the modulating impact of different hormones on 

immune cell mitochondrial and effector function. 

Differing dose-dependent effects were seen with hormone incubation in both 

unstimulated and SA-stimulated PBMCs and within monocyte subsets. These 

inconsistent effects varied according to cell type, activation state (with/without SA), 

and stress hormone concentrations. These differing responses may be related to the 

different specialised functions of these cells, the presence, affinity, and activation of 

α- and β-ARs and GRs on the cell types, and activation/suppression of downstream 

pathways.  

I fully acknowledge the limitations of extrapolating such in vitro models to the clinical 

situation, nonetheless the doses of hormones were chosen to reflect physiological 

and pharmacological plasma levels rather than supra-pharmacological doses that are 

often used in other such studies [196]. In some cases, I found that the effects of HKB 

were augmented by stress hormones, e.g. a further decrease in MMP and 

augmentation of mROS production in some, but not all, monocyte populations. In 

other cases there was a reversal of effects, e.g. hydrocortisone increased mROS in 

healthy non-classical monocytes, but decreased mROS in stimulated intermediate 

monocytes. Different populations also responded differently, and dose dependency 

was also noted in some cases, with effects only seen with certain doses or in certain 

subtypes, but not with or in others. 

These findings highlight the complexity of hormonal interactions with the immune 

system. In the clinical situation this will be compounded not only by changes in 

circulating levels of endogenous hormones and alterations in receptor/post-receptor 

sensitivity generated by the septic process, but also by iatrogenic contributions where 

hormonal treatments are often used in combination, e.g. noradrenaline and 

hydrocortisone in septic shock, and by other concurrent immunomodulating 

treatments such as sedatives and antibiotics. Whether these interventions are overall 
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beneficial or harmful in clinical practice is a matter of conjecture and likely fluctuate 

over time in an individual patient.  

Catecholamines still need to be used therapeutically to restore blood pressure in 

shocked patients as no superior alternative has yet been found, and may therefore 

represent a necessary evil [556]. Corticosteroids, on the other hand, are not mandated 

treatments though are frequently used [8]. The clinical literature generally shows a 

reduction in vasopressor requirement with steroid use but variable impacts on overall 

mortality [461, 557-559]. Whether this relates to timing of intervention, dosing [489], 

or steroid type [493] is still uncertain. Furthermore, recent work in COVID-19 by the 

Calfee group shows different outcomes from corticosteroids, depending on the 

underlying inflammatory phenotype of individual patients [560]. 

The current study only analysed short-term effects of stress hormones, and included 

limited measurements of mitochondrial and immune function. In future experiments, I 

would like to include longer exposures and more markers of immune cell function, 

including cytokine production, phagocytosis, migration, and bacterial clearance. 

Respirometry could be employed as an additional measure of mitochondrial function 

and metabolism.  
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Chapter 4 Characterising endocrine, immune, and 

metabolic changes in a 3-day in vivo rat model of 

faecal peritonitis 

4.1 Introduction 

The endocrine, immune, and metabolic responses in an in vivo model of sepsis were 

assessed. These experiments were conducted before the current project started 

focusing on mitochondrial function of monocytes and did therefore not yet include 

specific markers of monocyte mitochondrial or effector function. The lab’s well-

established rat model of faecal peritonitis was re-characterised first to ensure previous 

results remained consistent in my hands. This included confirmation that an adequate 

dose of intraperitoneal (i.p.) faecal slurry injection had been administered, to ensure 

that a Stroke Volume (SV) threshold at 6-hours post-insult remained prognostic for 

survival. For determination of endocrine and inflammatory markers, blood was 

collected from septic (predicted survivors vs predicted non-survivors) and sham-

operated control rats during the early (6 hours), established (24 hours), and recovery 

(72 hours) phases of sepsis. Animals were housed in individual metabolic cages for 

metabolic monitoring. 

4.2 Methodology 

4.2.1 Study design 

A 3-day, fluid-resuscitated faecal peritonitis rat model of sepsis that was well-

established within the lab was used. Personal (I213E6E67) and project licences (PPL 

70/8290) granted by the UK Home Office were in place. Male Wistar rats (Charles 

River, Margate, Kent) weighing between 300-400 g were used for the experiments. 
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To reflect the clinical setting of sepsis in patients and improve translation of pre-clinical 

findings in our rat model, these experiments were in line with the ‘Minimum Quality 

Threshold in Pre-Clinical Sepsis Studies’ (MQTiPSS) proposed by Osuchokwski et al. 

[561]. Rats were acclimatised one week prior to instrumentation with ad libitum access 

to food and water. A 12-hour light/dark cycle was maintained during acclimatisation 

and further experiments. Rats were further acclimatised in individual metabolic cages 

24 hours prior to anaesthesia and instrumentation. 

During the initial survival study, to determine the dose of faecal slurry injection and 

the SV cut-off at 6 hours post-insult that enables prognostication of survival, blood 

was collected from sham-operated and surviving septic rats at 72 hours. Collection of 

blood from sham and septic rats (predicted survivors vs predicted non-survivors) at 6 

and 24 hours was performed during a subsequent serum collection study with 

separate animals for each time-point. Animals were humanely culled after blood 

collection at the end of each experiment. An overview of the study design and 

procedures for both the initial study for prognostication of survival, and subsequent 6- 

and 24-hour serum collection studies, is illustrated in Figure 24. 

 

Figure 24. Study procedures during the in vivo rat model of faecal peritonitis. Animals 

were anaesthetised and underwent a baseline echo and catheterisation. Sepsis was induced 

by i.p. injection of faecal slurry. Sham operated control animals did not receive any injections. 

After 2 hours, i.v. fluids were initiated. At 6-, 24- and 72-hours animals underwent another 

echo and were culled for sample and tissue collection. Animals with sepsis were divided into 

survivors and non-survivors. T: time (hours); I.p.: intraperitoneal; I.v.: intravenous. Adapted 

from [417]. 
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4.2.2 Instrumentation 

Instrumentation and echocardiography were performed under isoflurane anaesthesia 

(Baxter Healthcare, Thetford, Norfolk) administered by a vaporiser (Vet-Tech 

Solutions, Congleton, Cheshire). Anaesthesia was induced by placing rats in an 

induction chamber spontaneously breathing 5% isoflurane. Maintenance was 

achieved using 2% isoflurane with rats spontaneously breathing through a nose cone. 

Adequate anaesthesia was confirmed by toe and tail pinch response. An additional 

subcutaneous (s.c.) injection of 0.025 mg/kg buprenorphine (Vetergesic, Reckitt 

Benckiser, York, Yorkshire) was given before and after instrumentation as long-acting 

analgesia. A rectal probe was inserted for continuous temperature monitoring during 

instrumentation and echocardiography. This probe was connected to a heated mat 

(TEST 1319, TES Electronical Corp, Taipei, Taiwan) to maintain a steady body 

temperature (36.5-37.5°C) during anaesthesia. 

Hair was removed from the neck and chest using a razor and depilatory cream (Nair™, 

Church & Dwingt, Folkestone, Kent), and disinfected with 70% ethanol. A small 

incision of 2 mm length was made at the nape of the neck for tunnelling of the right 

internal jugular vein (Figure 25). This vessel was subsequently cannulated with 0.96 

mm outer diameter Polyvinyl Chloride (PVC) tubing (Scientific Commodities, Lake 

Havasu City, AZ, USA) and secured within the vessel to a depth of 1-2 cm using 3-0 

silk sutures (Ethicon, Bridgewater, NJ, USA). The other end was tunnelled s.c. to 

emerge at the small opening made at the nape of the neck. The skin incision sites 

were then sutured with single interrupted sutures (2-0 Ethilon, Ethicon) and cleaned 

with 70% ethanol. 
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Figure 25. Venous and arterial lines inserted through midline neck incision and 

tunnelled subcutaneously to the neck, exiting through an external tether. In current 

experiments, only venous lines were used. Adapted from [417]. 

The tubing was flushed with heparinised (2000 IU/L) (Fannin) 0.9% saline (Baxter 

Healthcare) before use to prevent clotting, and connected to a swivel tether system 

(InsTech Solomon, Plymouth Meeting, PA, USA) (Figure 26). The tether system was 

secured to the animal with a silicone jacket whilst still anaesthetised. After 

instrumentation and i.p. injection, the swivel-tether system was attached to a 

balancing arm on top of the individual metabolic cages to allow free movement of 

animals within their cage. 
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Figure 26. Swivel-tether system for arterial and venous lines, allowing free movement. 

In current experiments, only venous lines were used. BP: Blood Pressure; IV: Intravenous. 

Adapted from [417]. 

4.2.3 Sepsis induction by faecal peritonitis 

Sepsis was induced by i.p. injection of faecal slurry. The slurry was obtained from 

pooled and processed stool samples from four healthy human volunteers. Faecal 

slurry preparation was executed using a protocol developed by Bauer and Claus at 

Jena University Hospital, Jena, Germany. Microbiological analysis of aliquots of the 

current batch prepared in 2018 was kindly performed by the UCLH Clinical 

Microbiology Laboratory, and compared to our lab’s old batch from 2013. 

During slurry preparation, stool samples were kept on ice and continuously fumigated 

with nitrogen. The total amount of stool was weighed, and a broth of thioglycollate 

medium of 29.8 g/L (Merck Millipore, Darmstadt, Germany) in 0.9% NaCl (Sigma-
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Aldrich) was added in the same amount as the total stool weight. Barium sulphate 

(Thermo Fisher Scientific) and glycerol (Sigma-Aldrich) were subsequently added as 

10% of total weight, and 165 uL of catalase from bovine liver (Sigma-Aldrich). Another 

100 mL of 0.9% saline (Sigma-Aldrich) was added, and the stool mixture was then 

homogenised, aliquoted into 50 mL Falcon tubes, and stored at -80°C. One aliquot of 

faecal slurry was divided on ice into smaller 1 mL aliquots in pre-cooled Eppendorf 

tubes under continuous fumigation with nitrogen and stored at -80°C. 

These small batches of faecal slurry enable an identical septic insult to be given to 

each animal. Sepsis was induced by i.p. injection of faecal slurry using a 19-gauge 

needle into the right lower quadrant of the abdomen. Faecal slurry was first diluted 

1:4 with 0.9% normal saline (Baxter Healthcare), and warmed to 37°C before injection. 

An initial pilot study by colleagues in the lab determined the appropriate dose of slurry, 

according to the weight of the animal, to produce a 72-hour mortality of approximately 

40%, without animals dying within the first 24 hours. This reflects an approximate 

mortality rate of septic shock from faecal peritonitis in humans [562]. Successful 

injection was visually confirmed at the end of each study. Sham-operated control 

animals received no i.p. injection to avoid accidental bowel perforation. 

4.2.4 Fluid resuscitation 

Animals received intravenous (i.v.) fluids after surgery over the entire duration of the 

study. The venous line was connected to an infusion pump and flushed continuously 

to maintain potency with 0.1 mL/h of heparinised (2000 IU/L) (Fannin) 0.9% saline 

(Baxter Healthcare) for the first 2 hours. Two hours following surgery, a continuous 

fluid resuscitation was initiated at a rate of 10 mL/kg/h with a 1:1 ratio of 5% glucose 

(Baxter Healthcare) and Hartmann’s solution (Baxter Healthcare) to avoid 

hypoglycaemia. At 6 hours, a fluid bolus of 20 mL/kg was administered over 2 
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minutes, and another fluid bolus of 10 mL/kg over 1 minute at 24 hours. Fluids were 

subsequently reduced by half every 24 hours until the end of experiment. 

4.2.5 Metabolic cage monitoring 

Prior to surgery and instrumentation, rats were acclimatised in individual metabolic 

cages for 24 hours (Figure 27). After instrumentation, animals were allowed to awaken 

again in these same cages. The cages were connected to a Comprehensive Lab 

Animal Monitoring System (CLAMS Oxymax) (Columbus Instruments, Columbus, 

OH, USA) which supplied fresh room air via flow controllers and an air inlet, and 

monitored O2 consumption and CO2 production at the outlet sampling lines of each 

cage. Gas samples were dried, enabling the system to detect O2 through a gas sensor 

that generates small amounts of electricity when in contact with O2. The electrical 

signal was subsequently sensed by the circuit built into the CLAMS system. CO2 was 

sensed by a single-beam non-dispersive infrared light within the system. 

This system was stabilised for at least 3 hours prior to onset of each experiment. 

Sensors were calibrated using a gas mix of 20.5% O2 and 0.5% CO2. Whole-body O2 

consumption (VO2) and CO2 production (VCO2) were calculated by the system as the 

difference between inlet and outlet flows. These values were normalised against each 

rat’s individual body weight. Subsequently, the Respiratory Exchange Ratio (RER) 

could be calculated as the ratio of volume of CO2 produced to volume of O2 used. 
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Figure 27. Metabolic cage monitoring setup with CLAMS Oxymax equipment, individual 

metabolic cages, and infusion pumps. Adapted from [417]. 

4.2.6 Clinical scoring 

To prevent unnecessary animal suffering and breaching study protocol severity, 

animals were monitored at least 4 times a day during the experiment. A scoring 

system had been developed in conjunction with UCL’s BSU and approved by the UCL 

Veterinary Surgeon and Home Office Inspector. This system was used to assess 

various characteristics, including appearance, behaviour, clinical signs, and other 

observations (Supplementary Table 2). In case animals scored 2 points for any of the 

criteria listed, monitoring was increased to once every 2 hours. If no clinical 

improvement was observed within the next 8 hours, the experiment was terminated, 

and animals culled to prevent further suffering. Animals scoring 3 or higher for any of 

the criteria were culled immediately. 

4.2.7 Echocardiography 

Previous experiments in our lab, and repeated by several investigators, have shown 

that echocardiography-derived SV, as soon as 3-6 hours after sepsis induction, is an 

accurate predictor of 72-hour mortality [563]. All animals in the current study 

underwent echocardiography at baseline, 6 hours post-sepsis induction (to 



157 
 

prognosticate), and for longer experiments at the end of the experiment at 24 or 72 

hours. Animals were induced with 5% isoflurane as described earlier. Anaesthesia 

during echocardiography was maintained using 1.5% isoflurane, while rats were 

placed on a heating mat with continuous monitoring of core temperature. 

 

Figure 28. Pulsed wave Doppler measurement of aortic blood flow. The waveform 

displays blood flow velocity against time (Velocity-Time Integral (VTI)). The area under each 

waveform is proportional to SV. 

Transthoracic Echocardiography (TTE) was performed using a Vivid 7 Dimension 

device (GE Healthcare) and a 10 MHz sector transducer (Vivid, 10S, GE Healthcare). 

Aortic blood flow was measured by pulsed wave Doppler at the point of bifurcation of 

the right carotid artery from the aortic arch (Figure 28). Blood flow direction was 

confirmed using colour Doppler. The area under each waveform obtained by pulsed 

wave Doppler is the Velocity-Time Integral (VTI). Due to variability of HR with 

respiration, an average VTI was taken after measuring the area under 6 consecutive 

waveforms. 
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Figure 29. M-mode trace of diaphragm movement to measure respiratory rate. Six 

consecutive cycles were measured and averaged to calculate the respiratory rate. 

SV was calculated using the equation SV = 0.25 π d2 (VTI), where d is aortic diameter. 

The aortic diameter was previously established using rats of the same age and weight. 

A mean diameter of 0.26 cm was subsequently used for calculating SV in the current 

study. HR could also be derived from these measurements by measuring the time 

between the start of each Doppler waveform over six consecutive cycles. HR and SV 

could subsequently be used to calculate CO using the formula CO = SV x HR. M-

mode ultrasound of the diaphragm was used to determine the RR, using at least six 

consecutive respiratory cycles (Figure 29). 

4.2.8 Sample collection 

Blood samples from septic and sham-operated control animals were collected at the 

end of the experiment for both the initial 72-hour characterisation of the model, and 

the subsequent 6- and 24-hour experiments. Rats were culled at one of the three pre-

determined time-points (6, 24 or 72 hours), or when their clinical severity scores 

necessitated an early cull. These timepoints were chosen to reflect the early, 

established, and recovery phases of sepsis, respectively. 
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Rats were anaesthetised as described previously. A rectal probe was inserted for 

continuous temperature monitoring. This probe was connected to the heated mat for 

maintenance of body temperature during anaesthesia. Sutures on their chest wall 

were removed and blood was collected via surgical cannulation of the left carotid 

artery prior to culling. In case of impossible arterial blood withdrawal, heart puncture 

was performed. Blood was collected into sterile 15 mL Falcon tubes for serum 

separation. After 30 minutes of clotting at room temperature, tubes were centrifuged 

at 4000 RPM for 15 minutes. Serum was separated and pipetted into clean Eppendorf 

tubes, snap frozen in liquid nitrogen, and stored at -80°C. In addition, 0.2 mL of blood 

was collected into heparin-coated capillary tubes for Blood Gas Analysis (BGA) (ABL-

700, Radiometer, Copenhagen, Denmark). 

4.2.9 Biochemical analyses 

Multiple biochemical analyses were performed to assess the endocrine and immune 

response during sepsis in rat serum samples, using commercially available ELISA 

kits. To optimise accuracy of these measurements, four samples of serum from both 

sham and septic rats were initially tested in three different dilutions. The sample 

dilution providing the most accurate detection of the analyte was subsequently used 

to perform all further analyses for that particular analyte. All ELISAs were performed 

according to the relevant instruction manuals. 

Signal quantification of the 96-well hormone ELISAs were measured 

spectrophotometrically using a Synergy 2 plate reader (Biotek) set to the appropriate 

wavelength. Origin 2019 software (OriginLab Corp.) was used to produce a four-

parameter logistic curve from the OD values of the reference standards for the 

hormone ELISAs, allowing determination of sample analyte concentrations. 

Competitive ELISA kits were used to assess levels of adrenaline, noradrenaline, 

glucagon, fT3, and rT3 (all Elabscience Biotechnology Co.). For measurement of 
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adrenaline (E-EL-0045), noradrenaline (E-EL-0047), and glucagon (E-EL-R0425), a 

1:5 dilution of serum in sample diluent was used. For determination of fT3 (E-EL-0079) 

and rT3 (E-EL-R1420), dilutions of 1:50 and 1:25 were used, respectively. All these 

readings were performed at a wavelength of 450 nm. 

Analysis of insulin and corticosterone levels were performed using ELISA kits from 

different suppliers. Insulin levels were analysed in a 1:6 dilution of serum in sample 

diluent, using a sandwich ELISA kit (EZRMI-13K, EMD Millipore, Watford, 

Hertfordshire) and read at 450nm. For measurement of corticosterone levels, samples 

were also diluted 1:6 and a competitive ELISA kit was used (ADI-900-097, Enzo Life 

Sciences, Exeter, Devon). Readings for this ELISA kit were performed at 405 nm. 

In addition, rat specific solid-phase sandwich DuoSet™ ELISAs were used for 

measurement of predominantly pro-inflammatory cytokine IL-6, and the 

predominantly anti-inflammatory cytokine IL-10 (R&D Systems, Minneapolis, MN, 

USA) according to the manufacturer’s instructions. Cytokine standards were 

reconstituted in Reagent Diluent (1% BSA in PBS) with 20% FBS, to correct for any 

serum matrix effects. Serum samples were diluted 1:5 and plates read at both 450nm 

and 540nm for wavelength correction using the lab’s SPECTROstar 

spectrophotometer (BMG Labtech Ltd., Aylesbury, Buckinghamshire). Cytokine 

concentrations were subsequently calculated based on interpolation of a four-

parameter logistic curve using Prism Version 9 (GraphPad Software). 

4.2.10 Statistical analysis 

Data were organised and summarised using Office Excel (Microsoft). GraphPad 

Prism Version 9 (GraphPad Software) was used for statistical analysis and data 

visualisation. Normality was assessed by inspection of QQ plots and Shapiro-Wilk test 

for normality, with parametric or non-parametric tests used accordingly. When 

comparing three groups at one time-point, one-way ANOVA with Tukey’s multiple 
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comparisons correction or the non-parametric Kruskal-Wallis test with Dunn’s multiple 

comparisons correction were used. When comparing two groups at one time-point, 

Student’s t-test or the non-parametric Mann-Whitney test were used. Analysis of 

respirometry data was performed with proprietary Wave software (Agilent, Santa 

Clara, CA, USA). A P-value < 0.05 was considered statistically significant. 

4.3 Results 

4.3.1 In vivo model characterisation 

4.3.1.1 Faecal slurry preparation and dose titration 

A new batch of faecal slurry was prepared in 2018 for i.p. injection and induction of 

faecal peritonitis as a model of sepsis. Microbiological analysis was performed by the 

UCLH Clinical Microbiology Lab on aliquots of faecal slurry prepared in 2018, and 

compared to analysis of faecal slurry from 2013.  

The analysis shows a similar order of bacteria for both batches, but a slightly higher 

Colony Forming Unit (CFU)/mL for the batch prepared in 2018. Differences were also 

found in the types of aerobic and anaerobic bacteria present (Supplementary Table 

3). Prior microbiological studies in the lab have confirmed long-term viability and 

reproducibility of faecal flora after different periods of storage at -80°C (data not 

shown). 

Characterisation of the in vivo model of faecal peritonitis with the new batch of faecal 

slurry was performed by colleagues in the lab. The aim was to determine the right 

dose of faecal slurry to generate a mortality rate of approximately 40% at 72 hours, 

similar to mortality rates of sepsis in humans [562]. Increasing doses of slurry were 

used, ranging from 0 to 9 mL/kg body weight. An increasing dose of faecal slurry 

produced a progressive increase in mortality, with a dose of 7 mL/kg body weight 

producing a mortality rate of 55% (n=11) (Table 5). This dose was subsequently 
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chosen for my experiments, producing a similar 72-hour mortality rate of 56% (n=16) 

(Figure 30). 

Table 5. 72-hour mortality with different doses of i.p. faecal slurry. Increasing doses of 

faecal slurry were used by colleagues in the lab to generate a mortality rate similar to that in 

human sepsis. A dose of 7 mL/kg was subsequently chosen. 

Dose (mL/kg) Rats (n) 72-hour 

mortality 

0 (sham) 6 0% 

4 3 0% 

6 6 16% 

7 11 55% 

9 6 67% 
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Figure 30. Kaplan-Meier 72-hour survival curve (Log Rank P=0.03). A faecal slurry dose 

of 7 mL/kg produced a 72-hour mortality rate of 55% compared to 0% mortality in the sham 

operated control animals. 

4.3.1.2 Validation of echocardiography 

During validation experiments, Doppler echocardiography was performed at baseline, 

during early sepsis (6 hours), and at the end of the experiment (72 hours) for sepsis 

survivors and sham-operated control animals. Based on these echocardiographic 

measurements, SV, HR, and CO could be determined (Table 6). 
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Table 6. Echocardiography of survival study. Echocardiography was performed at baseline 

(0h), and 6 and 72 hours after catheterisation in rats with sepsis (divided into survivors (SS) 

and non-survivors (SNS)) and sham control rats. CO was calculated from HR and SV. Data 

presented as mean ± SD. SS: Sepsis Survivor; SNS: Sepsis Non-Survivor; h: hour. 

****P<0.0001 vs control; +P<0.05 vs SS. 

  Sham (n=6) SS (n=7) SNS (n=9) P-value 

HR (beats/min) 

NR: 300-380 

0h 417 ± 30 452 ± 26 455 ± 33 0.06 

6h 450 ± 22 465 ± 31 463 ± 37 0.66 

72h 446 ± 31 421 ± 30  0.18 

SV (mL) 

NR: >0.35 

0h 0.45 ± 0.06 0.40 ± 0.07 0.49 ± 0.05+ 0.03 

6h 0.44 ± 0.04 0.27 ± 0.05**** 0.21 ± 0.03****+ <0.0001 

72h 0.43 ± 0.02 0.43 ± 0.07  0.84 

CO (mL/min) 

NR: >130 

0h 187 ± 15.11 178 ± 29 220 ± 23+ 0.02 

6h 198 ± 11.42 123 ± 23**** 98 ± 10 ****+ <0.0001 

72h 194 ± 10.31 181 ± 34  0.38 

Measurements of SV and HR at baseline and 6 hours after sepsis induction and 

instrumentation have previously shown to be reliable markers for prognostication of 

survival [563, 564]. However, in my current model, no changes in HR at 6 hours were 

observed between sham-operated controls and septic animals (P=0.66). HR 

measurements at baseline were higher in both predicted survivors and non-survivors, 

but the difference against sham control animals did not reach significance (P=0.12 

and P=0.06, respectively). HR in all groups however exceeded the normal range for 

rats of similar age and weight (300-380 beats/min). 

A significant decrease in SV was found in both groups of septic rats when compared 

to sham-operated controls at 6 hours (P<0.0001 for both), with a greater decrease in 

those animals who go on to die (P=0.03). At 6 hours, SV fell below the normal range 

(>0.35 mL) for both septic groups, but recovered at 72 hours in the surviving animals. 

CO followed a similar trend, with significantly higher levels in predicted non-survivors 

when compared to survivors even at baseline (P=0.04). However, at 6 hours, CO in 
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predicted non-survivors dropped markedly compared to predicted survivors (P=0.01). 

Values in both predicted survivors and non-survivors also differed significantly from 

sham-operated control animals (P<0.0001 for both). 
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Figure 31. Difference in SV as prognosticator for survival at 72 hours. Echocardiography 

was performed at baseline (0h) and 6 hours after catheterisation in rats with sepsis (divided 

into survivors (SS) and non-survivors (SNS)) and sham control rats. The %change in SV was 

calculated by subtracting SV at 6 hours from SV at baseline, and subsequently dividing this 

number by SV at baseline. Data presented as mean ± SD. SV: Stroke Volume; ROC: Receiver 

Operating Characteristic; SS: Sepsis Survivor; SNS: Sepsis Non-Survivor; h: hour. *P<0.05; 

***P<0.001; ****P<0.0001. 

As SV already differed between predicted non-survivors and survivors at baseline 

(P=0.02), the percentage change in SV from baseline to 6 hours was used as a 

predictor of mortality (Figure 31). This measure had an Area Under the ROC  

(AUROC) curve of 0.84 (Confidence Interval (CI) 0.61-1). A cut-off value of a 40.8% 

fall in SV from baseline was associated with a sensitivity of 78% (CI 45-96%) and 

specificity of 86% (CI 49-99%). This cut-off was subsequently used to assign 

predicted mortality to septic animals in further experiments. 
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4.3.1.3 Metabolic cage monitoring 

After instrumentation, animals were individually housed in metabolic cages, enabling 

measurement of VO2, VCO2 and subsequent calculation of the RER. A clear diurnal 

pattern can be seen in RER values in sham-operated controls, with higher RER values 

overnight compared to the day, which corresponds to periods of increased activity 

(Figure 32). RER values in sham animals ranged from 0.9-1.0, indicating predominant 

use of carbohydrate metabolism. A very early drop in RER and loss of diurnal rhythm 

was seen in both septic groups. Even in septic survivors, the diurnal rhythm was not 

restored by study end (72 hours). RER values for septic animals ranged from 0.75-

0.85, indicating a shift towards utilisation of protein (RER 0.83) and fat (RER 0.70). 

VO2 levels were lower in septic animals compared to sham operated controls, but 

were initially similar in survivors and non-survivors. Divergence commenced 

approximately 24 hours after the induction of sepsis. At this timepoint, the VO2 of 

surviving animals returned to normal, while that of non-survivors continued to 

decrease further. A VO2 reading of <900 mL/kg/h was associated with mortality in all 

animals. The VCO2 profile was comparable to the VO2 profile in septic animals, with 

the only difference being that VCO2 values in septic survivors did not normalise by 

study end (72 hours) (Figure 32). 

0

1000

2000

3000

Time (h)

V
O

2
 (

m
l/
k
g
/h

)

24 48 72

0

1000

2000

3000

Time (h)

V
C

O
2
 (

m
l/
k
g
/h

)

24 48 72

0.6

0.7

0.8

0.9

1.0

1.1

Time (h)

R
E

R

24 48 72

Sham

SS

SNS

 

Figure 32. VO2 consumption, VCO2 production, and RER during survival study. Animals 

were continuously monitored in metabolic cages after catheterisation. These graphs depict 

rats with sepsis (divided into survivors (SS) and non-survivors (SNS)) and sham control rats. 

RER was calculated from VO2 and VCO2. Data presented as mean ± SD. VO2: O2 

Consumption; VCO2: O2 Production. RER: Respiratory Exchange Ratio; SS: Septic Survivor; 

SNS: Septic Non-Survivor; h: hour. Sham n=6; SS n=7; SNS n=9. 
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4.3.2 In vivo serum collection study 

4.3.2.1 End-physiological and haemodynamic parameters 

For all animals, in addition to measurements at 0 and 6 hours to prognosticate 

survival, echocardiography was also performed at the end of each experiment (at 

either 6, 24 or 72 hours) prior to blood collection. To be able to interpret a more overall 

picture of haemodynamics, measurement of Hb, O2 Saturation (sO2), and the pO2 by 

BGA were also included in Table 7. 

No significant differences were observed in HR between the groups at any timepoint. 

Rates however exceeded the normal range for all groups at all timepoints (300-380 

beats/min). Significant differences were found in SV at 6 hours between sham-

operated control animals, predicted survivors (P<0.0001) and non-survivors 

(P<0.0001), and also between the two septic groups (P=0.01). SV for both septic 

groups fell below the normal range (>0.35 mL), but recovered in predicted survivors 

at 24 and 72 hours. CO at 6 hours, as derived from HR and SV, was also significantly 

higher in sham-operated controls compared to predicted non-survivors (P=0.0002). 

Levels in both septic groups fell below the normal range at 6 hours (>130 mL/min). 

A significant decrease in RR was found at 6 hours in predicted non-survivors 

compared to sham operated controls (P=0.01), but recovered at later timepoints. RR 

in sham controls, predicted septic survivors and non-survivors at 6 and 72 hours all 

exceeded the normal range (45-65 breaths/min). A trend towards decreased 

temperatures in septic animals was seen at 6 and 24 hours, but this did not reach 

significance (P=0.07 for both time-points). 

The Hb of arterial and mixed blood obtained via heart puncture was significantly 

higher in both septic groups at 6 hours compared to sham-operated control animals 

(P=0.0007 for predicted survivors, P=0.004 for non-survivors), despite significant fluid 

loading from 2 hours, but decreased at subsequent timepoints. 
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Table 7. End physiological and haemodynamic parameters. Echocardiography was 

performed and whole blood taken at 6, 24 and 72 hours after catheterisation in rats with sepsis 

(divided into survivors (SS) and non-survivors (SNS)) and sham controls to measure HR, SV, 

and RR. CO was calculated from HR and SV. Temperature was measured using a rectal 

probe. Hb, sO2 and pO2 were measured by BGA of whole blood. DO2 was subsequently 

calculated. NR: Normal Range; SS: Sepsis Survivor; SNS: Sepsis Non-Survivor; h: hour. 

*P<0.05; **P<0.01; ***P<0.001; P<0.0001 vs sham. ++P<0.01 vs SS. 

  Sham SS SNS P-value 

HR (beats/min) 

NR: 300-380 

 

6h 440 ± 20 430 ± 42 462 ± 38 0.31 

24h 423 ± 53 480 ± 55 455 ± 51 0.26 

72h 446 ± 31 421 ± 30  0.18 

SV (mL) 

NR: >0.35 

6h 0.45 ± 0.06 0.29 ± 0.04**** 0.20 ± 0.02****++ <0.0001 

24h 0.35 ± 0.06 0.36 ± 0.05 0.33 ± 0.07 0.65 

72h 0.44 ± 0.02 0.43 ± 0.07  0.84 

CO (mL/min) 

NR: >130 

6h 196 ± 24 124 ± 16 94 ± 12*** <0.0001 

24h 147 ± 25 171 ± 8 149 ± 40 0.46 

72h 194 ± 10 181 ± 34  0.38 

RR (breaths/min) 

NR: 45-65 

6h 71 ± 16 61 ± 8 49 ± 6* 0.02 

24h 76 ± 20 75 ± 17 70 ± 13 0.76 

72h 90 ± 9 76 ± 14  0.14 

Temperature (oC) 

NR: 36.1-37.3 

6h 37.9 ± 0.4 37.2 ± 0.6 37.5 ± 0.4 0.07 

24h 37.8 ± 0.4 36.4 ± 2.5 35.5 ± 1.7 0.07 

72h 37.8 ± 0.5 37.5 ± 0.3  0.42 

Hb (g/dL) 

NR: 13.5-16.0 

6h 12.7 ± 0.7 16 ± 0.9*** 15.7 ± 2.0** 0.0005 

24h 13.1 ± 0.6 14 ± 1.1 14.2 ± 1.5 0.28 

72h 12.2 ± 0.4 12 ± 0.8  0.35 

sO2 (%) 

NR: >91% 

6h 85.2 ± 14.7 82.4 ± 13.1 92.1 ± 5.0 0.51 

24h 90.2 ± 3.7 54.0 ± 38.6 53.2 ± 34.7 0.07 

72h 91.4 ± 2.4 93.1 ± 2.5  0.30 

pO2 (kPa) 

NR: 10.2-12.4 

6h 10.8 ± 4.4 12.7 ± 4.8 10.8 ± 2.2 0.63 

24h 11.8 ± 3.2 10.9 ± 8.9 7.1 ± 3.6 0.20 

72h 11.0 ± 1.0 12.4 ± 1.7  0.13 

DO2 (mL/min) 

NR: >22 

6h 29.0 ± 8.2 21.2 ± 3.2 18.14 ± 3.0* 0.01 

24h 23.4 ± 4.6 18.6 ± 12.6 16.3 ± 8.6 0.35 

72h 29.1 ± 2.4 26.2 ± 6.4  0.32 
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Initially, sO2 was similar in all groups at 6 hours, with slightly low saturation in sham 

control animals and predicted survivors compared to the normal range (>91%). Where 

saturation increased to normal range in sham animals, it seemed to decrease at 24 

hours in both septic groups. However, this did not reach significance (P=0.07). At 72 

hours, saturation in predicted survivors was restored. 

The calculated total amount of O2 Delivered (DO2) to tissues per minute was 

significantly lower at 6 hours in predicted non-survivors compared to control animals 

(P=0.01). The fall in predicted survivors did not reach significance (P=0.07). Levels at 

24 hours remained lower in septic animals compared to the normal range, but 

returned back to normal at 72 hours in predicted survivors (>22 mL/min). It must be 

noted that a heartpuncture had to be performed for n=2 septic animals at 6 hours, n=6 

septic animals at 24 hours, and n=1 septic animal at 72 hours. This means results 

cannot always be directly compared between groups and with normal ranges for 

arterial blood. 

4.3.2.2 Blood gas analysis 

BGA was performed on arterial whole blood and occasionally mixed blood derived 

from heartpuncture at the end of each experiment at the three pre-determined time-

points. Glucose levels were initially similar for all three groups at 6 hours, but 

decreased at 24 hours for sepsis survivors (Kruskal Wallis: P=0.001; Dunn’s: P=0.02) 

and non-survivors (P=0.01), without significant differences between the two septic 

groups. The significant difference between sepsis survivors and sham-operated 

control animals persisted at 72 hours (P<0.0001). 

Similarly to glucose levels, lactate levels were initially similar in all groups. However, 

at 24 hours, compared to sham-operated controls, lactate levels were significantly 

higher in sepsis survivors (ANOVA: P=0.03; Tukey’s: P=0.05) and non-survivors 
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(P=0.04), without any differences between the latter two groups. At 72 hours, lactate 

levels remained higher in sepsis survivors compared to sham animals (P=0.02). 
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Figure 33. Blood levels of glucose and lactate. Glucose and lactate were measured by 

BGA of whole blood taken at 6, 24 and 72 hours after catheterisation from rats with sepsis 

(divided into survivors (SS) and non-survivors (SNS)) and sham control rats. Levels are 

presented as mean ± SD. SS: Sepsis Survivor; SNS: Sepsis Non-Survivor; h: hour. *P<0.05; 

**P<0.01; ****P<0.0001. 

Compared to sham controls, pH fell at 24 hours in predicted non-survivors (P=0.02) 

(). This was related to a metabolic acidosis with an increase in base deficit, fall in 

HCO3
-, and rise in lactate (Figure 33). The maximal effect on base deficit was seen at 

6 hours but improved to some degree at 24 hours, likely related to the ongoing fluid 

resuscitation which commenced at 2 hours. Although pCO2 levels seemed to rise in 

the septic animals, this did not reach statistical significance. Of note, the septic non-

survivors showed decreasing pO2 and a rising pCO2 at 24 hours, suggestive of 

worsening respiratory failure which may in part be related to increasing fatigue and 

decreasing effort. 

Electrolyte levels were deranged at 6 hours in the septic animals with lower Na+ and 

higher K+ values, but they had corrected by 24 hours. No clinically relevant changes 

were seen in Ca2+, Cl-, or HCO3
-. The bilirubin levels were supranormal in all groups, 

however there was no difference between sham and septic animals. This may 

possibly be due to a mechanical haemolysis related to blood extraction through the 
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arterial catheter, which may also explain the rise in potassium. However, the 

potassium levels were within the normal range rather than supranormal. 

4.3.2.3 Hormone measurements 

Levels of various stress and metabolic hormones were measured by ELISA in serum 

collected from septic (predicted survivors vs non-survivors) and sham-operated 

controls rats at three pre-determined time-points, representing the early (6 hours), 

adaptive (24 hours), and recovery (72 hours) phases of sepsis. Of note, the hormone 

levels were significantly above the assay manufacturer’s reference ranges, despite 

excellent standard curves being obtained. Whether these given ranges are inaccurate 

or not applicable to this particular species is uncertain, but differences between sham 

controls and septic predicted survivors and non-survivors are likely more relevant. 
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Figure 34. Serum levels of insulin and glucagon. Hormones were measured by ELISA in 

serum samples taken at 6, 24 and 72 hours after catheterisation from rats with sepsis (divided 

into survivors (SS) and non-survivors (SNS)) and sham control rats. Data presented as mean 

± SD. SS: Septic Survivor; SNS: Septic Non-Survivor; h: hour. **P<0.01; ***P<0.001. 

Insulin levels were significantly lower in predicted non-survivors compared to sham-

operated control animals at 24 hours (ANOVA: P=0.01; Tukey’s: P=0.01), and in 

predicted survivors at 72 hours (P=0.0002). However, insulin levels in all groups 

exceeded normal reference values (1.4-3.7 ng/mL) for healthy rats of similar age and 

weight. No significant differences in glucagon levels were observed between sham-
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operated control rats and septic animals. Glucagon levels at all time-points exceeded 

normal reference values of 66-98 pg/mL (Figure 34). 

Normal reference values for noradrenaline and adrenaline range from 0.2-0.6 ng/mL 

and 0.1-0.9 ng/mL, respectively. Levels in both control and septic animals far 

exceeded these reference values in both groups. Despite no evidence of clinical 

distress in the sham animals, this may indicate in part a psychological stress response 

related to being tethered and isolated from the other rats, which did not settle over 

time for noradrenaline, but did for adrenaline (Figure 35). 
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Figure 35. Serum levels of noradrenaline and adrenaline. Catecholamines were measured 

by ELISA in serum samples taken at 6, 24 and 72 hours after catheterisation from rats with 

sepsis (divided into survivors (SS) and non-survivors (SNS)) and sham control rats. Data 

presented as mean ± SD. SS: Septic Survivor; SNS: Septic Non-Survivor; h: hour. *P<0.05. 

Levels of fT3 in both control and septic rats exceeded reference values of 3.2-4.8 

pg/mL at all timepoints. Significant differences between groups were seen at 24 hours, 

with an increase in fT3 and a decrease in rT3 (Figure 36). Levels of fT3 were higher in 

predicted non-survivors compared to control animals (ANOVA: P=0.002; Tukey’s: 

P=0.001), whereas levels of rT3 were higher in sham operated animals compared to 

both predicted survivors (ANOVA: P=0.003; Tukey’s: P=0.008) and non-survivors 

(P=0.004). 
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Figure 36. Serum levels of fT3 and rT3. Thyroid hormones were measured by ELISA in serum 

samples taken at 6, 24 and 72 hours after catheterisation from rats with sepsis (divided into 

survivors (SS) and non-survivors (SNS)) and sham control rats. Data presented as mean ± 

SD. SS: Septic Survivor; SNS: Septic Non-Survivor; h: hour. **P<0.01. 

The reference range for early morning corticosterone is reported as 31-114 ng/mL. 

Corticosterone levels increased in septic animals at 6 hours compared with controls 

(Kruskal-Wallis: P=0.01; Dunn’s: P=0.03 for predicted survivors, and P=0.05 for 

predicted non-survivors) (Figure 37). Levels subsequently decreased at 24 and 72 

hours in septic rats, with no differences seen against sham controls. Corticosterone 

levels in septic animals at 6 hours exceeded this range, but returned closer to the 

normal range at later time-points (24 and 72 hours). 

6 24 72

0

100

200

300

400

500

Time (h)

C
o
rt

ic
o
s
te

ro
n
e
 (

n
g
/m

L
) Sham

SS

SNS

✱

✱

 

Figure 37. Serum levels of corticosterone. Corticosterone was measured by ELISA in 

serum samples taken at 6, 24 and 72 hours after catheterisation from rats with sepsis (divided 

into survivors (SS) and non-survivors (SNS)) and sham control rats. Data presented as mean 

± SD. SS: Septic Survivor; SNS: Septic Non-Survivor; h: hour. *P<0.05. 
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4.3.2.4 Cytokine measurements 

Levels of the predominantly pro-inflammatory cytokine IL-6, and anti-inflammatory 

cytokine IL-10, were measured in serum from septic and sham-operated controls rats 

at the three pre-determined timepoints (6, 24 and 72 hours) (Figure 38). 

At 6 hours, IL-6 and IL-10 cytokine levels were elevated in both septic groups. For IL-

6, this was more marked in predicted non-survivors (Kruskal-Wallis: P<0.0001; 

Dunn’s: P=0.002). During the established phase (24 hours), levels of IL-6 decreased 

in septic animals, making the difference with sham-operated control animals less 

pronounced. However, differences remained significant for septic non-survivors 

(Kruskal-Wallis: P=0.02; P=0.03). At the end of the experiment (72 hours), IL-6 levels 

in predicted survivors had completely returned to normal, with no difference between 

this group and sham-operated control animals. 

During the early phase of sepsis (6 hours), predominantly anti-inflammatory cytokine 

IL-10 was elevated in both sepsis survivors (Kruskal-Wallis: P=0.0003; Dunn’s: 

P=0.003) and non-survivors (P=0.03) compared to sham-operated controls, with no 

significant difference between the two septic groups. A similar trend was observed 

during the established phase (24 hours) (Kruskal-Wallis: P=0.0003), with differences 

between sepsis survivors (P=0.03) and non-survivors (P=0.003) compared to sham-

operated control animals. During the recovery phase (72 hours), levels of IL-10 were 

still significantly higher in sepsis survivors (P=0.001). 
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Figure 38. Serum levels of cytokines. Cytokines were measured by ELISA in serum samples 

taken at 6, 24 and 72 hours after catheterisation from rats with sepsis (divided into survivors 

(SS) and non-survivors (SNS)) and sham control rats. Data presented as mean ± SD. SS: 

Sepsis Survivor; SNS: Sepsis Non-Survivor; h: hour. *P<0.05; **P<0.01; ***P<0.001. 

4.4 Discussion 

In the current in vivo rat model of faecal peritonitis, I have replicated most endocrine, 

metabolic, and immune features previously described by my host lab. Early (6 hours) 

alterations in endocrine, metabolic, and immune profiles sometimes persisted through 

the established (24 hours) and recovery (72 hours) phases of sepsis. During the early 

phase (6 hours), before any other clinical signs of illness, mortality could be accurately 

predicted based upon differences in SV measured by echocardiography. However, 

for most other measurements, no differences were detected between predicted 

survivors and non-survivors. 

4.4.1 Model severity 

The severity of the current model resulted in a 72-hour mortality rate of 56%, which is 

similar to previous results in the lab using the same model [417], but slightly higher 

compared to mortality rates in human sepsis with faecal peritonitis [562]. I examined 

the impact of lower concentrations of faecal slurry (≤6 mL/kg) on mortality rates in an 

initial dose-titration study, but this resulted in mortality rates ≤16%, hence the choice 
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for a 7 mL/kg inject to resemble human faecal peritonitis and increase the chances of 

detecting differences in endocrine, metabolic, and immune parameters. 

4.4.2 Thermoregulation 

Body temperature in rats was not significantly different between groups at any given 

timepoint. During human sepsis, both fever and hypothermia are hallmark 

characteristics, with hypothermia being associated with adverse outcomes [565-567]. 

Early falls in core temperature and whole-body metabolism have repeatedly been 

found in murine models of sepsis [142], though not in rats. In previous work from the 

lab using the same faecal peritonitis rat model, either no difference [142] or an 

increase in temperature has been seen [417, 568].  

This difference may be methodological in that the temperature control of the lab is 

suboptimal, often overheating in summer and cold in winter. The equilibrium point of 

heat production and loss, thermoneutrality, occurs at an ambient temperature of 

approximately 21°C in humans and 23-25°C in rats. Exposure to an environmental 

temperature either above or below thermoneutrality will trigger physiological 

responses that work to maintain a stable core body temperature. Ongoing work in the 

lab is assessing this question. 

4.4.3 Haemodynamic stress 

Early haemodynamic prognostication (6 hours) was performed on animals before they 

started to identify themselves clinically. Early myocardial depression and cardiac 

dysfunction were evident in septic animals despite fluid resuscitation. Septic animals 

showed an early decrease in SV and CO, and this was even more pronounced in the 

animals that died before the 72-hour study endpoint. Importantly, animals surviving 

72 hours show clinical signs of improvement, so these can be considered true 

survivors rather than delayed deaths. This decrease in SV at 6 hours compared to 
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baseline values has proven to be an accurate predictor of mortality in the current 

model, and was subsequently used to assign mortality to rats. This is consistent with 

previous work in the lab using the same model [417, 563]. 

Substantial evidence of cardiac injury and myocardial depression has also been 

reported in a similar model, with more injury in non-surviving rats. These rats have a 

diminished ability to tolerate repeated fluid loading compared to predicted septic 

survivors and controls [563]. Early cardiac dysfunction in non-survivors was also 

manifested by tachycardia, raised serum troponin T, and B-type Natriuretic Peptide 

(BNP) [417]. 

4.4.4 O2 delivery 

The O2 delivery (DO2) was lower in predicted non-survivors compared to sham-

operated controls, and fell below normal reference values for both predicted survivors 

and non-survivors during the early (6 hours) and established (24 hours) phases of 

sepsis. This fall was mainly caused by a decreased CO in septic rats at 6 hours, and 

low pO2 and sO2 levels in sepsis at 24 hours. The latter can probably be explained by 

the number of cardiac punctures that had to be performed at these timepoints in septic 

rats, resulting in a mix of arterial and venous blood. The Hb remained within normal 

range throughout the experiments in all groups, and was even higher in septic animals 

compared to sham-operated controls. This is likely to be due to haemoconcentration 

despite the considerable amount of fluid infused into these animals. 

VO2 was measured in rats housed in metabolic cages during the initial survival study. 

VO2 fell immediately after faecal slurry injection both in sepsis survivors and non-

survivors with loss of diurnal variation. Rates in sepsis survivors returned back to 

normal during the recovery phase of sepsis (24 hours). These DO2 and VO2 results 

are consistent with previous work in the lab with the same model [417]. 
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Sufficient O2 must be present in the cells to maintain adequate generation of ATP by 

the electron transport system. If O2 availability is limited, ATP production is 

compromised and this results in a fall cellular O2 consumption. In a very short term 

response this is pathological, but over time the cell may adapt to a persisting decrease 

in energy substrate availability by reducing its metabolism. Either way, this could lead 

to cellular and thus organ dysfunction. In concordance with the above findings, an 

increase in blood lactate concentrations was observed in septic rats at 24 and 72 

hours, suggesting the initiation of a compensatory increase in glycolytic ATP 

production. Large trials have reported hyperlactataemia alone in 30-47% of patients 

with septic shock [569-571]. 

The interpretation of the blood lactate concentration is not straightforward [572]. 

Increased lactate concentrations could be caused by tissue hypoxia, especially before 

resuscitation, or by decreased clearance due to hepatic dysfunction. In my study, 

levels of bilirubin, an indicator of liver function, exceeded the normal range in all 

groups and at all time-points. Increased lactate could also be secondary to other 

mechanisms such as increased aerobic glycolysis or abnormal pyruvate metabolism 

[573]. On the other hand, lactate utilisation may increase in sepsis, as it is an 

important metabolic substrate for vital organs during stress states. 

4.4.5 Metabolic alterations 

Significant alterations occurred in plasma glucose and lactate levels during sepsis. 

Changes in lactate have been discussed in the previous paragraph. Glucose levels 

decreased in septic animals at 24 and 72 hours, without any differences between 

predicted survivors and non-survivors. Using RER metabolic data, assumptions can 

also be made on changes in substrate utilisation during sepsis. 

Blood glucose levels were abnormally high in sham-operated control animals from the 

start. Although food intake was not monitored, this could potentially be explained by 



178 
 

continuous glucose administration to avoid hypoglycaemia. However, glucose has 

previously been administered in a similar model, without induction of hyperglycaemia 

[142]. Depleted glycogen stores, impaired gluconeogenesis, and increased peripheral 

glucose utilisation may all be contributing factors to the lower glucose levels seen in 

the septic rats. 

Glucose levels during sepsis can be affected by stress hormones such as glucagon, 

growth hormone, catecholamines, and glucocorticoids, but also by pro-inflammatory 

cytokines [574]. Excessive insulin suppresses hepatic gluconeogenesis and regulates 

glucose uptake into skeletal muscle [59]. Insulin treatment for tight glycaemic control 

during sepsis has shown both benefit and harm [89].  

Studying VO2 consumption and VCO2 production, and subsequently calculating 

correlating RER values, can give an insight into substrate utilisation. RER values fell 

in septic animals with a loss of diurnal rhythm. RER values during sepsis decreased 

to 0.75-0.8 without recovery, whereas they remained around 0.88-0.92 in sham-

operated control animals. This suggests a change in metabolic substrate in septic 

animals away from carbohydrates towards a mix of fat and protein [575]. This switch 

in fuel utilisation is often seen in sick animals and during starvation and has also been 

reported in our septic rat model [142]. 

4.4.6 Endocrine changes 

Both early and prolonged changes were found in levels of stress and metabolic 

hormones during the time-course of sepsis, without any differences between 

predicted survivors and non-survivors. 

Levels of the metabolic hormone glucagon did not differ between the groups at any of 

the time-points. In a similar rat model of sepsis, levels of glucagon were initially 

elevated, with higher levels in non-survivors. Subsequently, levels returned to normal 
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range [417]. Similar findings to this have been found in human sepsis, where glucagon 

normally rises to oppose the role of insulin, with higher levels of glucagon in those 

who die [71, 96]. 

Contrary to circulating glucagon, insulin levels were significantly lower in septic 

animals at both 24 and 72 hours, without any differences between predicted survivors 

and non-survivors. Persistently repressed insulin levels in septic animals have been 

shown previously in the lab [417]. These results are also in accordance with an initial 

fall in insulin that is normally observed during critical illness [59]. The question remains 

whether this is due to suppressed secretion of insulin by the pancreas, or increased 

breakdown. During prolonged critical illness, hyperinsulinaemia and the development 

of insulin resistance is more common [59, 576]. 

Levels of the catecholamines, noradrenaline and adrenaline in both septic and sham 

animals exceeded reference values for healthy animals. At 6 hours, this may relate in 

part to a stress response following surgery. However, and surprisingly, there were no 

differences in levels between septic and sham-operated control animals at this time-

point. Levels in sham-operated animals were even significantly higher at 24 hours. 

This contradicts findings from the literature and those previously found in a similar 

model [417]. A possible explanation is that the sham animals were excessively 

stressed but this was not apparent from their behaviour in the cage while on the tether. 

Early elevations in catecholamines have been reported during sepsis and 

subsequently decrease [66]. The magnitude of rise prognosticates for a poor outcome 

[342]. 

Similarly, unexpected results were obtained with thyroid hormone levels which, again, 

did not agree with previous measures made in this lab model and with the ‘sick 

euthyroid’ syndrome values found during sepsis [88, 90, 577]. In a similar rat model, 

lower levels of fT3 were found in non-survivors [417]. In humans, a fall in thyroid 

hormones is prognostic in critical illness [89]. Significant differences between septic 
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and sham operated control rats were found for both fT3 and rT3 at 24 hours, with 

higher levels of fT3 in septic animals and higher levels of rT3 in sham operated control 

animals. However, this is contrary to what would be expected. 

With thyroid hormones as key drivers of metabolism, an increase in fT3 suggests 

increased metabolism during sepsis. The unexpected decrease in catecholamines in 

the current model and rise in fT3 might be linked because of the common precursor 

tyrosine. An elevation in tyrosine iodination could be at the expense of catecholamine 

formation. 

Lastly, a significant increase in corticosterone, the rat equivalent of cortisol, was found 

during the early phase (6 hours) in septic animals. A rise in corticosteroid hormones 

in critical illness has been attributed to reduced breakdown rather than increased 

production [81]. The pattern in rats differs from critically ill patients, where an initial 

increase of circulating cortisol is followed by a prolonged elevation [416, 578]. This 

initial elevation of corticosterone leads to a catabolic phase of metabolism. A 

subsequent fall in corticosterone suggests a move away from catabolism as recovery 

begins. 

4.4.7 Immune response 

The predominantly pro-inflammatory cytokine IL-6 increased during the early phase 

(6 hours) of sepsis, whereas the anti-inflammatory cytokine IL-10 remained elevated 

at all time-points, even during the recovery phase (72 hours). No differences were 

however found between predicted survivors and non-survivors for any of the cytokines 

measured. 

Our previous lab studies in a similar rat model found a comparable trend in IL-6 levels, 

with a very early rise (3 hours) slowly coming down back to normal at 48 hours. Serum 

IL-10 peaked between the early (3 hours) and established phase (24 hours) and 
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declined thereafter, but remained elevated at 72 hours [568]. Higher levels were 

however found in non-survivors for IL-6 at 6 and 24 hours [417]. 

An early combined pro- and anti-inflammatory response is followed by a 

predominantly anti-inflammatory milieu, predisposing patients to secondary 

infections. Studies report elevated levels of IL-6 and IL-10 in septic patients on 

admission to critical care, with higher levels in those with septic shock and those who 

go on to die [579, 580]. High levels of these cytokines at discharge even correlated 

with increased mortality up to a year following admission [581].  

4.5 Strengths and limitations 

The aim of this in vivo rat study of faecal peritonitis was to characterise the endocrine, 

metabolic, and immune response during sepsis, and to examine differences in the 

stress response between survivors and non-survivors. Although this has largely been 

achieved, there are a number of limitations to the current work. 

As with any critical illness, individual patient characteristics affect outcome. These 

characteristics include, but are not limited to, co-morbidities, interventions, age, and 

sex. I tried to adhere to the guidelines proposed by the MQTiPSS, to reflect human 

sepsis. I did not use antibiotics or organ support, and the homogenous group of 

previously healthy, male, adolescent rats obviously differ from the markedly variable 

human population treated for sepsis. Whereas patients present with sepsis after 

varying amounts of time, the timing of the infectious illness was precisely known in 

this rat model. 

The number of rats used was kept to a minimum, due to animal welfare issues. 

Although the number used was based on previous experiments with the same model, 

this may have led to a type II error. Due to clotting of arterial lines during the study, 

no consecutive measurements in the same rats were possible. Therefore, separate 
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animals had to be used for the pre-determined timepoints, making it impossible to 

draw conclusions on trends over time. 

An attempt was made to study the endocrine, metabolic, and immune response during 

sepsis. Although this study has included the most important markers of endocrine, 

metabolic, and immune function, more could have been included to study specific 

pathways. Animals (and humans) do lose circadian rhythms in sepsis so, ideally, 

sampling would have been performed at multiple time-points, but this is logistically 

challenging in view of the issues with arterial line occlusion. 

4.6 Summary and conclusions 

This 3-day fluid resuscitated rat model of faecal peritonitis displays early and wide-

ranging changes in endocrine, metabolic, and immune markers, without many of the 

differences previously seen in this model between predicted survivors and non-

survivors. Prognostication was still possible using SV, indicating the importance of 

myocardial injury/depression in determining outcome. Several markers remained 

abnormal, even after clinical recovery of the rats at the 72-hour study endpoint. This 

includes failure to restore the normal diurnal variation in VO2 and VCO2. It is likely that 

predicted survivors are developing a chronic stress response at this stage. 

Conflicting results were found during the time course of sepsis, which are not in line 

with current understandings of the disease process, for example, stress hormone 

levels such as catecholamines and thyroid hormones. It is unclear why these were 

obtained as assay standard curves were excellent. The crucial question remains as 

to how the endocrine changes during sepsis affect mitochondrial and immune 

function, and as to whether altering the endocrine response would be beneficial for 

these parameters. It is reasonable to assume that an appropriate degree of endocrine 

changes is vital in dealing with an exogenous insult, yet an excessive response may 

be injurious. 
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Chapter 5 Summary, conclusion, and future ideas 

In this thesis, I studied changes in various stress and metabolic hormones, and in 

markers of mitochondrial and immune function during sepsis. Subsequently, the 

impact of these endocrine changes in modulating mitochondrial and immune function 

of mononuclear cells were examined. Methods included ex vivo studies on patient 

samples, a rat model of faecal peritonitis, and in vitro studies with isolated human 

PBMCs. 

5.1 Summary 

Changes in some, but not all, stress and metabolic hormones were found, both in 

human sepsis and in the rat model of faecal peritonitis. An early increase in cortisol 

(and corticosterone in rats) was the most profound, but without any changes between 

survivors and non-survivors, despite accurate prognostication of survival using SV at 

6 hours in the animal model. The persistent decrease in insulin levels in the rat model 

could not be replicated in humans. Surprisingly, both models did not show any 

changes in levels of catecholamines and glucagon. Where this was similar for both 

thyroid hormones in humans, increased fT3 but decreased rT3 were observed during 

the established phase of sepsis in the rat model. 

Even though no changes in MMP were found in septic patients, there was a significant 

rise in mROS indicative of mitochondrial stress. Although cell-specific mitochondrial 

function was not assessed in the rat model, whole-body metabolism shifted during 

sepsis from carbohydrates towards the utilisation of protein and fat, and lost its diurnal 

rhythm. The rat model showed an early rise in both pro- and anti-inflammatory 

cytokines, with the latter even persisting through to the recovery phase. Changes in 
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cytokines were less profound in humans, but a decrease in quantified monocyte HLA-

DR expression was evident. 

As could be predicted, positive correlations were found between MMP and mROS in 

all groups of patients as the increase in protonmotive force generated by the higher 

membrane potential will drive ROS formation as a consequence. This reflects 

mitochondrial stress and/or a greater ATP demand. Of note, opposite directions of 

correlations were found between measures of mitochondrial and immune function in 

the different patient groups. While MMP was negatively correlated with monocyte 

HLA-DR in survivors, this correlation was positive in non-survivors. In control patients, 

mROS was positively correlated with monocyte HLA-DR. Whether this reflects an 

adaptive response in survivors requires further investigation. 

Variable associations were seen between catecholamine levels and the various 

measures of mitochondrial and immune cell function in the control and patient groups. 

It is difficult, however, to see a consistent pattern when comparing either adrenaline 

or noradrenaline, or septic survivors and non-survivors. Subsequent in vitro studies 

did show that catecholamine-induced effects on mitochondrial and immune function 

are dose, stimulation, and cell-type specific. mROS and monocyte HLA-DR 

expression were seen to both increase and decrease depending on dose and cell 

type. Despite the increase in mROS, MMP often fell suggestive of damage/inhibition 

to the ETC. Similarly, the in vitro responses to cortisol were variable in terms of effects 

on immune function, and there was no measurable impact on mitochondria. 

In non-survivors, positive correlations were found between both thyroid hormones 

(active fT3 and inactive rT3) and measures of mitochondrial function, HLA-DR 

expression, and both pro- and anti-inflammatory cytokines. The fact that both fT3 and 

rT3 show similar correlations argues against the reported metabolic inactivity of rT3 in 

the literature. However, in survivors, an inverse relationship was seen between rT3 

and mROS. No correlations were found between insulin or glucagon and measures 



185 
 

of mitochondrial and immune function in most cases, except for a positive correlation 

between insulin and mROS in survivors.  

5.2 Conclusion 

In conclusion, although further studies are warranted to confirm and elaborate on the 

current observations, the opposite directions of correlations suggest a change in 

regulation of these processes in sepsis. Early identification of the processes that differ 

in those who go on to die, and also the description of how they differ, may benefit 

selecting optimal treatment strategies for patients. However, due to the nature of the 

current study, conclusions cannot be drawn on causation of correlations and caution 

therefore has to be applied interpreting these results. 

The in vitro effects of catecholamines and cortisol differed per cell type, stimulation, 

and dose. This highlights again the importance of stratifying patients according to, for 

example, immune status, to identify who could benefit from elimination or 

administration of these hormones, or from manipulation of endocrine effects by using 

receptor blockers such as α- or β-blockers for catecholamines, or GR antagonists for 

glucocorticoids. 

The relatively small sample sizes may have introduced Type II errors, though this 

would not explain the opposing correlations seen in, for example, survivors versus 

non-survivors. Previous execution of the rat model and comparison with human data 

by others in the lab revealed many more similarities in the endocrine response, and 

even prognostication of survival for some. I was unable to show this, even though 

both animals and patients looked clinically unwell, which was reflected by measures 

of, for example, lactate, cytokines, metabolism, and glucocorticoids. Although inter-

operator variability is expected to some extent, this does not explain why changes are 

observed in some, but not all markers of the stress response during sepsis. 
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For consistency, I used similar kits and reagents to those of previous colleagues 

wherever possible, and adhered to the standardised protocols within the lab. New 

protocols were validated and optimised extensively, and included the use of controls, 

which indicated my techniques were methodologically sound. Drugs used during my 

in vitro experiments were freshly prepared and used before reaching the expiration 

dates. 

Another potential explanatory factor is bad sample quality. To minimise this, I used 

liquid nitrogen to snap-freeze my samples from the animal experiments immediately 

after collection, which were subsequently stored at -80°C. Samples from septic 

patients were transported for processing and storage at -80°C as soon as possible 

after collection. Repeated thawing and freezing were prevented by storing samples in 

small batches for analysis. Errors in the methodology used or sample quality are 

therefore also unlikely explanatory factors, making I am unable to explain some of the 

unexpected results in the current thesis. 

5.3 Future ideas 

While I examined the impact of multiple hormones using patient samples, an in vivo 

rat model, and in vitro models of infection, I did not investigate underlying 

mechanisms, due in part to the lack of consistent findings that merited a deeper dive. 

Further studies are warranted to confirm observations and overcome 

abovementioned potential issues and type II errors that might have been encountered 

in the current study. 

One obvious next step would be to focus on one hormone and cell type to provide us 

with mechanistic insights into the biological pathways underlying observed effects. 

For example, one could study hormone receptor involvement, subsequent effects of 

blocking these, and downstream signalling pathways. This would ideally include cells 

derived from patients, both survivors and non-survivors, to study distinct effects in 
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these patient groups and identify patients who would benefit from modulation of 

endocrine levels.  

Including more measures of mitochondrial and immune cell function, such as 

respirometry and in vitro cytokine production, would help shape a more complete 

picture of effects. With these additional in vitro experiments, one must keep 

translational aspects in mind, using levels of hormones that could be physiologically 

encountered by cells during sepsis. Finally, animal studies are necessary due to the 

highly complex, heterogenous, and biphasic nature of the disease, and interplay 

between hormones. Our rat model of peritonitis could, for example, be used to unravel 

optimal timing and dosing strategies to improve outcomes, and hopefully translate 

these into the clinical setting.  



188 
 

References 

1. Singer, M., The new sepsis consensus definitions (Sepsis-3): the good, the 
not-so-bad, and the actually-quite-pretty. Intensive Care Med, 2016. 42(12): 
p. 2027-9. 

2. Shankar-Hari, M., et al., Developing a New Definition and Assessing New 
Clinical Criteria for Septic Shock: For the Third International Consensus 
Definitions for Sepsis and Septic Shock (Sepsis-3). JAMA, 2016. 315(8): p. 
775-87. 

3. Rhee, C., et al., Incidence and Trends of Sepsis in US Hospitals Using 
Clinical vs Claims Data, 2009-2014. JAMA, 2017. 318(13): p. 1241-9. 

4. Reinhart, K., et al., Recognizing Sepsis as a Global Health Priority - A WHO 
Resolution. N Engl J Med, 2017. 377(5): p. 414-7. 

5. Fleischmann, C., et al., Assessment of Global Incidence and Mortality of 
Hospital-treated Sepsis. Current Estimates and Limitations. Am J Respir Crit 
Care Med, 2016. 193(3): p. 259-72. 

6. Rudd, K.E., et al., Global, regional, and national sepsis incidence and 
mortality, 1990-2017: analysis for the Global Burden of Disease Study. 
Lancet, 2020. 395(10219): p. 200-211. 

7. Tillmann, B. and H. Wunsch, Epidemiology and Outcomes. Crit Care Clin, 
2018. 34(1): p. 15-27. 

8. Evans, L., et al., Surviving Sepsis Campaign: International Guidelines for 
Management of Sepsis and Septic Shock 2021. Crit Care Med, 2021. 49(11): 
p. 1974-82. 

9. Marshall, J.C., Special issue: Sepsis Why have clinical trials in sepsis failed? 
Trends Mol Med, 2014. 20(4): p. 195-203. 

10. Iwashyna, T.J., et al., Long-term cognitive impairment and functional 
disability among survivors of severe sepsis. JAMA, 2010. 304(16): p. 1787-
94. 

11. Yende, S., et al., Long-Term Quality of Life Among Survivors of Severe 
Sepsis: Analyses of Two International Trials. Crit Care Med, 2016. 44(8): p. 
1461-7. 

12. Prescott, H.C. and T.D. Girard, Recovery From Severe COVID-19: 
Leveraging the Lessons of Survival From Sepsis. JAMA, 2020. 324(8): p. 
739-740. 

13. Consortium, Y.H.E., The Cost of Sepsis Care in the UK. 2017. 
14. Abraham, E. and M. Singer, Mechanisms of sepsis-induced organ 

dysfunction. Crit Care Med, 2007. 35(10): p. 2408-16. 
15. Takeuchi, O. and S. Akira, Pattern recognition receptors and inflammation. 

Cell, 2010. 140(6): p. 805-20. 
16. Leentjens, J., et al., Immunotherapy for the adjunctive treatment of sepsis: 

from immunosuppression to immunostimulation. Time for a paradigm 
change? Am J Respir Crit Care Med, 2013. 187(12): p. 1287-93. 

17. van der Poll, T., et al., The immunopathology of sepsis and potential 
therapeutic targets. Nat Rev Immunol, 2017. 17(7): p. 407-20. 

18. Hotchkiss, R.S., G. Monneret, and D. Payen, Sepsis-induced 
immunosuppression: from cellular dysfunctions to immunotherapy. Nat Rev 
Immunol, 2013. 13(12): p. 862-74. 

19. van der Poll, T., M. Shankar-Hari, and W.J. Wiersinga, The immunology of 
sepsis. Immunity, 2021. 54(11): p. 2450-64. 



189 
 

20. Kawai, T. and S. Akira, The role of pattern-recognition receptors in innate 
immunity: update on Toll-like receptors. Nat Immunol, 2010. 11(5): p. 373-
84. 

21. Guo, H., J.B. Callaway, and J.P. Ting, Inflammasomes: mechanism of 
action, role in disease, and therapeutics. Nat Med, 2015. 21(7): p. 677-87. 

22. Netea, M.G., J. Quintin, and J.W. van der Meer, Trained immunity: a memory 
for innate host defense. Cell Host Microbe, 2011. 9(5): p. 355-61. 

23. Marshall, J.S., et al., An introduction to immunology and immunopathology. 
Allergy Asthma Clin Immunol, 2018. 14(2): p. 1-10. 

24. Gordon, S. and P.R. Taylor, Monocyte and macrophage heterogeneity. Nat 
Rev Immunol, 2005. 5(12): p. 953-64. 

25. Ziegler-Heitbrock, L., et al., Nomenclature of monocytes and dendritic cells in 
blood. Blood, 2010. 116(16): p. e74-80. 

26. Serbina, N.V., et al., Monocyte-mediated defense against microbial 
pathogens. Annu Rev Immunol, 2008. 26: p. 421-52. 

27. Mukherjee, R., et al., Non-Classical monocytes display inflammatory 
features: Validation in Sepsis and Systemic Lupus Erythematous. Sci Rep, 
2015. 5(1): p. 1-14. 

28. Sarma, J.V. and P.A. Ward, The complement system. Cell Tissue Res, 2011. 
343(1): p. 227-35. 

29. Merle, N.S., et al., Complement System Part II: Role in Immunity. Front 
Immunol, 2015. 6: p. 257. 

30. Iwasaki, A. and R. Medzhitov, Control of adaptive immunity by the innate 
immune system. Nat Immunol, 2015. 16(4): p. 343-53. 

31. Wiersinga, W.J., et al., Host innate immune responses to sepsis. Virulence, 
2014. 5(1): p. 36-44. 

32. Ward, P.A., The harmful role of c5a on innate immunity in sepsis. J Innate 
Immun, 2010. 2(5): p. 439-45. 

33. Sorensen, O.E. and N. Borregaard, Neutrophil extracellular traps - the dark 
side of neutrophils. J Clin Invest, 2016. 126(5): p. 1612-20. 

34. Fingerle, G., et al., The novel subset of CD14+/CD16+ blood monocytes is 
expanded in sepsis patients. Blood, 1993. 82(10): p. 3170-6. 

35. Schinkel, C., et al., Functional analysis of monocyte subsets in surgical 
sepsis. J Trauma, 1998. 44(5): p. 743-8. 

36. Schinkel, C., et al., Evaluation of Fc-receptor positive (FcR+) and negative 
(FcR-) monocyte subsets in sepsis. Shock, 1999. 11(4): p. 229-34. 

37. Strauss-Ayali, D., S.M. Conrad, and D.M. Mosser, Monocyte subpopulations 
and their differentiation patterns during infection. J Leukoc Biol, 2007. 82(2): 
p. 244-52. 

38. Brunialti, M.K.C., et al., Increased Percentages of T Helper Cells Producing 
IL-17 and Monocytes Expressing Markers of Alternative Activation in 
Patients with Sepsis. Plos One, 2012. 7(5): p. e37393. 

39. Munford, R.S. and J. Pugin, Normal responses to injury prevent systemic 
inflammation and can be immunosuppressive. Am J Resp Crit Care Med, 
2001. 163(2): p. 316-21. 

40. Monneret, G., et al., Monitoring immune dysfunctions in the septic patient: a 
new skin for the old ceremony. Mol Med, 2008. 14(1-2): p. 64-78. 

41. Otto, G.P., et al., The late phase of sepsis is characterized by an increased 
microbiological burden and death rate. Crit Care, 2011. 15(4): p. 1-8. 

42. Boomer, J.S., et al., Immunosuppression in patients who die of sepsis and 
multiple organ failure. JAMA, 2011. 306(23): p. 2594-605. 

43. Hotchkiss, R.S., et al., Caspase inhibitors improve survival in sepsis: a 
critical role of the lymphocyte. Nat Immunol, 2000. 1(6): p. 496-501. 



190 
 

44. Hotchkiss, R.S., et al., Prevention of lymphocyte cell death in sepsis 
improves survival in mice. Proc Natl Acad Sci USA, 1999. 96(25): p. 14541-
6. 

45. Wakeley, M.E., et al., Check Point Inhibitors and Their Role in 
Immunosuppression in Sepsis. Crit Care Clin, 2020. 36(1): p. 69-88. 

46. Venet, F., et al., Human CD4+CD25+ regulatory T lymphocytes inhibit 
lipopolysaccharide-induced monocyte survival through a Fas/Fas ligand-
dependent mechanism. J Immunol, 2006. 177(9): p. 6540-7. 

47. Delano, M.J., et al., MyD88-dependent expansion of an immature GR-
1(+)CD11b(+) population induces T cell suppression and Th2 polarization in 
sepsis. J Exp Med, 2007. 204(6): p. 1463-74. 

48. Uhel, F., et al., Early Expansion of Circulating Granulocytic Myeloid-derived 
Suppressor Cells Predicts Development of Nosocomial Infections in Patients 
with Sepsis. Am J Respir Crit Care Med, 2017. 196(3): p. 315-27. 

49. Mathias, B., et al., Human Myeloid-derived Suppressor Cells are Associated 
With Chronic Immune Suppression After Severe Sepsis/Septic Shock. Ann 
Surg, 2017. 265(4): p. 827-34. 

50. Landelle, C., et al., Low monocyte human leukocyte antigen-DR is 
independently associated with nosocomial infections after septic shock. 
Intensive Care Med, 2010. 36(11): p. 1859-66. 

51. Leijte, G.P., et al., Monocytic HLA-DR expression kinetics in septic shock 
patients with different pathogens, sites of infection and adverse outcomes. 
Crit Care, 2020. 24(1): p. 1-9. 

52. Hotchkiss, R.S., et al., Depletion of dendritic cells, but not macrophages, in 
patients with sepsis. J Immunol, 2002. 168(5): p. 2493-500. 

53. Hoesel, L.M., et al., Harmful and protective roles of neutrophils in sepsis. 
Shock, 2005. 24(1): p. 40-7. 

54. Tamayo, E., et al., Evolution of neutrophil apoptosis in septic shock survivors 
and nonsurvivors. J Crit Care, 2012. 27(4): p. 415 e1-11. 

55. Alves-Filho, J.C., F. Spiller, and F.Q. Cunha, Neutrophil paralysis in sepsis. 
Shock, 2010. 34(Suppl 1): p. 15-21. 

56. Kovach, M.A. and T.J. Standiford, The function of neutrophils in sepsis. Curr 
Opin Infect Dis, 2012. 25(3): p. 321-7. 

57. Van den Berghe, G.H., Acute and prolonged critical illness are two distinct 
neuroendocrine paradigms. Verh K Acad Geneeskd Belg, 1998. 60(6): p. 
487-518. 

58. Heming, N., et al., The Endocrine System in Sepsis, in Handbook of Sepsis, 
W.J. Wiersinga and C.W. Seymour (Eds). Springer: Cham, 2018: p. 61-79. 

59. Shangraw, R.E., et al., Differentiation between septic and postburn insulin 
resistance. Metabolism, 1989. 38(10): p. 983-9. 

60. Ligtenberg, J.J., et al., Hormones in the critically ill patient: to intervene or 
not to intervene? Intensive Care Med, 2001. 27(10): p. 1567-77. 

61. Annane, D., et al., A 3-level prognostic classification in septic shock based 
on cortisol levels and cortisol response to corticotropin. JAMA, 2000. 283(8): 
p. 1038-45. 

62. Rothwell, P.M. and P.G. Lawler, Prediction of outcome in intensive care 
patients using endocrine parameters. Crit Care Med, 1995. 23(1): p. 78-83. 

63. Ellenberger, H.H., J.L. Feldman, and W.Z. Zhan, Subnuclear Organization of 
the Lateral Tegmental Field of the Rat .2. Catecholamine Neurons and 
Ventral Respiratory Group. J Compar Neurol, 1990. 294(2): p. 212-22. 

64. Samuels, E.R. and E. Szabadi, Functional neuroanatomy of the 
noradrenergic locus coeruleus: its roles in the regulation of arousal and 
autonomic function part II: physiological and pharmacological manipulations 
and pathological alterations of locus coeruleus activity in humans. Curr 
Neuropharmacol, 2008. 6(3): p. 254-85. 



191 
 

65. Esler, M., et al., Overflow of Catecholamine Neurotransmitters to the 
Circulation - Source, Fate, and Functions. Physiol Rev, 1990. 70(4): p. 963-
85. 

66. Benedict, C.R. and D.G. Grahame-Smith, Plasma noradrenaline and 
adrenaline concentrations and dopamine-beta-hydroxylase activity in 
patients with shock due to septicaemia, trauma and haemorrhage. Q J Med, 
1978. 47(185): p. 1-20. 

67. Kulp, G.A., et al., Extent and magnitude of catecholamine surge in pediatric 
burned patients. Shock, 2010. 33(4): p. 369-74. 

68. Sharma, D. and J.D. Farrar, Adrenergic regulation of immune cell function 
and inflammation. Semin Immunopathol, 2020. 42(6): p. 709-17. 

69. Ortiz, J.A. and D. De Backer, Vasopressors in Sepsis, in Handbook of 
Sepsis, W.J. Wiersinga and C.W. Seymour (Eds). Srpinger: Cham, 2018: p. 
127-38. 

70. Bristow, M.R., et al., Beta 1- and beta 2-adrenergic-receptor subpopulations 
in nonfailing and failing human ventricular myocardium: coupling of both 
receptor subtypes to muscle contraction and selective beta 1-receptor down-
regulation in heart failure. Circ Res, 1986. 59(3): p. 297-309. 

71. Brealey, D. and M. Singer, Hyperglycemia in critical illness: a review. J 
Diabetes Sci Technol, 2009. 3(6): p. 1250-60. 

72. Chernick, S.S., et al., Effect of epinephrine and other lipolytic agents on 
intracellular lipolysis and lipoprotein lipase activity in 3T3-L1 adipocytes. J 
Lipid Res, 1986. 27(3): p. 286-94. 

73. Arafah, B.M., Hypothalamic pituitary adrenal function during critical illness: 
limitations of current assessment methods. J Clin Endocrinol Metab, 2006. 
91(10): p. 3725-45. 

74. Miller, A.H., et al., Glucocorticoid receptors are differentially expressed in the 
cells and tissues of the immune system. Cell Immunol, 1998. 186(1): p. 45-
54. 

75. Gustafsson, J.A., Historical overview of nuclear receptors. J Steroid Biochem 
Mol Biol, 2016. 157: p. 3-6. 

76. Mastorakos, G., G.P. Chrousos, and J.S. Weber, Recombinant Interleukin-6 
Activates the Hypothalamic-Pituitary-Adrenal Axis in Humans. J Clin 
Endocrinol Metab, 1993. 77(6): p. 1690-4. 

77. Munford, R.S. and K.J. Tracey, Is severe sepsis a neuroendocrine disease? 
Mol Med, 2002. 8(8): p. 437-42. 

78. Langouche, L. and G. Van den Berghe, The dynamic neuroendocrine 
response to critical illness. Endocrinol Metab Clin North Am, 2006. 35(4): p. 
777-91. 

79. Vanhorebeek, I., et al., Protection of hepatocyte mitochondrial ultrastructure 
and function by strict blood glucose control with insulin in critically ill patients. 
Lancet, 2005. 365(9453): p. 53-9. 

80. Vanhorebeek, I., et al., Cortisol response to critical illness: effect of intensive 
insulin therapy. J Clin Endocrinol Metab, 2006. 91(10): p. 3803-13. 

81. Boonen, E., et al., Reduced Cortisol Metabolism during Critical Illness. N 
Engl J Med, 2013. 368(16): p. 1477-88. 

82. Molijn, G.J., et al., Differential adaptation of glucocorticoid sensitivity of 
peripheral blood mononuclear leukocytes in patients with sepsis or septic 
shock. J Clin Endocrinol Metab, 1995. 80(6): p. 1799-803. 

83. Beishuizen, A., L.G. Thijs, and I. Vermes, Patterns of corticosteroid-binding 
globulin and the free cortisol index during septic shock and multitrauma. 
Intensive Care Med, 2001. 27(10): p. 1584-91. 

84. Peeters, B., et al., Adrenocortical function during prolonged critical illness 
and beyond: a prospective observational study. Intensive Care Med, 2018. 
44(10): p. 1720-9. 



192 
 

85. Schuetz, P. and B. Muller, The hypothalamic-pituitary-adrenal axis in critical 
illness. Endocrinol Metab Clin North Am, 2006. 35(4): p. 823-38. 

86. Boonen, E. and G. Van den Berghe, Mechanisms in endocrinology: New 
concepts to further unravel adrenal insufficiency during critical illness. Eur J 
Endocrinol, 2016. 175(1): p. R1-9. 

87. Montesinos, M.D.M. and C.G. Pellizas, Thyroid Hormone Action on Innate 
Immunity. Front Endocrinol, 2019. 10: p. 350. 

88. Mebis, L., et al., Changes within the thyroid axis during the course of critical 
illness. Endocrin Metab Clin North Am, 2006. 35(4): p. 807-21. 

89. Ingels, C., J. Gunst, and G. Van den Berghe, Endocrine and Metabolic 
Alterations in Sepsis and Implications for Treatment. Crit Care Clin, 2018. 
34(1): p. 81-96. 

90. Peeters, R.P., et al., Changes within the thyroid axis during critical illness. 
Critl Care Clin, 2006. 22(1): p. 41-55. 

91. Van den Berghe, G., Non-thyroidal illness in the ICU: a syndrome with 
different faces. Thyroid, 2014. 24(10): p. 1456-65. 

92. Fliers, E., A. Alkemade, and W.M. Wiersinga, The hypothalamic-pituitary-
thyroid axis in critical illness. Best Pract Res Clin Endocrinol Metab, 2001. 
15(4): p. 453-64. 

93. Esterline, R.L., et al., Mechanisms in endocrinology: SGLT2 inhibitors: 
clinical benefits by restoration of normal diurnal metabolism? Eur J 
Endocrinol, 2018. 178(4): p. R113-25. 

94. Hoek, J.B., et al., The role of calcium and phospholipase A2 in glucagon-
induced enhancement of mitochondrial calcium retention. Adv Exp Med Biol, 
1988. 232: p. 25-36. 

95. Whipps, D.E., et al., Effects of glucagon and Ca2+ on the metabolism of 
phosphatidylinositol 4-phosphate and phosphatidylinositol 4,5-bisphosphate 
in isolated rat hepatocytes and plasma membranes. Biochem J, 1987. 
241(3): p. 835-45. 

96. Roth, E., et al., Metabolic disorders in severe abdominal sepsis: glutamine 
deficiency in skeletal muscle. Clin Nutr, 1982. 1(1): p. 25-41. 

97. Jung, W.J., et al., Glucagon levels, disease severity, and outcome in severe 
sepsis. Shock, 2015. 43(6): p. 563-8. 

98. Fu, Z., E.R. Gilbert, and D. Liu, Regulation of insulin synthesis and secretion 
and pancreatic Beta-cell dysfunction in diabetes. Curr Diabetes Rev, 2013. 
9(1): p. 25-53. 

99. Ward, C.W. and M.C. Lawrence, Ligand-induced activation of the insulin 
receptor: a multi-step process involving structural changes in both the ligand 
and the receptor. Bioessays, 2009. 31(4): p. 422-34. 

100. De Meyts, P., The Insulin Receptor and Its Signal Transduction Network, in 
Endotext [Internet], K.R. Feingold, et al. (Eds). South Dartmouth (MA): 
MDText.com, Inc., 2016. 

101. Dahn, M.S., et al., Insulin production following injury and sepsis. J Trauma, 
1987. 27(9): p. 1031-8. 

102. Ingels, C., I. Vanhorebeek, and G. Van den Berghe, Glucose homeostasis, 
nutrition and infections during critical illness. Clin Microbiol Infect, 2018. 
24(1): p. 10-5. 

103. Chase, J.G., et al., High(er) insulin sensitivity rules out sepsis in critical care. 
Diabetes, 2008. 57: p. A23. 

104. Hotchkiss, R.S., et al., Apoptotic cell death in patients with sepsis, shock, 
and multiple organ dysfunction. Crit Care Med, 1999. 27(7): p. 1230-51. 

105. Boekstegers, P., et al., Peripheral oxygen availability within skeletal muscle 
in sepsis and septic shock: comparison to limited infection and cardiogenic 
shock. Infection, 1991. 19(5): p. 317-23. 



193 
 

106. Noble, J.S., et al., Renal and respiratory failure in Scottish ICUs. 
Anaesthesia, 2001. 56(2): p. 124-9. 

107. Brealey, D., et al., Association between mitochondrial dysfunction and 
severity and outcome of septic shock. Lancet, 2002. 360(9328): p. 219-23. 

108. Sukumar, M., et al., Mitochondrial Membrane Potential Identifies Cells with 
Enhanced Stemness for Cellular Therapy. Cell Metab, 2016. 23(1): p. 63-76. 

109. Singer, M., The role of mitochondrial dysfunction in sepsis-induced multi-
organ failure. Virulence, 2014. 5(1): p. 66-72. 

110. Demine, S., P. Renard, and T. Arnould, Mitochondrial Uncoupling: A Key 
Controller of Biological Processes in Physiology and Diseases. Cells, 2019. 
8(8): p. 795. 

111. West, A.P., G.S. Shadel, and S. Ghosh, Mitochondria in innate immune 
responses. Nat Rev Immunol, 2011. 11(6): p. 389-402. 

112. Nilsson, M.I. and M.A. Tarnopolsky, Mitochondria and Aging-The Role of 
Exercise as a Countermeasure. Biology, 2019. 8(2): p. 40. 

113. Galley, H.F., Oxidative stress and mitochondrial dysfunction in sepsis. Br J 
Anaesth, 2011. 107(1): p. 57-64. 

114. West, A.P., et al., TLR signalling augments macrophage bactericidal activity 
through mitochondrial ROS. Nature, 2011. 472(7344): p. 476-80. 

115. Busiello, R.A., S. Savarese, and A. Lombardi, Mitochondrial uncoupling 
proteins and energy metabolism. Front Physiol, 2015. 6: p. 36. 

116. Rousset, S., et al., The biology of mitochondrial uncoupling proteins. 
Diabetes, 2004. 53(Suppl 1): p. S130-5. 

117. Fleury, C., et al., Uncoupling protein-2: a novel gene linked to obesity and 
hyperinsulinemia. Nat Genet, 1997. 15(3): p. 269-72. 

118. Brand, M.D., Uncoupling to survive? The role of mitochondrial inefficiency in 
ageing. Exp Gerontol, 2000. 35(6-7): p. 811-20. 

119. Echtay, K.S., et al., Superoxide activates mitochondrial uncoupling proteins. 
Nature, 2002. 415(6867): p. 96-9. 

120. Jastroch, M., et al., Mitochondrial proton and electron leaks. Essays 
Biochem, 2010. 47: p. 53-67. 

121. Halestrap, A.P., What is the mitochondrial permeability transition pore? J Mol 
Cell Cardiol, 2009. 46(6): p. 821-31. 

122. Kim, I., S. Rodriguez-Enriquez, and J.J. Lemasters, Selective degradation of 
mitochondria by mitophagy. Arch Biochem Biophys, 2007. 462(2): p. 245-53. 

123. Kwong, J.Q. and J.D. Molkentin, Physiological and pathological roles of the 
mitochondrial permeability transition pore in the heart. Cell Metab, 2015. 
21(2): p. 206-14. 

124. Bernardi, P. and F. Di Lisa, The mitochondrial permeability transition pore: 
molecular nature and role as a target in cardioprotection. J Mol Cell Cardiol, 
2015. 78: p. 100-6. 

125. Ventura-Clapier, R., A. Garnier, and V. Veksler, Transcriptional control of 
mitochondrial biogenesis: the central role of PGC-1alpha. Cardiovasc Res, 
2008. 79(2): p. 208-17. 

126. Liesa, M., M. Palacin, and A. Zorzano, Mitochondrial dynamics in 
mammalian health and disease. Physiol Rev, 2009. 89(3): p. 799-845. 

127. Bolanos, J.P., A. Almeida, and S. Moncada, Glycolysis: a bioenergetic or a 
survival pathway? Trends Biochem Sci, 2010. 35(3): p. 145-9. 

128. Stanzani, G., M.R. Duchen, and M. Singer, The role of mitochondria in 
sepsis-induced cardiomyopathy. Biochim Biophys Acta Mol Basis Dis, 2019. 
1865(4): p. 759-73. 

129. Preau, S., et al., Energetic dysfunction in sepsis: a narrative review. Ann 
Intensive Care, 2021. 11(1): p. 104. 



194 
 

130. Brealey, D., et al., Mitochondrial dysfunction in a long-term rodent model of 
sepsis and organ failure. Am J Physiol Regul Integr Comp Physiol, 2004. 
286(3): p. R491-7. 

131. Fredriksson, K., et al., Derangements in mitochondrial metabolism in 
intercostal and leg muscle of critically ill patients with sepsis-induced multiple 
organ failure. Am J Physiol Endocrinol Metab, 2006. 291(5): p. E1044-50. 

132. Gasparetto, A., et al., Effect of tissue hypoxia and septic shock on human 
skeletal muscle mitochondria. Lancet, 1983. 2(8365-66): p. 1486. 

133. Svistunenko, D.A., et al., Mitochondrial dysfunction in patients with severe 
sepsis: an EPR interrogation of individual respiratory chain components. 
Biochim Biophys Acta, 2006. 1757(4): p. 262-72. 

134. Martinez-Garcia, J.J., et al., P2X7 receptor induces mitochondrial failure in 
monocytes and compromises NLRP3 inflammasome activation during 
sepsis. Nat Commun, 2019. 10(1): p. 2711. 

135. Adrie, C., et al., Mitochondrial membrane potential and apoptosis peripheral 
blood monocytes in severe human sepsis. Am J Respir Crit Care Med, 2001. 
164(3): p. 389-95. 

136. Puskarich, M.A., et al., Early alterations in platelet mitochondrial function are 
associated with survival and organ failure in patients with septic shock. J Crit 
Care, 2016. 31(1): p. 63-7. 

137. Sjovall, F., et al., Temporal increase of platelet mitochondrial respiration is 
negatively associated with clinical outcome in patients with sepsis. Crit Care, 
2010. 14(6): p. 1-11. 

138. Wang, Q., et al., Uncoupling Protein 2 Increases Susceptibility to 
Lipopolysaccharide-Induced Acute Lung Injury in Mice. Mediators Inflamm, 
2016. 2016: p. 9154230. 

139. Arulkumaran, N., et al., Renal Tubular Cell Mitochondrial Dysfunction Occurs 
Despite Preserved Renal Oxygen Delivery in Experimental Septic Acute 
Kidney Injury. Crit Care Med, 2018. 46(4): p. e318-25. 

140. Moon, J.S., et al., UCP2-induced fatty acid synthase promotes NLRP3 
inflammasome activation during sepsis. J Clin Invest, 2015. 125(2): p. 665-
80. 

141. Zhang, J.L., et al., Glucose-Insulin-Potassium Alleviates Intestinal Mucosal 
Barrier Injuries Involving Decreased Expression of Uncoupling Protein 2 and 
NLR Family-Pyrin Domain-Containing 3 Inflammasome in Polymicrobial 
Sepsis. Biomed Res Int, 2017. 2017: p. 4702067. 

142. Zolfaghari, P.S., et al., The metabolic phenotype of rodent sepsis: cause for 
concern? Intensive Care Med Exp, 2013. 1(1): p. 25. 

143. Protti, A., et al., Mitochondrial changes in platelets are not related to those in 
skeletal muscle during human septic shock. PLoS One, 2014. 9(5): p. 
e96205. 

144. Lorente, L., et al., Decrease of oxidative phosphorylation system function in 
severe septic patients. J Crit Care, 2015. 30(5): p. 935-9. 

145. Sjovall, F., et al., Patients with sepsis exhibit increased mitochondrial 
respiratory capacity in peripheral blood immune cells. Crit Care, 2013. 17(4): 
p. 1-11. 

146. Belikova, I., et al., Oxygen consumption of human peripheral blood 
mononuclear cells in severe human sepsis. Crit Care Med, 2007. 35(12): p. 
2702-8. 

147. Weiss, S.L., et al., Mitochondrial dysfunction in peripheral blood 
mononuclear cells in pediatric septic shock. Pediatr Crit Care Med, 2015. 
16(1): p. e4-12. 

148. Clere-Jehl, R., et al., Septic Shock Alters Mitochondrial Respiration of 
Lymphoid Cell-Lines and Human Peripheral Blood Mononuclear Cells: The 
Role of Plasma. Shock, 2019. 51(1): p. 97-104. 



195 
 

149. Japiassu, A.M., et al., Bioenergetic failure of human peripheral blood 
monocytes in patients with septic shock is mediated by reduced F1Fo 
adenosine-5'-triphosphate synthase activity. Crit Care Med, 2011. 39(5): p. 
1056-63. 

150. Merz, T.M., et al., Mitochondrial function of immune cells in septic shock: A 
prospective observational cohort study. PLoS One, 2017. 12(6): p. 
e0178946. 

151. Weiss, S.L., et al., Influence of Immune Cell Subtypes on Mitochondrial 
Measurements in Peripheral Blood Mononuclear Cells From Children with 
Sepsis. Shock, 2022. 57(5): p. 630-8. 

152. Taylor, D.E. and C.A. Piantadosi, Oxidative metabolism in sepsis and sepsis 
syndrome. J Crit Care, 1995. 10(3): p. 122-35. 

153. Prauchner, C.A., Oxidative stress in sepsis: Pathophysiological implications 
justifying antioxidant co-therapy. Burns, 2017. 43(3): p. 471-85. 

154. Crimi, E., et al., The role of oxidative stress in adult critical care. Free Radic 
Biol Med, 2006. 40(3): p. 398-406. 

155. Crimi, E., et al., Role of oxidative stress in experimental sepsis and 
multisystem organ dysfunction. Free Radic Res, 2006. 40(7): p. 665-72. 

156. Andrades, M., et al., Antioxidant treatment reverses organ failure in rat 
model of sepsis: role of antioxidant enzymes imbalance, neutrophil 
infiltration, and oxidative stress. J Surg Res, 2011. 167(2): p. e307-13. 

157. Borutaite, V., A. Budriunaite, and G.C. Brown, Reversal of nitric oxide-, 
peroxynitrite- and S-nitrosothiol-induced inhibition of mitochondrial 
respiration or complex I activity by light and thiols. Biochim Biophys Acta, 
2000. 1459(2-3): p. 405-12. 

158. Harrois, A., O. Huet, and J. Duranteau, Alterations of mitochondrial function 
in sepsis and critical illness. Curr Opin Anaesthesiol, 2009. 22(2): p. 143-9. 

159. Brown, G.C., Nitric oxide and mitochondrial respiration. Biochim Biophys 
Acta, 1999. 1411(2-3): p. 351-69. 

160. Brown, G.C. and V. Borutaite, Inhibition of mitochondrial respiratory complex 
I by nitric oxide, peroxynitrite and S-nitrosothiols. Biochim Biophys Acta, 
2004. 1658(1-2): p. 44-9. 

161. Cassina, A. and R. Radi, Differential inhibitory action of nitric oxide and 
peroxynitrite on mitochondrial electron transport. Arch Biochem Biophys, 
1996. 328(2): p. 309-16. 

162. Chuang, C.C., et al., Serum total antioxidant capacity reflects severity of 
illness in patients with severe sepsis. Crit Care, 2006. 10(1): p. 1-7. 

163. Donnino, M.W., et al., Coenzyme Q10 levels are low and may be associated 
with the inflammatory cascade in septic shock. Crit Care, 2011. 15(4). 

164. Cowley, H.C., et al., Plasma antioxidant potential in severe sepsis: a 
comparison of survivors and nonsurvivors. Crit Care Med, 1996. 24(7): p. 
1179-83. 

165. Goode, H.F., et al., Decreased antioxidant status and increased lipid 
peroxidation in patients with septic shock and secondary organ dysfunction. 
Crit Care Med, 1995. 23(4): p. 646-51. 

166. Soltani, R., et al., Coenzyme Q10 improves the survival and reduces 
inflammatory markers in septic patients. Bratisl Lek Listy, 2020. 121(2): p. 
154-8. 

167. Donnino, M.W., et al., Ubiquinol (reduced Coenzyme Q10) in patients with 
severe sepsis or septic shock: a randomized, double-blind, placebo-
controlled, pilot trial. Crit Care, 2015. 19: p. 275. 

168. Paludo, F.J., et al., Higher frequency of septic shock in septic patients with 
the 47C allele (rs4880) of the SOD2 gene. Gene, 2013. 517(1): p. 106-11. 



196 
 

169. Trager, K., D. DeBacker, and P. Radermacher, Metabolic alterations in 
sepsis and vasoactive drug-related metabolic effects. Curr Opin Crit Care, 
2003. 9(4): p. 271-8. 

170. Gillis, C. and F. Carli, Promoting Perioperative Metabolic and Nutritional 
Care. Anesthesiology, 2015. 123(6): p. 1455-72. 

171. Preiser, J.C., et al., Metabolic and nutritional support of critically ill patients: 
consensus and controversies. Crit Care, 2015. 19: p. 35. 

172. Falciglia, M., et al., Hyperglycemia-related mortality in critically ill patients 
varies with admission diagnosis. Crit Care Med, 2009. 37(12): p. 3001-9. 

173. Wei, X.J., et al., The Association Between Nutritional Adequacy and Long-
Term Outcomes in Critically Ill Patients Requiring Prolonged Mechanical 
Ventilation: A Multicenter Cohort Study. Crit Care Med, 2015. 43(8): p. 1569-
79. 

174. Alberda, C., et al., The relationship between nutritional intake and clinical 
outcomes in critically ill patients: results of an international multicenter 
observational study. Intensive Care Med, 2009. 35(10): p. 1728-37. 

175. Kreymann, G., et al., Oxygen consumption and resting metabolic rate in 
sepsis, sepsis syndrome, and septic shock. Crit Care Med, 1993. 21(7): p. 
1012-9. 

176. Singer, M., et al., Multiorgan failure is an adaptive, endocrine-mediated, 
metabolic response to overwhelming systemic inflammation. Lancet, 2004. 
364(9433): p. 545-548. 

177. Hart, D.W., D.L. Chinkes, and D.C. Gore, Increased tissue oxygen extraction 
and acidosis with progressive severity of sepsis. J Surg Res, 2003. 112(1): 
p. 49-58. 

178. Yang, L., et al., PKM2 regulates the Warburg effect and promotes HMGB1 
release in sepsis. Nat Commun, 2014. 5: p. 4436. 

179. Breda, C.N.D., et al., Mitochondria as central hub of the immune system. 
Redox Biol, 2019. 26: p. 101255. 

180. Lachmandas, E., et al., Microbial stimulation of different Toll-like receptor 
signalling pathways induces diverse metabolic programmes in human 
monocytes. Nat Microbiol, 2017. 2(3): p. 1-10. 

181. Bao, Y., et al., Mitochondria regulate neutrophil activation by generating ATP 
for autocrine purinergic signaling. J Biol Chem, 2014. 289(39): p. 26794-803. 

182. Everts, B. and E.J. Pearce, Metabolic control of dendritic cell activation and 
function: recent advances and clinical implications. Front Immunol, 2014. 5: 
p. 203. 

183. Raulien, N., et al., Fatty Acid Oxidation Compensates for 
Lipopolysaccharide-Induced Warburg Effect in Glucose-Deprived 
Monocytes. Front Immunol, 2017. 8: p. 609. 

184. Patra, K.C. and N. Hay, The pentose phosphate pathway and cancer. 
Trends Biochem Sci, 2014. 39(8): p. 347-54. 

185. Barth, E., et al., Glucose metabolism and catecholamines. Crit Care Med, 
2007. 35(Suppl 9): p. S508-18. 

186. Gjedsted, J., et al., Effects of adrenaline on lactate, glucose, lipid and protein 
metabolism in the placebo controlled bilaterally perfused human leg. Acta 
Physiol, 2011. 202(4): p. 641-8. 

187. Bearn, A.G., B. Billing, and S. Sherlock, The effect of adrenaline and 
noradrenaline on hepatic blood flow and splanchnic carbohydrate 
metabolism in man. J Physiol, 1951. 115(4): p. 430-41. 

188. Steinberg, D., et al., Effects of the Prostaglandins on Hormone-Induced 
Mobilization of Free Fatty Acids. J Clin Invest, 1964. 43: p. 1533-40. 

189. Hartmann, C., et al., Non-Hemodynamic Effects of Catecholamines. Shock, 
2017. 48(4): p. 390-400. 



197 
 

190. Wang, X.M., L. Yang, and K.M. Chen, Catecholamines: important factors in 
the increase of oxidative phosphorylation coupling in rat-liver mitochondria 
during the early phase of burn injury. Burns, 1993. 19(2): p. 110-2. 

191. Sivaramakrishnan, S. and T. Ramasarma, Noradrenaline Stimulates 
Succinate-Dehydrogenase through Beta-Adrenergic Receptors. Indian J 
Biochem Biophys, 1983. 20(1): p. 16-22. 

192. Porta, F., et al., Effect of endotoxin, dobutamine and dopamine on muscle 
mitochondrial respiration in vitro. J Endotoxin Res, 2006. 12(6): p. 358-66. 

193. van der Heijden, C., et al., Catecholamines Induce Trained Immunity in 
Monocytes In Vitro and In Vivo. Circ Res, 2020. 127(2): p. 269-83. 

194. Rump, A.F., J. Schierholz, and W. Klaus, Studies on the cardiotoxicity of 
noradrenaline in isolated rabbit hearts. Arzneimittelforschung, 2002. 52(7): p. 
543-51. 

195. Lunemann, J.D., et al., Norepinephrine inhibits energy metabolism of human 
peripheral blood mononuclear cells via adrenergic receptors. Biosci Rep, 
2001. 21(5): p. 627-35. 

196. Stolk, R.F., et al., Norepinephrine Dysregulates the Immune Response and 
Compromises Host Defense during Sepsis. Am J Respir Crit Care Med, 
2020. 202(6): p. 830-42. 

197. Porta, F., et al., Effects of endotoxin and catecholamines on hepatic 
mitochondrial respiration. Inflammation, 2009. 32(5): p. 315-21. 

198. Izem-Meziane, M., et al., Catecholamine-induced cardiac mitochondrial 
dysfunction and mPTP opening: protective effect of curcumin. Am J Physiol 
Heart Circ Physiol, 2012. 302(3): p. H665-74. 

199. Picard, M., R.P. Juster, and B.S. McEwen, Mitochondrial allostatic load puts 
the 'gluc' back in glucocorticoids. Nat Rev Endocrinol, 2014. 10(5): p. 303-
10. 

200. Panettieri, R.A., et al., Non-genomic Effects of Glucocorticoids: An Updated 
View. Trends Pharmacol Sci, 2019. 40(1): p. 38-49. 

201. Zhang, Y., et al., Glucocorticoid acts on a putative G protein-coupled 
receptor to rapidly regulate the activity of NMDA receptors in hippocampal 
neurons. Am J Physiol Endocrinol Metab, 2012. 302(7): p. E747-58. 

202. Demonacos, C., et al., The Mitochondrion as a Primary Site of Action of 
Glucocorticoids - the Interaction of the Glucocorticoid Receptor with 
Mitochondrial-DNA Sequences Showing Partial Similarity to the Nuclear 
Glucocorticoid-Responsive Elements. J Steroid Biochem Mol Biol, 1995. 
55(1): p. 43-55. 

203. Demonacos, C., et al., Import of the Glucocorticoid Receptor into Rat-Liver 
Mitochondria in-Vivo and in-Vitro. J Steroid Biochem Mol Biol, 1993. 46(3): p. 
401-13. 

204. Sekeris, C.E., The mitochondrial genome: a possible primary site of action of 
steroid hormones. In Vivo, 1990. 4(5): p. 317-20. 

205. Kokkinopoulou, I. and P. Moutsatsou, Mitochondrial Glucocorticoid 
Receptors and Their Actions. Int J Mol Sci, 2021. 22(11): p. 6054. 

206. Oakley, R.H. and J.A. Cidlowski, The biology of the glucocorticoid receptor: 
new signaling mechanisms in health and disease. J Allergy Clin Immunol, 
2013. 132(5): p. 1033-44. 

207. Crochemore, C., et al., Direct targeting of hippocampal neurons for apoptosis 
by glucocorticoids is reversible by mineralocorticoid receptor activation. Mol 
Psychiatry, 2005. 10(8): p. 790-8. 

208. Hunter, R.G., et al., Stress and corticosteroids regulate rat hippocampal 
mitochondrial DNA gene expression via the glucocorticoid receptor. Proc 
Natl Acad Sci USA, 2016. 113(32): p. 9099-104. 



198 
 

209. Lapp, H.E., A.A. Bartlett, and R.G. Hunter, Stress and glucocorticoid 
receptor regulation of mitochondrial gene expression. J Mol Endocrinol, 
2019. 62(2): p. R121-8. 

210. Psarra, A.M.G. and C.E. Sekeris, Glucocorticoids induce mitochondrial gene 
transcription in HepG2 cells Role of the mitochondrial glucocorticoid 
receptor. Biochim Biophys Acta, 2011. 1813(10): p. 1814-21. 

211. Du, J., et al., Dynamic regulation of mitochondrial function by glucocorticoids. 
Proc Natl Acad Sci USA, 2009. 106(9): p. 3543-8. 

212. Desquiret, V., et al., Mitochondrial effects of dexamethasone imply both 
membrane and cytosolic-initiated pathways in HepG2 cells. Int J Biochem 
Cell Biol, 2008. 40(8): p. 1629-41. 

213. Weber, K., et al., Glucocorticoid hormone stimulates mitochondrial 
biogenesis specifically in skeletal muscle. Endocrinology, 2002. 143(1): p. 
177-84. 

214. Allan, E.H., A.B. Chisholm, and M.A. Titheradge, The stimulation of hepatic 
oxidative phosphorylation following dexamethasone treatment of rats. 
Biochim Biophys Acta, 1983. 725(1): p. 71-6. 

215. Mansour, A.M. and S. Nass, In vivo cortisol action on RNA synthesis in rat 
liver nuclei and mitochondria. Nature, 1970. 228(5272): p. 665-7. 

216. Mansour, A.M. and S. Nass, RNA synthesis in rat liver after cortisol 
treatment: a possible mitochondrial-nuclear relationship. Acta Endocrinol, 
1974. 77(2): p. 298-309. 

217. Yu, F.L. and P. Feigelson, A comparative study of RNA synthesis in rat 
hepatic nuclei and mitochondria under the influence of cortisone. Biochim 
Biophys Acta, 1970. 213(1): p. 134-41. 

218. Dubinin, M.V., et al., The Effect of Deflazacort Treatment on the Functioning 
of Skeletal Muscle Mitochondria in Duchenne Muscular Dystrophy. Int J Mol 
Sci, 2020. 21(22): p. 8763. 

219. Scheller, K. and C.E. Sekeris, The effects of steroid hormones on the 
transcription of genes encoding enzymes of oxidative phosphorylation. Exp 
Physiol, 2003. 88(1): p. 129-40. 

220. Psarra, A.M. and C.E. Sekeris, Glucocorticoids induce mitochondrial gene 
transcription in HepG2 cells: role of the mitochondrial glucocorticoid receptor. 
Biochim Biophys Acta, 2011. 1813(10): p. 1814-21. 

221. Psarra, A.M., et al., Mitochondrial localization of glucocortocoid receptor in 
glial (Muller) cells in the salamander retina. Glia, 2003. 41(1): p. 38-49. 

222. Roosevelt S.T., et al. Adrenal corticosteroid effects upon rat brain 
mitochondrial metabolism. Endocrinology, 1973. 93(3): p. 619-25. 

223. Russell, L.K., et al., Cardiac-specific induction of the transcriptional 
coactivator peroxisome proliferator-activated receptor gamma coactivator-
1alpha promotes mitochondrial biogenesis and reversible cardiomyopathy in 
a developmental stage-dependent manner. Circ Res, 2004. 94(4): p. 525-33. 

224. Casagrande, S., et al., Increased glucocorticoid concentrations in early life 
cause mitochondrial inefficiency and short telomeres. J Exp Biol, 2020. 
223(15): p. 222513. 

225. Manoli, I., et al., Mitochondria as key components of the stress response. 
Trends Endocrinol Metab, 2007. 18(5): p. 190-8. 

226. Tang, V.M., et al., Glucocorticoids increase protein carbonylation and 
mitochondrial dysfunction. Horm Metab Res, 2013. 45(10): p. 709-15. 

227. Bennett, M.C., et al., Synergy between chronic corticosterone and sodium 
azide treatments in producing a spatial learning deficit and inhibiting 
cytochrome oxidase activity. Proc Natl Acad Sci USA, 1996. 93(3): p. 1330-
4. 

228. Simon, N., et al., Glucocorticoids decrease cytochrome c oxidase activity of 
isolated rat kidney mitochondria. FEBS Lett, 1998. 435(1): p. 25-8. 



199 
 

229. Morin, C., et al., Low glucocorticoid concentrations decrease oxidative 
phosphorylation of isolated rat brain mitochondria: an additional effect of 
dexamethasone. Fundam Clin Pharmacol, 2000. 14(5): p. 493-500. 

230. Passaquin, A.C., P. Lhote, and U.T. Ruegg, Calcium influx inhibition by 
steroids and analogs in C2C12 skeletal muscle cells. Br J Pharmacol, 1998. 
124(8): p. 1751-9. 

231. Viengchareun, S., et al., Mineralocorticoid and glucocorticoid receptors 
inhibit UCP expression and function in brown adipocytes. Am J Physiol 
Endocrinol Metab, 2001. 280(4): p. E640-9. 

232. Hernandez-Alvarez, M.I., et al., Glucocorticoid modulation of mitochondrial 
function in hepatoma cells requires the mitochondrial fission protein Drp1. 
Antioxid Redox Signal, 2013. 19(4): p. 366-78. 

233. Talaber, G., et al., Mitochondrial translocation of the glucocorticoid receptor 
in double-positive thymocytes correlates with their sensitivity to 
glucocorticoid-induced apoptosis. Int Immunol, 2009. 21(11): p. 1269-76. 

234. Madsen-Bouterse, S.A., G.J. Rosa, and J.L. Burton, Glucocorticoid 
modulation of Bcl-2 family members A1 and Bak during delayed 
spontaneous apoptosis of bovine blood neutrophils. Endocrinology, 2006. 
147(8): p. 3826-34. 

235. Bobek, S., et al., Reverse 3,3',5'-triiodothyronine suppresses increase in free 
fatty acids in chickens elicited by dexamethasone or adrenaline. J Vet Med A 
Physiol Pathol Clin Med, 2002. 49(3): p. 121-4. 

236. Harper, M.E. and E.L. Seifert, Thyroid hormone effects on mitochondrial 
energetics. Thyroid, 2008. 18(2): p. 145-56. 

237. Morrish, F., et al., Thyroid hormone receptor isoforms localize to cardiac 
mitochondrial matrix with potential for binding to receptor elements on 
mtDNA. Mitochondrion, 2006. 6(3): p. 143-8. 

238. Casas, F., et al., A variant form of the nuclear triiodothyronine receptor c-
ErbAalpha1 plays a direct role in regulation of mitochondrial RNA synthesis. 
Mol Cell Biol, 1999. 19(12): p. 7913-24. 

239. Colavecchia, M., et al., Functional consequences of thyroid hormone-
induced changes in the mitochondrial protein import pathway. Am J Physiol 
Endocrinol Metab, 2003. 284(1): p. E29-35. 

240. Lee, H.C. and Y.H. Wei, Mitochondrial biogenesis and mitochondrial DNA 
maintenance of mammalian cells under oxidative stress. Int J Biochem Cell 
Biol, 2005. 37(4): p. 822-34. 

241. Wu, Z., et al., Mechanisms controlling mitochondrial biogenesis and 
respiration through the thermogenic coactivator PGC-1. Cell, 1999. 98(1): p. 
115-24. 

242. Irrcher, I., et al., PPARgamma coactivator-1alpha expression during thyroid 
hormone- and contractile activity-induced mitochondrial adaptations. Am J 
Physiol Cell Physiol, 2003. 284(6): p. C1669-77. 

243. Weitzel, J.M., K.A. Iwen, and H.J. Seitz, Regulation of mitochondrial 
biogenesis by thyroid hormone. Exp Physiol, 2003. 88(1): p. 121-8. 

244. Knutti, D. and A. Kralli, PGC-1, a versatile coactivator. Trends Endocrinol 
Metab, 2001. 12(8): p. 360-5. 

245. Davis, P.J., et al., Comparison of the mechanisms of nongenomic actions of 
thyroid hormone and steroid hormones. J Endocrinol Invest, 2002. 25(4): p. 
377-88. 

246. Bassett, J.H., C.B. Harvey, and G.R. Williams, Mechanisms of thyroid 
hormone receptor-specific nuclear and extra nuclear actions. Mol Cell 
Endocrinol, 2003. 213(1): p. 1-11. 

247. Bergh, J.J., et al., Integrin alphaVbeta3 contains a cell surface receptor site 
for thyroid hormone that is linked to activation of mitogen-activated protein 



200 
 

kinase and induction of angiogenesis. Endocrinology, 2005. 146(7): p. 2864-
71. 

248. Davis, P.J. and F.B. Davis, Nongenomic actions of thyroid hormone. Thyroid, 
1996. 6(5): p. 497-504. 

249. Davis, P.J., F.B. Davis, and V. Cody, Membrane receptors mediating thyroid 
hormone action. Trends Endocrinol Metab, 2005. 16(9): p. 429-35. 

250. Sheehan, T.E., P.A. Kumar, and D.A. Hood, Tissue-specific regulation of 
cytochrome c oxidase subunit expression by thyroid hormone. Am J Physiol 
Endocrinol Metab, 2004. 286(6): p. E968-74. 

251. Horrum, M.A., R.B. Tobin, and R.E. Ecklund, Thyroxine-induced changes in 
rat liver mitochondrial cytochromes. Mol Cell Endocrinol, 1985. 41(2-3): p. 
163-9. 

252. Short, K.R., et al., T(3) increases mitochondrial ATP production in oxidative 
muscle despite increased expression of UCP2 and -3. Am J Physiol 
Endocrinol Metab, 2001. 280(5): p. E761-9. 

253. Seitz, H.J., M.J. Muller, and S. Soboll, Rapid thyroid-hormone effect on 
mitochondrial and cytosolic ATP/ADP ratios in the intact liver cell. Biochem J, 
1985. 227(1): p. 149-53. 

254. Harper, M.E. and M.D. Brand, The quantitative contributions of mitochondrial 
proton leak and ATP turnover reactions to the changed respiration rates of 
hepatocytes from rats of different thyroid status. J Biol Chem, 1993. 268(20): 
p. 14850-60. 

255. Lardy, H.A. and G. Feldott, Metabolic effects of thyroxine in vitro. Ann N Y 
Acad Sci, 1951. 54(4): p. 636-48. 

256. Maley, G.F. and H.A. Lardy, Metabolic effects of thyroid hormones in vitro. II. 
Influence of thyroxine and triiodothyronine on oxidative phosphorylation. J 
Biol Chem, 1953. 204(1): p. 435-44. 

257. Brand, M.D., et al., The mechanism of the increase in mitochondrial proton 
permeability induced by thyroid hormones. Eur J Biochem, 1992. 206(3): p. 
775-81. 

258. Jekabsons, M.B., et al., T(3) stimulates resting metabolism and UCP-2 and 
UCP-3 mRNA but not nonphosphorylating mitochondrial respiration in mice. 
Am J Physiol, 1999. 277(2): p. E380-9. 

259. Gong, D.W., et al., Lack of obesity and normal response to fasting and 
thyroid hormone in mice lacking uncoupling protein-3. J Biol Chem, 2000. 
275(21): p. 16251-7. 

260. Boehm, E.A., et al., Increased uncoupling proteins and decreased efficiency 
in palmitate-perfused hyperthyroid rat heart. Am J Physiol Heart Circ Physiol, 
2001. 280(3): p. H977-83. 

261. Verhoeven, A.J., et al., Effects of thyroid hormone on mitochondrial oxidative 
phosphorylation. Biochem J, 1985. 226(1): p. 183-92. 

262. Dummler, K., S. Muller, and H.J. Seitz, Regulation of adenine nucleotide 
translocase and glycerol 3-phosphate dehydrogenase expression by thyroid 
hormones in different rat tissues. Biochem J, 1996. 317(3): p. 913-8. 

263. Schonfeld, P., M.R. Wieckowski, and L. Wojtczak, Thyroid hormone-induced 
expression of the ADP/ATP carrier and its effect on fatty acid-induced 
uncoupling of oxidative phosphorylation. FEBS Lett, 1997. 416(1): p. 19-22. 

264. Yehuda-Shnaidman, E., et al., Gating of the mitochondrial permeability 
transition pore by thyroid hormone. FASEB J, 2010. 24(1): p. 93-104. 

265. Nascimento Gomes, S., et al., Imbalanced testicular metabolism induced by 
thyroid disorders: New evidences from quantitative proteome. Endocrine, 
2020. 67(1): p. 209-23. 

266. Lopez-Torres, M., M. Romero, and G. Barja, Effect of thyroid hormones on 
mitochondrial oxygen free radical production and DNA oxidative damage in 
the rat heart. Mol Cell Endocrinol, 2000. 168(1-2): p. 127-34. 



201 
 

267. Asayama, K., et al., Differential effects of 3 beta blockers on lipid 
peroxidation in hyperthyroid muscle. Endocrinol Jpn, 1990. 37(4): p. 471-8. 

268. Del Viscovo, A., et al., Intracellular and plasma membrane-initiated pathways 
involved in the [Ca2+]i elevations induced by iodothyronines (T3 and T2) in 
pituitary GH3 cells. Am J Physiol Endocrinol Metab, 2012. 302(11): p. 
E1419-30. 

269. Galo, M.G., L.E. Unates, and R.N. Farias, Effect of membrane fatty acid 
composition on the action of thyroid hormones on (Ca2+ + Mg2+)-adenosine 
triphosphatase from rat erythrocyte. J Biol Chem, 1981. 256(14): p. 7113-4. 

270. Denton, R.M. and J.G. McCormack, Ca2+ transport by mammalian 
mitochondria and its role in hormone action. Am J Physiol, 1985. 249(6): p. 
E543-54. 

271. Lesmana, R., et al., Thyroid Hormone Stimulation of Autophagy Is Essential 
for Mitochondrial Biogenesis and Activity in Skeletal Muscle. Endocrinology, 
2016. 157(1): p. 23-38. 

272. Sinha, R.A., et al., Thyroid hormone induction of mitochondrial activity is 
coupled to mitophagy via ROS-AMPK-ULK1 signaling. Autophagy, 2015. 
11(8): p. 1341-57. 

273. Armston, A.E., A.P. Halestrap, and R.D. Scott, The nature of the changes in 
liver mitochondrial function induced by glucagon treatment of rats. The 
effects of intramitochondrial volume, aging and benzyl alcohol. Biochim 
Biophys Acta, 1982. 681(3): p. 429-39. 

274. Chan, T.M., C.B. Bacon, and S.A. Hill, Glucagon stimulation of liver 
mitochondrial CO2 fixation utilizing pyruvate generated inside the 
mitochondria. J Biol Chem, 1979. 254(18): p. 8730-2. 

275. Jensen, C.B., et al., Stimulation of mitochondrial functions by glucagon 
treatment. Evidence that effects are not artifacts of mitochondrial isolation. 
Biochem J, 1983. 210(3): p. 819-27. 

276. Yamazaki, R.K., Glucagon stimulation of mitochondrial respiration. J Biol 
Chem, 1975. 250(19): p. 7924-30. 

277. Titheradge, M.A., J.L. Stringer, and R.C. Haynes, Jr., The stimulation of the 
mitochondrial uncoupler-dependent ATPase in isolated hepatocytes by 
catecholamines and glucagon and its relationship to gluconeogenesis. Eur J 
Biochem, 1979. 102(1): p. 117-24. 

278. Bryla, J., E.J. Harris, and J.A. Plumb, The stimulatory effect of glucagon and 
dibutyryl cyclic AMP on ureogenesis and gluconeogenesis in relation to the 
mitochondrial ATP content. FEBS Lett, 1977. 80(2): p. 443-8. 

279. Yamazaki, R.K., R.D. Sax, and M.A. Hauser, Glucagon stimulation of 
mitochondrial ATPase and potassium ion transport. FEBS Lett, 1977. 75(1): 
p. 295-9. 

280. Marette, A. and L.J. Bukowiecki, Mechanism of norepinephrine stimulation of 
glucose transport in isolated rat brown adipocytes. Int J Obes, 1990. 14(10): 
p. 857-67. 

281. D'Alecy, L.G., et al., Substrate-specific stimulation by glucagon of isolated 
murine brain mitochondrial oxidative phosphorylation. Stroke, 1986. 17(2): p. 
305-12. 

282. Soboll, S. and R. Scholz, Control of energy metabolism by glucagon and 
adrenaline in perfused rat liver. FEBS Lett, 1986. 205(1): p. 109-12. 

283. Titheradge, M.A., et al., Glucagon treatment stimulates the metabolism of 
hepatic submitochondrial particles. J Biol Chem, 1978. 253(10): p. 3357-60. 

284. Halestrap, A.P., Stimulation of pyruvate transport in metabolizing 
mitochondria through changes in the transmembrane pH gradient induced by 
glucagon treatment of rats. Biochem J, 1978. 172(3): p. 389-98. 



202 
 

285. Halestrap, A.P. and A.E. Armston, A re-evaluation of the role of 
mitochondrial pyruvate transport in the hormonal control of rat liver 
mitochondrial pyruvate metabolism. Biochem J, 1984. 223(3): p. 677-85. 

286. Ainscow, E.K. and M.D. Brand, The responses of rat hepatocytes to 
glucagon and adrenaline. Application of quantified elasticity analysis. Eur J 
Biochem, 1999. 265(3): p. 1043-55. 

287. Billington, C.J., et al., Glucagon in physiological concentrations stimulates 
brown fat thermogenesis in vivo. Am J Physiol, 1991. 261(2 Pt 2): p. R501-7. 

288. Townsend, L.K., et al., Loss of glucagon signaling alters white adipose tissue 
browning. FASEB J, 2019. 33(4): p. 4824-35. 

289. Duchamp, C., et al., Histochemical arguments for muscular non-shivering 
thermogenesis in muscovy ducklings. J Physiol, 1992. 457: p. 27-45. 

290. Barre, H., et al., Loose-coupled mitochondria in chronic glucagon-treated 
hyperthermic ducklings. Am J Physiol, 1989. 256(6): p. R1192-9. 

291. Quinlan, P.T. and A.P. Halestrap, The mechanism of the hormonal activation 
of respiration in isolated hepatocytes and its importance in the regulation of 
gluconeogenesis. Biochem J, 1986. 236(3): p. 789-800. 

292. Yamazaki, R.K., D.L. Mickey, and M. Story, Rapid action of glucagon on 
hepatic mitochondrial calcium metabolism and respiratory rates. Biochim 
Biophys Acta, 1980. 592(1): p. 1-12. 

293. Hummerich, H. and S. Soboll, Rapid stimulation of calcium uptake into rat 
liver by L-tri-iodothyronine. Biochem J, 1989. 258(2): p. 363-7. 

294. Siess, E.A. and O.H. Wieland, Early kinetics of glucagon action in isolated 
hepatocytes at the mitochondrial level. Eur J Biochem, 1980. 110(1): p. 203-
10. 

295. Yang, W., et al., Glucagon regulates hepatic mitochondrial function and 
biogenesis through FOXO1. J Endocrinol, 2019. 241(3): p. 265-78. 

296. Hickey, A.J., et al., Birds and longevity: does flight driven aerobicity provide 
an oxidative sink? Ageing Res Rev, 2012. 11(2): p. 242-53. 

297. Li, L., et al., PGC-1alpha Promotes Ureagenesis in Mouse Periportal 
Hepatocytes through SIRT3 and SIRT5 in Response to Glucagon. Sci Rep, 
2016. 6: p. 24156. 

298. Elmore, S.P., et al., The mitochondrial permeability transition initiates 
autophagy in rat hepatocytes. FASEB J, 2001. 15(12): p. 2286-7. 

299. Liu, H.Y., et al., Hepatic autophagy is suppressed in the presence of insulin 
resistance and hyperinsulinemia: inhibition of FoxO1-dependent expression 
of key autophagy genes by insulin. J Biol Chem, 2009. 284(45): p. 31484-92. 

300. Krebs, H.A. and L.V. Eggleston, The effect of insulin on oxidations in isolated 
muscle tissue. Biochem J, 1938. 32(5): p. 913-25. 

301. Hall, J.C., The effect of insulin on the oxygen consumption of mammalian 
muscle. Science, 1954. 119(3101): p. 813-4. 

302. Hall, J.C., K.C. Fisher, and J.R. Stern, Stimulation of oxygen consumption by 
insulin in intact isolated frog muscle. Am J Physiol, 1954. 179(1): p. 29-35. 

303. Hall, J.C., L.A. Sordahl, and P.L. Stefko, The effect of insulin on oxidative 
phosphorylation in normal and diabetic mitochondria. J Biol Chem, 1960. 
235: p. 1536-9. 

304. Montgomery, M.K. and N. Turner, Mitochondrial dysfunction and insulin 
resistance: an update. Endocr Connect, 2015. 4(1): p. R1-15. 

305. Stump, C.S., et al., Effect of insulin on human skeletal muscle mitochondrial 
ATP production, protein synthesis, and mRNA transcripts. Proc Natl Acad 
Sci USA, 2003. 100(13): p. 7996-8001. 

306. Petersen, K.F., S. Dufour, and G.I. Shulman, Decreased insulin-stimulated 
ATP synthesis and phosphate transport in muscle of insulin-resistant 
offspring of type 2 diabetic parents. PLoS Med, 2005. 2(9): p. e233. 



203 
 

307. Brehm, A., et al., Increased lipid availability impairs insulin-stimulated ATP 
synthesis in human skeletal muscle. Diabetes, 2006. 55(1): p. 136-40. 

308. Huang, X., et al., Insulin-regulated mitochondrial gene expression is 
associated with glucose flux in human skeletal muscle. Diabetes, 1999. 
48(8): p. 1508-14. 

309. Boirie, Y., Insulin regulation of mitochondrial proteins and oxidative 
phosphorylation in human muscle. Trends Endocrinol Metab, 2003. 14(9): p. 
393-4. 

310. Pawlikowska, P., et al., Not only insulin stimulates mitochondriogenesis in 
muscle cells, but mitochondria are also essential for insulin-mediated 
myogenesis. Cell Prolif, 2006. 39(2): p. 127-45. 

311. Karakelides, H., et al., Effect of insulin deprivation on muscle mitochondrial 
ATP production and gene transcript levels in type 1 diabetic subjects. 
Diabetes, 2007. 56(11): p. 2683-9. 

312. Laustsen, P.G., et al., Essential role of insulin and insulin-like growth factor 1 
receptor signaling in cardiac development and function. Mol Cell Biol, 2007. 
27(5): p. 1649-64. 

313. Boirie, Y., et al., Tissue-specific regulation of mitochondrial and cytoplasmic 
protein synthesis rates by insulin. Diabetes, 2001. 50(12): p. 2652-8. 

314. Liu, H.Y., et al., Prolonged exposure to insulin suppresses mitochondrial 
production in primary hepatocytes. J Biol Chem, 2009. 284(21): p. 14087-95. 

315. Cheng, Z., et al., Foxo1 integrates insulin signaling with mitochondrial 
function in the liver. Nat Med, 2009. 15(11): p. 1307-11. 

316. Fernandez-Marcos, P.J. and J. Auwerx, Regulation of PGC-1alpha, a nodal 
regulator of mitochondrial biogenesis. Am J Clin Nutr, 2011. 93(4): p. 884S-
90. 

317. Boudina, S., et al., Contribution of impaired myocardial insulin signaling to 
mitochondrial dysfunction and oxidative stress in the heart. Circulation, 2009. 
119(9): p. 1272-83. 

318. Nisr, R.B. and C. Affourtit, Insulin acutely improves mitochondrial function of 
rat and human skeletal muscle by increasing coupling efficiency of oxidative 
phosphorylation. Biochim Biophys Acta, 2014. 1837(2): p. 270-6. 

319. Hoehn, K.L., et al., Insulin resistance is a cellular antioxidant defense 
mechanism. PNAS, 2009. 106(42): p. 17787-17792. 

320. Bhardwaj, G., et al., Insulin and IGF-1 receptors regulate complex I-
dependent mitochondrial bioenergetics and supercomplexes via FoxOs in 
muscle. J Clin Invest, 2021. 131(18): e146415. 

321. Matsuzaki, S., et al., Insulin signaling alters antioxidant capacity in the 
diabetic heart. Redox Biol, 2021. 47: p. 102140. 

322. Song, Y., et al., Insulin is a potential antioxidant for diabetes-associated 
cognitive decline via regulating Nrf2 dependent antioxidant enzymes. 
Biomed Pharmacother, 2018. 104: p. 474-84. 

323. Ng, K.W., et al., Cardioprotective effects of insulin: how intensive insulin 
therapy may benefit cardiac surgery patients. Circulation, 2012. 125(5): p. 
721-8. 

324. Golic, I., et al., Insulin Modulates the Bioenergetic and Thermogenic 
Capacity of Rat Brown Adipocytes In Vivo by Modulating Mitochondrial 
Mosaicism. Int J Mol Sci, 2020. 21(23): p. 9204. 

325. Marette, A., O.L. Tulp, and L.J. Bukowiecki, Mechanism linking insulin 
resistance to defective thermogenesis in brown adipose tissue of obese 
diabetic SHR/N-cp rats. Int J Obes, 1991. 15(12): p. 823-31. 

326. Markelic, M., et al., Insulin induces cristae remodeling by decreasing 
complex I and increasing UCP1 expression in rat brown adipose tissue. 
Insulin. 2: p. 7. 



204 
 

327. Korać, A., et al., Apoptosis in the rat brown adipose tissue after insulin 
treatment. J Therm Biol, 1999. 24(5-6): p. 461-4. 

328. Riehle, C., et al., Insulin receptor substrates (IRS) are critical regulators of 
autophagy and cardiomyocyte survival. J Am Heart Assoc, 2009. 120: p. 
S091. 

329. Spengler, R.N., et al., Stimulation of alpha-adrenergic receptor augments the 
production of macrophage-derived tumor necrosis factor. J Immunol, 1990. 
145(5): p. 1430-4. 

330. Bergmann, M. and T. Sautner, Immunomodulatory effects of vasoactive 
catecholamines. Wien Klin Wochenschr, 2002. 114(17-18): p. 752-61. 

331. Yu, X., et al., alpha(1) adrenoceptor activation by norepinephrine inhibits 
LPS-induced cardiomyocyte TNF-alpha production via modulating ERK1/2 
and NF-kappaB pathway. J Cell Mol Med, 2014. 18(2): p. 263-73. 

332. Severn, A., et al., Regulation of tumor necrosis factor production by 
adrenaline and beta-adrenergic agonists. J Immunol, 1992. 148(11): p. 3441-
5. 

333. Takamoto, T., et al., Norepinephrine inhibits human natural killer cell activity 
in vitro. Int J Neurosci, 1991. 58(1-2): p. 127-31. 

334. Ramer-Quinn, D.S., R.A. Baker, and V.M. Sanders, Activated T helper 1 and 
T helper 2 cells differentially express the beta-2-adrenergic receptor: a 
mechanism for selective modulation of T helper 1 cell cytokine production. J 
Immunol, 1997. 159(10): p. 4857-67. 

335. Lyte, M., et al., Stimulation of Staphylococcus epidermidis growth and biofilm 
formation by catecholamine inotropes. Lancet, 2003. 361(9352): p. 130-5. 

336. van der Poll, T., et al., Noradrenaline inhibits lipopolysaccharide-induced 
tumor necrosis factor and interleukin 6 production in human whole blood. 
Infect Immun, 1994. 62(5): p. 2046-50. 

337. Tsuda, Y., et al., Impairment of the host's antibacterial resistance by 
norepinephrine activated neutrophils. Burns, 2008. 34(4): p. 460-6. 

338. Lyte, M. and M.T. Bailey, Neuroendocrine-bacterial interactions in a 
neurotoxin-induced model of trauma. J Surg Res, 1997. 70(2): p. 195-201. 

339. Zhou, M., et al., Gut-derived norepinephrine plays an important role in up-
regulating IL-1beta and IL-10. Biochim Biophys Acta, 2005. 1740(3): p. 446-
52. 

340. Woiciechowsky, C., et al., Sympathetic activation triggers systemic 
interleukin-10 release in immunodepression induced by brain injury. Nat 
Med, 1998. 4(7): p. 808-13. 

341. Rice, P.A., et al., Chemical sympathectomy increases the innate immune 
response and decreases the specific immune response in the spleen to 
infection with Listeria monocytogenes. J Neuroimmunol, 2001. 114(1-2): p. 
19-27. 

342. Boldt, J., et al., Alterations in Circulating Vasoactive Substances in the 
Critically Ill - a Comparison between Survivors and Nonsurvivors. Intensive 
Care Med, 1995. 21(3): p. 218-25. 

343. van der Poll, T., et al., Epinephrine inhibits tumor necrosis factor-alpha and 
potentiates interleukin 10 production during human endotoxemia. J Clin 
Invest, 1996. 97(3): p. 713-9. 

344. Van der Poll, T. and S.F. Lowry, Epinephrine inhibits endotoxin-induced IL-1 
beta production: roles of tumor necrosis factor-alpha and IL-10. Am J 
Physiol, 1997. 273(6): p. R1885-90. 

345. Rontgen, P., et al., Effect of catecholamines on intracellular cytokine 
synthesis in human monocytes. Eur Cytokine Netw, 2004. 15(1): p. 14-23. 

346. Lemaire, L.C., et al., Dobutamine does not influence inflammatory pathways 
during human endotoxemia. Crit Care Med, 2006. 34(5): p. 1365-71. 



205 
 

347. Kox, M., et al., Voluntary activation of the sympathetic nervous system and 
attenuation of the innate immune response in humans. Proc Natl Acad Sci 
USA, 2014. 111(20): p. 7379-84. 

348. Group, R.C., et al., Dexamethasone in Hospitalized Patients with Covid-19. 
N Engl J Med, 2021. 384(8): p. 693-704. 

349. Cruz-Topete, D. and J.A. Cidlowski, One hormone, two actions: anti- and 
pro-inflammatory effects of glucocorticoids. Neuroimmunomodulation, 2015. 
22(1-2): p. 20-32. 

350. Cain, D.W. and J.A. Cidlowski, Immune regulation by glucocorticoids. Nat 
Rev Immunol, 2017. 17(4): p. 233-247. 

351. Buttgereit, F. and A. Scheffold, Rapid glucocorticoid effects on immune cells. 
Steroids, 2002. 67(6): p. 529-34. 

352. Bhattacharyya, S., et al., Macrophage glucocorticoid receptors regulate Toll-
like receptor 4-mediated inflammatory responses by selective inhibition of 
p38 MAP kinase. Blood, 2007. 109(10): p. 4313-9. 

353. Tuckermann, J.P., et al., Macrophages and neutrophils are the targets for 
immune suppression by glucocorticoids in contact allergy. J Clin Invest, 
2007. 117(5): p. 1381-90. 

354. Busillo, J.M. and J.A. Cidlowski, The five Rs of glucocorticoid action during 
inflammation: ready, reinforce, repress, resolve, and restore. Trends 
Endocrinol Metab, 2013. 24(3): p. 109-19. 

355. Sorrells, S.F., et al., The Stressed CNS: When Glucocorticoids Aggravate 
Inflammation. Neuron, 2009. 64(1): p. 33-9. 

356. Ehrchen, J.M., J. Roth, and K. Barczyk-Kahlert, More Than Suppression: 
Glucocorticoid Action on Monocytes and Macrophages. Front Immunol, 
2019. 10. 

357. Dhabhar, F.S., Stress-induced augmentation of immune function--the role of 
stress hormones, leukocyte trafficking, and cytokines. Brain Behav Immun, 
2002. 16(6): p. 785-98. 

358. Vitlic, A., J.M. Lord, and A.C. Phillips, Stress, ageing and their influence on 
functional, cellular and molecular aspects of the immune system. Age, 2014. 
36(3): p. 9631. 

359. De Vito, P., et al., Thyroid Hormones as Modulators of Immune Activities at 
the Cellular Level. Thyroid, 2011. 21(8): p. 879-90. 

360. Wenzek, C., et al., The interplay of thyroid hormones and the immune 
system - where we stand and why we need to know about it. Eur J 
Endocrinol, 2022. 186(5): p. R65-77. 

361. Chen, Y., et al., Thyroid hormone enhances nitric oxide-mediated bacterial 
clearance and promotes survival after meningococcal infection. PLoS One, 
2012. 7(7): p. e41445. 

362. Mascanfroni, I.D., et al., Nuclear factor (NF)-kappaB-dependent thyroid 
hormone receptor beta1 expression controls dendritic cell function via Akt 
signaling. J Biol Chem, 2010. 285(13): p. 9569-82. 

363. Klecha, A.J., et al., Integrative study of hypothalamus–pituitary–thyroid–
immune system interaction: thyroid hormone-mediated modulation of 
lymphocyte activity through the protein kinase C signaling pathway. J 
Endocrinol, 2006. 189(1): p. 45-55. 

364. Fabris, N., E. Mocchegiani, and M. Provinciali, Pituitary-Thyroid Axis and 
Immune System: A Reciprocal Neuroendocrine-lmmune Interaction. Horm 
Res Paediatr, 1995. 43(1-3): p. 29-38. 

365. El‐Shaikh, K., M. Gabry, and G. Othman, Recovery of age‐dependent 
immunological deterioration in old mice by thyroxine treatment. J Anim Phys 
Anim Nutr, 2006. 90(5‐6): p. 244-54. 

366. Mihara, S., et al., Effects of thyroid hormones on apoptotic cell death of 
human lymphocytes. J Clin Endocrin Metab, 1999. 84(4): p. 1378-85. 



206 
 

367. Al-essa, L., et al., Glucagon modulates superoxide generation in human 
polymorphonuclear leucocytes. Life Sci, 1993. 53(18): p. 1439-45. 

368. Insuela, D.B.R., et al., Glucagon Reduces Neutrophil Migration and 
Increases Susceptibility to Sepsis in Diabetic Mice. Front Immunol, 2021. 12: 
p. 633540. 

369. Insuela, D.B., et al., Glucagon induces airway smooth muscle relaxation by 
nitric oxide and prostaglandin E(2). J Endocrinol, 2015. 225(3): p. 205-17. 

370. Sirianni, M.C., et al., Modulation of human natural killer activity by vasoactive 
intestinal peptide (VIP) family. VIP, glucagon and GHRF specifically inhibit 
NK activity. Regul Pept, 1992. 38(1): p. 79-87. 

371. Kevorkov, N.N., A. Kniazev Iu, and E. Gusev, [Immunomodulating effects of 
glucagon]. Probl Endokrinol, 1987. 33(5): p. 68-71. 

372. Osaka, N., et al., Anti-inflammatory and atheroprotective properties of 
glucagon. Diab Vasc Dis Res, 2020. 17(5): p. 1479164120965183. 

373. Ortega, F.J., et al., Circulating glucagon is associated with inflammatory 
mediators in metabolically compromised subjects. Eur J Endocrinol, 2011. 
165(4): p. 639-45. 

374. Insuela, D.B.R., et al., Glucagon reduces airway hyperreactivity, 
inflammation, and remodeling induced by ovalbumin. Sci Rep, 2019. 9(1): p. 
6478. 

375. Insuela, D.B., et al., The Yin Yang of hormones that control glucose 
homeostasis in asthma. J Aller Ther, 2013. S11: p. 8. 

376. Beck-Nielsen, H. and O. Pedersen, Insulin binding, insulin degradation and 
glucose metabolism in human monocytes. Diabetologia, 1979. 17(2): p. 77-
84. 

377. Helderman, J.H., The insulin receptor on activated immunocompetent cells. 
Exp Gerontol, 1993. 28(4-5): p. 323-7. 

378. van Niekerk, G., et al., Insulin as an immunomodulatory hormone. Cytokine 
Growth Factor Rev, 2020. 52: p. 34-44. 

379. Dandona, P., et al., Insulin infusion suppresses while glucose infusion 
induces Toll-like receptors and high-mobility group-B1 protein expression in 
mononuclear cells of type 1 diabetes patients. Am J Physiol Endocrinol 
Metab, 2013. 304(8): p. E810-8. 

380. Ghanim, H., et al., Acute modulation of toll-like receptors by insulin. Diabetes 
Care, 2008. 31(9): p. 1827-31. 

381. Zhang, Z., et al., Insulin-Dependent Regulation of mTORC2-Akt-FoxO 
Suppresses TLR4 Signaling in Human Leukocytes: Relevance to Type 2 
Diabetes. Diabetes, 2016. 65(8): p. 2224-34. 

382. Leffler, M., et al., Insulin attenuates apoptosis and exerts anti-inflammatory 
effects in endotoxemic human macrophages. J Surg Res, 2007. 143(2): p. 
398-406. 

383. Zhu, L., et al., Insulin Antagonizes LPS-Induced Inflammatory Responses by 
Activating SR-A1/ERK Axis in Macrophages. Inflammation, 2019. 42(2): p. 
754-62. 

384. Brix-Christensen, V., et al., Acute hyperinsulinemia restrains endotoxin-
induced systemic inflammatory response: an experimental study in a porcine 
model. Anesthesiology, 2004. 100(4): p. 861-70. 

385. Tessaro, F.H.G., et al., Insulin Influences LPS-Induced TNF-alpha and IL-6 
Release Through Distinct Pathways in Mouse Macrophages from Different 
Compartments. Cell Physiol Biochem, 2017. 42(5): p. 2093-104. 

386. Sun, Q., J. Li, and F. Gao, New insights into insulin: The anti-inflammatory 
effect and its clinical relevance. World J Diab, 2014. 5(2): p. 89. 

387. Chang, Y.-W., et al., Insulin reduces inflammation by regulating the 
activation of the NLRP3 inflammasome. Front Immunol 2021. 11: p. 3856. 



207 
 

388. Chen, Q., et al., Insulin alleviates the inflammatory response and oxidative 
stress injury in cerebral tissues in septic rats. J Inflamm, 2014. 11(1): p. 1-7. 

389. Stegenga, M.E., et al., Effect of acute hyperglycaemia and/or 
hyperinsulinaemia on proinflammatory gene expression, cytokine production 
and neutrophil function in humans. Diab Med, 2008. 25(2): p. 157-64. 

390. Viardot, A., et al., Potential antiinflammatory role of insulin via the 
preferential polarization of effector T cells toward a T helper 2 phenotype. 
Endocrinology, 2007. 148(1): p. 346-53. 

391. Cabrera-Ortega, A.A., et al., The role of forkhead box 1 (FOXO1) in the 
immune system: dendritic cells, T cells, B cells, and hematopoietic stem 
cells. Crit Rev Immunol, 2017. 37(1): p. 1-13. 

392. Fan, W., et al., FoxO1 regulates Tlr4 inflammatory pathway signalling in 
macrophages. EMBO J, 2010. 29(24): p. 4223-36. 

393. Dong, G., et al., FOXO1 Regulates Bacteria-Induced Neutrophil Activity. 
Front Immunol, 2017. 8: p. 1088. 

394. Aljada, A., et al., Insulin inhibits NFκB and MCP-1 expression in human 
aortic endothelial cells. J Clin Endocrinol Metab, 2001. 86(1): p. 450-3. 

395. Pal, S., et al., Cross-talk between insulin signalling and LPS responses in 
mouse macrophages. Mol Cell Endocrinol, 2018. 476: p. 57-69. 

396. Strom, T.B., R.A. Bear, and C.B. Carpenter, Insulin-induced augmentation of 
lymphocyte-mediated cytotoxicity. Science, 1975. 187(4182): p. 1206-8. 

397. Tsai, S., et al., Insulin Receptor-Mediated Stimulation Boosts T Cell 
Immunity during Inflammation and Infection. Cell Metab, 2018. 28(6): p. 922-
34. 

398. Helderman, J.H. and T.B. Strom, The insulin receptor: a marker of T cell 
activation after allograft. Proc Clin Dial Transplant Forum, 1976. 6: p. 154-8. 

399. Han, J.M., et al., Insulin inhibits IL-10-mediated regulatory T cell function: 
implications for obesity. J Immunol, 2014. 192(2): p. 623-9. 

400. Jennbacken, K., et al., Glucose impairs B-1 cell function in diabetes. Clin 
Exp Immunol, 2013. 174(1): p. 129-38. 

401. Amer, J., et al., Insulin signaling as a potential natural killer cell checkpoint in 
fatty liver disease. Hepatol Commun, 2018. 2(3): p. 285-98. 

402. Dror, E., et al., Postprandial macrophage-derived IL-1β stimulates insulin, 
and both synergistically promote glucose disposal and inflammation. Nat 
Immunol, 2017. 18(3): p. 283-92. 

403. Ratter, J.M., et al., Insulin acutely activates metabolism of primary human 
monocytes and promotes a proinflammatory phenotype. J Leukoc Biol, 2021. 
110(5): p. 885-91. 

404. Bunn, R.C., et al., Palmitate and insulin synergistically induce IL-6 
expression in human monocytes. Cardiovasc Diabetol, 2010. 9(1): p. 1-13. 

405. Manowsky, J., et al., Insulin-induced cytokine production in macrophages 
causes insulin resistance in hepatocytes. Am J Physiol Endocrinol Metab, 
2016. 310(11): p. E938-46. 

406. Mauer, J., et al., Myeloid cell-restricted insulin receptor deficiency protects 
against obesity-induced inflammation and systemic insulin resistance. PLoS 
genetics, 2010. 6(5): p. e1000938. 

407. Kubota, T., et al., Downregulation of macrophage Irs2 by hyperinsulinemia 
impairs IL-4-indeuced M2a-subtype macrophage activation in obesity. Nat 
Comm, 2018. 9(1): p. 1-15. 

408. Han, S., et al., Macrophage insulin receptor deficiency increases ER stress-
induced apoptosis and necrotic core formation in advanced atherosclerotic 
lesions. Cell Metab, 2006. 3(4): p. 257-66. 

409. Walrand, S., et al., Insulin differentially regulates monocyte and 
polymorphonuclear neutrophil functions in healthy young and elderly 
humans. J Clin Endocrinol Metab, 2006. 91(7): p. 2738-48. 



208 
 

410. Safronova, V., et al., Variations of the effect of insulin on neutrophil 
respiratory burst. The role of tyrosine kinases and phosphatases. 
Biochemistry, 2001. 66(8): p. 840-9. 

411. Xia, P., et al., Insulin–InsR signaling drives multipotent progenitor 
differentiation toward lymphoid lineages. J Exp Med, 2015. 212(13): p. 2305-
21. 

412. Walrand, S., et al., In vivo evidences that insulin regulates human 
polymorphonuclear neutrophil functions. J Leukoc Biol, 2004. 76(6): p. 1104-
10. 

413. Badawi, O., et al., Association between intensive care unit-acquired 
dysglycemia and in-hospital mortality. Crit Care Med, 2012. 40(12): p. 3180-
8. 

414. Krinsley, J.S., Glycemic variability: a strong independent predictor of 
mortality in critically ill patients. Crit Care Med, 2008. 36(11): p. 3008-13. 

415. Siegelaar, S.E., et al., Mean Glucose during ICU Admission Is Related to 
Mortality by a U-Shaped Curve: Implications for Clinical Care. Diabetes, 
2010. 59: p. A9. 

416. Van den Berghe, G., F. de Zegher, and R. Bouillon, Acute and prolonged 
critical illness as different neuroendocrine paradigms. J Clin Endocrinol 
Metab, 1998. 83(6): p. 1827-34. 

417. Khaliq, W., Modulating The Stress Response In Critical Illness, in 
Bloomsbury Institute of Intensive Care Medicine. PhD thesis 2016, University 
College London: London. p. 275. 

418. Knaus, W.A., et al., Apache-Ii - a Severity of Disease Classification-System. 
Crit Care Med, 1985. 13(10): p. 818-29. 

419. Vincent, J.L., et al., Use of the SOFA score to assess the incidence of organ 
dysfunction/failure in intensive care units: Results of a multicenter, 
prospective study. Crit Care Med, 1998. 26(11): p. 1793-1800. 

420. Charlson, M.E., et al., A new method of classifying prognostic comorbidity in 
longitudinal studies: development and validation. J Chronic Dis, 1987. 40(5): 
p. 373-83. 

421. Edwards, J.A., et al., Differential expression of HLA class II antigens in fetal 
human spleen: relationship of HLA-DP, DQ, and DR to immunoglobulin 
expression. J Immunol, 1986. 137(2): p. 490-7. 

422. Brodsky, F.M., A matrix approach to human class II histocompatibility 
antigens: reactions of four monoclonal antibodies with the products of nine 
haplotypes. Immunogenetics, 1984. 19(3): p. 179-94. 

423. Lampson, L.A. and R. Levy, Two populations of Ia-like molecules on a 
human B cell line. J Immunol, 1980. 125(1): p. 293-9. 

424. Pfortmueller, C.A., et al., Assessment of immune organ dysfunction in critical 
illness: utility of innate immune response markers. Intensive Care Med Exp, 
2017. 5(1): p. 49. 

425. Vincent, J.L., et al., Prevalence and Outcomes of Infection Among Patients 
in Intensive Care Units in 2017. JAMA, 2020. 323(15): p. 1478-87. 

426. Opal, S.M., T.D. Girard, and E.W. Ely, The immunopathogenesis of sepsis in 
elderly patients. Clin Infect Dis, 2005. 41(Suppl 7): p. S504-12. 

427. Turnbull, I.R., et al., Effects of age on mortality and antibiotic efficacy in cecal 
ligation and puncture. Shock, 2003. 19(4): p. 310-3. 

428. Angele, M.K., et al., Gender differences in sepsis: cardiovascular and 
immunological aspects. Virulence, 2014. 5(1): p. 12-9. 

429. Venet, F., et al., Monitoring the immune response in sepsis: a rational 
approach to administration of immunoadjuvant therapies. Curr Opin 
Immunol, 2013. 25(4): p. 477-83. 

430. Chaudhry, H., et al., Role of cytokines as a double-edged sword in sepsis. In 
Vivo, 2013. 27(6): p. 669-84. 



209 
 

431. Mera, S., et al., Multiplex cytokine profiling in patients with sepsis. Apmis, 
2011. 119(2): p. 155-63. 

432. Wu, H.P., et al., Serial increase of IL-12 response and human leukocyte 
antigen-DR expression in severe sepsis survivors. Crit Care, 2011. 15(5): p. 
R224. 

433. Gomez, H.G., et al., Immunological characterization of compensatory anti-
inflammatory response syndrome in patients with severe sepsis: a 
longitudinal study. Crit Care Med, 2014. 42(4): p. 771-80. 

434. Kumar, A.T., et al., Cytokine profile in elderly patients with sepsis. Indian J 
Crit Care Med, 2009. 13(2): p. 74. 

435. Feng, M., et al., Detection of serum interleukin‐6/10/18 levels in sepsis and 
its clinical significance. J Clin Lab Anal, 2016. 30(6): p. 1037-1043. 

436. Wu, H.-P., et al., Serial cytokine levels in patients with severe sepsis. 
Inflamm Research, 2009. 58(7): p. 385-93. 

437. Leisman, D.E., et al., Cytokine elevation in severe and critical COVID-19: a 
rapid systematic review, meta-analysis, and comparison with other 
inflammatory syndromes. Lancet Respir Med, 2020. 8(12): p. 1233-44. 

438. Fahy, R.J., et al., Inflammasome mRNA expression in human monocytes 
during early septic shock. Am J Respir Crit Care Med, 2008. 177(9): p. 983-
8. 

439. Giamarellos-Bourboulis, E.J., et al., Inhibition of caspase-1 activation in 
Gram-negative sepsis and experimental endotoxemia. Crit Care, 2011. 
15(1): p. R27. 

440. Li, J., et al., Alterations of T helper lymphocyte subpopulations in sepsis, 
severe sepsis, and septic shock: a prospective observational study. 
Inflammation, 2015. 38(3): p. 995-1002. 

441. Bozza, F.A., et al., Cytokine profiles as markers of disease severity in sepsis: 
a multiplex analysis. Crit Care, 2007. 11(2): p. 1-8. 

442. Lekkou, A., et al., Serum lipid profile, cytokine production, and clinical 
outcome in patients with severe sepsis. J Crit Care, 2014. 29(5): p. 723-7. 

443. Ramnath, R.D., et al., Role of MCP-1 in endotoxemia and sepsis. Int 
Immunopharmacol, 2008. 8(6): p. 810-8. 

444. Livaditi, O., et al., Neutrophil CD64 expression and serum IL-8: sensitive 
early markers of severity and outcome in sepsis. Cytokine, 2006. 36(5-6): p. 
283-90. 

445. Hayney, M.S., et al., Serum IFN-γ-induced protein 10 (IP-10) as a biomarker 
for severity of acute respiratory infection in healthy adults. J Clin Virol, 2017. 
90: p. 32-7. 

446. Giamarellos-Bourboulis, E.J., et al., Early apoptosis of blood monocytes in 
the septic host: is it a mechanism of protection in the event of septic shock? 
Crit Care, 2006. 10(3): p. R76. 

447. Moraes, T.J. and G.P. Downey, Death of the septic monocyte: is more 
better? Crit Care, 2006. 10(3): p. 1-2. 

448. Zhao, R.Z., et al., Mitochondrial electron transport chain, ROS generation 
and uncoupling (Review). Int J Mol Med, 2019. 44(1): p. 3-15. 

449. Nedergaard, J., et al., UCP1: the only protein able to mediate adaptive non-
shivering thermogenesis and metabolic inefficiency. Biochim Biophys Acta 
Bioenerget, 2001. 1504(1): p. 82-106. 

450. Zhou, R., et al., A role for mitochondria in NLRP3 inflammasome activation. 
Nature, 2011. 469(7329): p. 221-5. 

451. Chandel, N.S., P.T. Schumacker, and R.H. Arch, Reactive oxygen species 
are downstream products of TRAF-mediated signal transduction. J Biol 
Chem, 2001. 276(46): p. 42728-36. 

452. Ip, W.K.E., et al., Anti-inflammatory effect of IL-10 mediated by metabolic 
reprogramming of macrophages. Science, 2017. 356(6337): p. 513-9. 



210 
 

453. Lachmandas, E., et al., Microbial stimulation of different Toll-like receptor 
signalling pathways induces diverse metabolic programmes in human 
monocytes. Nat Microbiol, 2016. 2: p. 16246. 

454. Kelly, B. and L.A. O'Neill, Metabolic reprogramming in macrophages and 
dendritic cells in innate immunity. Cell Res, 2015. 25(7): p. 771-84. 

455. Costa, V.M., et al., Adrenaline in pro-oxidant conditions elicits intracellular 
survival pathways in isolated rat cardiomyocytes. Toxicology, 2009. 257(1-2): 
p. 70-9. 

456. Costa, V.M., et al., Adrenaline and reactive oxygen species elicit proteome 
and energetic metabolism modifications in freshly isolated rat 
cardiomyocytes. Toxicology, 2009. 260(1-3): p. 84-96. 

457. Pal, P.K., et al., Amelioration of adrenaline induced oxidative gastrointestinal 
damages in rat by melatonin through SIRT1-NFκB and PGC1α-AMPKα 
cascades. Melatonin Res, 2020. 3(4): p. 482-502. 

458. Asmussen, A., et al., Monocyte subset distribution and surface expression of 
HLA-DR and CD14 in patients after cardiopulmonary resuscitation. Sci Rep, 
2021. 11(1): p. 12403. 

459. Le Tulzo, Y., et al., Monocyte human leukocyte antigen-DR transcriptional 
downregulation by cortisol during septic shock. Am J Respir Crit Care Med, 
2004. 169(10): p. 1144-51. 

460. Kim, O.Y., et al., Differential down-regulation of HLA-DR on monocyte 
subpopulations during systemic inflammation. Crit Care, 2010. 14(2): p. R61. 

461. Annane, D., et al., Effect of treatment with low doses of hydrocortisone and 
fludrocortisone on mortality in patients with septic shock. JAMA, 2002. 
288(7): p. 862-71. 

462. Scheller, K., P. Seibel, and C.E. Sekeris, Glucocorticoid and thyroid hormone 
receptors in mitochondria of animal cells. Int Rev Cytol, 2003. 222: p. 1-61. 

463. Lee, S.R., et al., Glucocorticoids and their receptors: Insights into specific 
roles in mitochondria. Prog Biophys Mol Biol, 2013. 112(1-2): p. 44-54. 

464. Irwin, M.R. and S.W. Cole, Reciprocal regulation of the neural and innate 
immune systems. Nat Rev Immunol, 2011. 11(9): p. 625-32. 

465. Peeters, R.P., et al., Reduced activation and increased inactivation of thyroid 
hormone in tissues of critically ill patients. J Clin Endocrinol Metab, 2003. 
88(7): p. 3202-11. 

466. Weitzel, J.M. and K.A. Iwen, Coordination of mitochondrial biogenesis by 
thyroid hormone. Mol Cell Endocrinol, 2011. 342(1-2): p. 1-7. 

467. Cioffi, F., et al., Thyroid hormones and mitochondria: With a brief look at 
derivatives and analogues. Mol Cell Endocrinol, 2013. 379(1-2): p. 51-61. 

468. Venditti, P., A. Puca, and S. Di Meo, Effect of thyroid state on rate and sites 
of H2O2 production in rat skeletal muscle mitochondria. Arch Biochem 
Biophys, 2003. 411(1): p. 121-8. 

469. Short, K.R., et al., T3 increases mitochondrial ATP production in oxidative 
muscle despite increased expression of UCP2 and -3 (vol 280, pg E761, 
2001). Am J Physiol Endocrinol Metab, 2001. 281(1): p. Ea1. 

470. Zambrano, A., et al., The thyroid hormone receptor β induces DNA damage 
and premature senescence. J Cell Biol, 2014. 204(1): p. 129-46. 

471. Meyer, S., et al., Low triiodothyronine syndrome: a prognostic marker for 
outcome in sepsis? Endocrine, 2011. 39(2): p. 167-74. 

472. Lin, H.Y., et al., Potentiation by thyroid hormone of human IFN-gamma-
induced HLA-DR expression. J Immunol, 1998. 161(2): p. 843-9. 

473. Jakobs, T.C., et al., Proinflammatory cytokines inhibit the expression and 
function of human type I 5'-deiodinase in HepG2 hepatocarcinoma cells. Eur 
J Endocrinol, 2002. 146(4): p. 559-66. 



211 
 

474. Kwakkel, J., W. Wiersinga, and A. Boelen, Interleukin-1β modulates 
endogenous thyroid hormone receptor α gene transcription in liver cells. J 
Endocrinol, 2007. 194(2): p. 257-65. 

475. van der Spek, A.H., E. Fliers, and A. Boelen, Thyroid hormone metabolism in 
innate immune cells. J Endocrinol, 2017. 232(2): p. R67-81. 

476. Quispe, Á., X.-M. Li, and H. Yi, Comparison and relationship of thyroid 
hormones, IL-6, IL-10 and albumin as mortality predictors in case-mix 
critically ill patients. Cytokine, 2016. 81: p. 94-100. 

477. Huang, T.-J., A. Verkhratsky, and P. Fernyhough, Insulin enhances 
mitochondrial inner membrane potential and increases ATP levels through 
phosphoinositide 3-kinase in adult sensory neurons. Mol Cell Neurosci, 
2005. 28(1): p. 42-54. 

478. Asmann, Y.W., et al., Skeletal muscle mitochondrial functions, mitochondrial 
DNA copy numbers, and gene transcript profiles in type 2 diabetic and 
nondiabetic subjects at equal levels of low or high insulin and euglycemia. 
Diabetes, 2006. 55(12): p. 3309-19. 

479. Titheradge, M. and H. Coore, Hormonal regulation of liver mitochondrial 
pyruvate carrier in relation to gluconeogenesis and lipogenesis. FEBS 
letters, 1976. 71(1): p. 73-8. 

480. Yamazaki, R.K. and G.S. Graetz, Glucagon stimulation of citrulline formation 
in isolated hepatic mitochondria. Arch Biochem Biophys, 1977. 178(1): p. 19-
25. 

481. Quijano, C., et al., Enhanced mitochondrial superoxide in hyperglycemic 
endothelial cells: direct measurements and formation of hydrogen peroxide 
and peroxynitrite. Am J Physiol Heart Circ Physiol, 2007. 293(6): p. H3404-
14. 

482. Deragon, M.A., et al., Mitochondrial ROS prime the hyperglycemic shift from 
apoptosis to necroptosis. Cell Death Discov, 2020. 6(1): p. 1-12. 

483. Mohiuddin, M.S., et al., Glucagon Prevents Cytotoxicity Induced by 
Methylglyoxal in a Rat Neuronal Cell Line Model. Biomolecules, 2021. 11(2): 
p. 287. 

484. Insuela, D.B. and V.F. Carvalho, Glucagon and glucagon-like peptide-1 as 
novel anti-inflammatory and immunomodulatory compounds. Eur J 
Pharmacol, 2017. 812: p. 64-72. 

485. BHATHENA, S.J., et al., Expression of Glucagon Receptors on T-and 
BLymphoblasts: Comparison with Insulin Receptors. Endocrinology, 1982. 
111(2): p. 684-92. 

486. Koh, W.S., et al., Expression of functional glucagon receptors on lymphoid 
cells. Life Sci, 1996. 58(9): p. 741-51. 

487. Insuela, D., et al., Glucagon inhibits airway hyperreactivity and lung 
inflammation in a murine model of acute lung injury. Eur Respir Soc, 2015. 
46(Suppl 59): p. PA3899. 

488. Shankar-Hari, M., How could we enhance translation of sepsis immunology 
to inform immunomodulation trials in sepsis? Crit Care, 2017. 21(1): p. 1-3. 

489. Granholm, A., et al., Dexamethasone 12 mg versus 6 mg for patients with 
COVID-19 and severe hypoxaemia: a pre-planned, secondary Bayesian 
analysis of the COVID STEROID 2 trial. Intensive Care Med, 2022. 48(1): p. 
45-55. 

490. Vandewalle, J. and C. Libert, Glucocorticoids in Sepsis: To Be or Not to Be. 
Front Immunol, 2020. 11: p. 1318. 

491. Weekers, F., et al., Metabolic, endocrine, and immune effects of stress 
hyperglycemia in a rabbit model of prolonged critical illness. Endocrinology, 
2003. 144(12): p. 5329-38. 

492. Vanhorebeek, I., et al., Cortisol response to critical illness: Effect of intensive 
insulin therapy. J Clin Endocrinol Metab, 2006. 91(10): p. 3803-13. 



212 
 

493. Annane, D., et al., Hydrocortisone plus Fludrocortisone for Adults with Septic 
Shock. N Engl J Med, 2018. 378(9): p. 809-18. 

494. Smith, J.G., et al., Establishing acceptance criteria for cell-mediated-
immunity assays using frozen peripheral blood mononuclear cells stored 
under optimal and suboptimal conditions. Clin Vaccine Immunol, 2007. 14(5): 
p. 527-37. 

495. Chung, H., et al., Circulating Monocyte Counts and Its Impact on Outcomes 
in Patients with Severe Sepsis Including Septic Shock. Shock, 2019. 51(4): 
p. 423-29. 

496. Leaver, S., A. Burke Gaffney, and T.W. Evans. Gram-positive and Gram-
negative Sepsis: Two Disease Entities? in Intensive Care Med, J. L. Vincent 
(Eds). Springer: New York, 2008: p. 395-403. 

497. O'Neill, L.A.J., How Toll-like receptors signal: what we know and what we 
don't know. Curr Opin Immunol, 2006. 18(1): p. 3-9. 

498. Fisher, C.J., Jr., et al., Influence of an anti-tumor necrosis factor monoclonal 
antibody on cytokine levels in patients with sepsis. The CB0006 Sepsis 
Syndrome Study Group. Crit Care Med, 1993. 21(3): p. 318-27. 

499. Bjerre, A., et al., Plasma interferon-gamma and interleukin-10 concentrations 
in systemic meningococcal disease compared with severe systemic Gram-
positive septic shock. Crit Care Med, 2004. 32(2): p. 433-8. 

500. Tillinger, W., et al., Monocyte human leukocyte antigen-DR expression-a tool 
to distinguish intestinal bacterial infections from inflammatory bowel disease? 
Shock, 2013. 40(2): p. 89-94. 

501. Milillo, M.A., et al., Bacterial RNA Contributes to the Down-Modulation of 
MHC-II Expression on Monocytes/Macrophages Diminishing CD4(+) T Cell 
Responses. Front Immunol, 2019. 10: p. 2181. 

502. Mitchell, E.K., et al., Inhibition of cell surface MHC class II expression by 
Salmonella. Eur J Immunol, 2004. 34(9): p. 2559-67. 

503. Leijte, G.P., et al., Monocytic HLA-DR expression kinetics in septic shock 
patients with different pathogens, sites of infection and adverse outcomes. 
Crit Care, 2020. 24(1): p. 110. 

504. Cajander, S., et al., Dynamics of monocytic HLA-DR expression differs 
between bacterial etiologies during the course of bloodstream infection. 
PLoS One, 2018. 13(2): p. e0192883. 

505. Collins, S. and R.S. Surwit, The beta-adrenergic receptors and the control of 
adipose tissue metabolism and thermogenesis. Recent Prog Horm Res, 
2001. 56: p. 309-28. 

506. Cypess, A.M., et al., Activation of human brown adipose tissue by a beta3-
adrenergic receptor agonist. Cell Metab, 2015. 21(1): p. 33-8. 

507. Yu, X.Y., et al., Evidence for coexistence of three beta-adrenoceptor 
subtypes in human peripheral lymphocytes. Clin Pharmacol Ther, 2007. 
81(5): p. 654-58. 

508. Brand, M.D. and T.C. Esteves, Physiological functions of the mitochondrial 
uncoupling proteins UCP2 and UCP3. Cell Metab, 2005. 2(2): p. 85-93. 

509. Woiciechowsky, C., et al., Catecholamine-induced interleukin-10 release: a 
key mechanism in systemic immunodepression after brain injury. Crit Care, 
1999. 3(6): p. R107-11. 

510. Platzer, C., et al., Catecholamines trigger IL-10 release in acute systemic 
stress reaction by direct stimulation of its promoter/enhancer activity in 
monocytic cells. J Neuroimmunol, 2000. 105(1): p. 31-8. 

511. Seiffert, K., et al., Catecholamines inhibit the antigen-presenting capability of 
epidermal Langerhans cells. J Immunol, 2002. 168(12): p. 6128-35. 

512. Herve, J., et al., beta2-Adrenoreceptor agonist inhibits antigen cross-
presentation by dendritic cells. J Immunol, 2013. 190(7): p. 3163-71. 



213 
 

513. Podojil, J.R. and V.M. Sanders, CD86 and beta2-adrenergic receptor 
stimulation regulate B-cell activity cooperatively. Trends Immunol, 2005. 
26(4): p. 180-5. 

514. Kohm, A.P., A. Mozaffarian, and V.M. Sanders, B cell receptor- and beta 2-
adrenergic receptor-induced regulation of B7-2 (CD86) expression in B cells. 
J Immunol, 2002. 168(12): p. 6314-22. 

515. Barnes, M.A., M.J. Carson, and M.G. Nair, Non-traditional cytokines: How 
catecholamines and adipokines influence macrophages in immunity, 
metabolism and the central nervous system. Cytokine, 2015. 72(2): p. 210-9. 

516. Scanzano, A. and M. Cosentino, Adrenergic regulation of innate immunity: a 
review. Front Pharmacol, 2015. 6: p. 171. 

517. Stanojevic, S., et al., Adrenal hormone deprivation affects macrophage 
catecholamine metabolism and beta2-adrenoceptor density, but not 
propranolol stimulation of tumour necrosis factor-alpha production. Exp 
Physiol, 2013. 98(3): p. 665-78. 

518. Margaryan, S., et al., Differential modulation of innate immune response by 
epinephrine and estradiol. Horm Mol Biol Clin Investig, 2017. 30(3): p. 46. 

519. Li, C.Y., et al., Adrenaline inhibits lipopolysaccharide-induced macrophage 
inflammatory protein-1 alpha in human monocytes: the role of beta-
adrenergic receptors. Anesth Analg, 2003. 96(2): p. 518-23. 

520. Spiegel, A., et al., Catecholaminergic neurotransmitters regulate migration 
and repopulation of immature human CD34+ cells through Wnt signaling. 
Nat Immunol, 2007. 8(10): p. 1123-31. 

521. Kavelaars, A., et al., Beta 2-adrenergic activation enhances interleukin-8 
production by human monocytes. J Neuroimmunol, 1997. 77(2): p. 211-6. 

522. Lorton, D. and D.L. Bellinger, Molecular mechanisms underlying beta-
adrenergic receptor-mediated cross-talk between sympathetic neurons and 
immune cells. Int J Mol Sci, 2015. 16(3): p. 5635-65. 

523. Schopf, R.E. and E.M. Lemmel, Control of the production of oxygen 
intermediates of human polymorphonuclear leukocytes and monocytes by 
beta-adrenergic receptors. J Immunopharmacol, 1983. 5(3): p. 203-16. 

524. Mizuno, K., et al., Beta2-adrenergic receptor stimulation inhibits LPS-induced 
IL-18 and IL-12 production in monocytes. Immunol Lett, 2005. 101(2): p. 
168-72. 

525. Borda, E.S., et al., Role of arachidonic acid metabolites in the action of a 
beta adrenergic agonist on human monocyte phagocytosis. Prostaglandins 
Leukot Essent Fatty Acids, 1998. 58(2): p. 85-90. 

526. Grisanti, L.A., et al., alpha1-adrenergic receptors positively regulate Toll-like 
receptor cytokine production from human monocytes and macrophages. J 
Pharmacol Exp Ther, 2011. 338(2): p. 648-57. 

527. Case, A.J., et al., Mitochondrial Superoxide Signaling Contributes to 
Norepinephrine-Mediated T-Lymphocyte Cytokine Profiles. Plos One, 2016. 
11(10): p. e0164609. 

528. Abe, R., et al., Up-regulation of interleukin-10 mRNA expression in 
peripheral leukocytes predicts poor outcome and diminished human 
leukocyte antigen-DR expression on monocytes in septic patients. J Surg 
Res, 2008. 147(1): p. 1-8. 

529. Fumeaux, T. and J. Pugin, Role of interleukin-10 in the intracellular 
sequestration of human leukocyte antigen-DR in monocytes during septic 
shock. Am J Respir Crit Care Med, 2002. 166(11): p. 1475-82. 

530. Mazer, M., et al., IL-10 Has Differential Effects on the Innate and Adaptive 
Immune Systems of Septic Patients. J Immunol, 2019. 203(8): p. 2088-99. 

531. Elenkov, I.J., et al., Modulation of lipopolysaccharide-induced tumor necrosis 
factor-alpha production by selective alpha- and beta-adrenergic drugs in 
mice. J Neuroimmunol, 1995. 61(2): p. 123-31. 



214 
 

532. Jeschke, M.G., et al., Propranolol does not increase inflammation, sepsis, or 
infectious episodes in severely burned children. J Trauma, 2007. 62(3): p. 
676-81. 

533. Schirris, T.J.J., et al., Mild intracellular acidification by dexamethasone 
attenuates mitochondrial dysfunction in a human inflammatory proximal 
tubule epithelial cell model. Sci Rep, 2017. 7(1): p. 10623. 

534. Duclos, M., et al., Relationships between muscle mitochondrial metabolism 
and stress-induced corticosterone variations in rats. Pflugers Arch, 2001. 
443(2): p. 218-26. 

535. Kasahara, E., et al., Stress-Induced Glucocorticoid Release Upregulates 
Uncoupling Protein-2 Expression and Enhances Resistance to Endotoxin-
Induced Lethality. Neuroimmunomodulation, 2015. 22(5): p. 279-92. 

536. Jani, M.S., S.D. Telang, and S.S. Katyare, Effect of corticosterone treatment 
on energy metabolism in rat liver mitochondria. J Steroid Biochem Mol Biol, 
1991. 38(5): p. 587-91. 

537. Kamisoglu, K., et al., Effects of coupled dose and rhythm manipulation of 
plasma cortisol levels on leukocyte transcriptional response to endotoxin 
challenge in humans. Innate Immun, 2014. 20(7): p. 774-84. 

538. Zhou, J.Y., et al., Corticosterone exerts immunostimulatory effects on 
macrophages via endoplasmic reticulum stress. Br J Surg, 2010. 97(2): p. 
281-93. 

539. Brunetti, M., et al., Spontaneous and glucocorticoid-induced apoptosis in 
human mature T lymphocytes. Blood, 1995. 86(11): p. 4199-205. 

540. Lill-Elghanian, D., et al., Glucocorticoid-induced apoptosis in early B cells 
from human bone marrow. Exp Biol Med, 2002. 227(9): p. 763-70. 

541. Smith, L.K. and J.A. Cidlowski, Glucocorticoid-induced apoptosis of healthy 
and malignant lymphocytes. Prog Brain Res, 2010. 182: p. 1-30. 

542. Saleh, A., et al., Cytochrome c and dATP-mediated oligomerization of Apaf-1 
is a prerequisite for procaspase-9 activation. J Biol Chem, 1999. 274(25): p. 
17941-5. 

543. Ma, L., et al., Effect of chronic corticosterone-induced depression on 
circadian rhythms and age-related phenotypes in mice. Acta Biochim 
Biophys Sin, 2018. 50(12): p. 1236-46. 

544. Xie, X., et al., Chronic corticosterone-induced depression mediates 
premature aging in rats. J Affect Disord, 2018. 229: p. 254-61. 

545. Zamzami, N., et al., Sequential reduction of mitochondrial transmembrane 
potential and generation of reactive oxygen species in early programmed cell 
death. J Exp Med, 1995. 182(2): p. 367-77. 

546. Marchetti, P., et al., Mitochondrial permeability transition is a central 
coordinating event of apoptosis. J Exp Med, 1996. 184(3): p. 1155-60. 

547. Miyashita, T., et al., Investigation of glucocorticoid-induced apoptotic 
pathway: processing of caspase-6 but not caspase-3. Cell Death Differ, 
1998. 5(12): p. 1034-41. 

548. Tome, M.E., et al., Mitochondria are the primary source of the H2O2 signal 
for glucocorticoid-induced apoptosis of lymphoma cells. Exp Therap Med, 
2012. 4(2): p. 237-42. 

549. He, Y., et al., Blockade of cyclophilin D rescues dexamethasone-induced 
oxidative stress in gingival tissue. PLoS One, 2017. 12(3): p. e0173270. 

550. Liu, W. and C. Zhou, Corticosterone reduces brain mitochondrial function 
and expression of mitofusin, BDNF in depression-like rodents regardless of 
exercise preconditioning. Psychoneuroendocrinology, 2012. 37(7): p. 1057-
70. 

551. Casagrande, S. and M. Hau, Enzymatic antioxidants but not baseline 
glucocorticoids mediate the reproduction–survival trade-off in a wild bird. 
Proc Royal Soc B, 2018. 285(1892): p. 20182141. 



215 
 

552. Lendvai, A.Z., et al., Experimental food restriction reveals individual 
differences in corticosterone reaction norms with no oxidative costs. PLoS 
One, 2014. 9(11): p. e110564. 

553. Vitousek, M.N., et al., The lingering impact of stress: brief acute 
glucocorticoid exposure has sustained, dose-dependent effects on 
reproduction. Proc Royal Soc B, 2018. 285(1882): p. 20180722. 

554. Heming, N., et al., Immune Effects of Corticosteroids in Sepsis. Front 
Immunol, 2018. 9: p. 1736. 

555. Franco, L.M., et al., Immune regulation by glucocorticoids can be linked to 
cell type-dependent transcriptional responses. J Exp Med, 2019. 216(2): p. 
384-406. 

556. Singer, M., Catecholamine treatment for shock--equally good or bad? 
Lancet, 2007. 370(9588): p. 636-7. 

557. Villar, J., et al., Dexamethasone treatment for the acute respiratory distress 
syndrome: a multicentre, randomised controlled trial. Lancet Respir Med, 
2020. 8(3): p. 267-76. 

558. Sprung, C.L., et al., Hydrocortisone therapy for patients with septic shock. N 
Engl J Med, 2008. 358(2): p. 111-24. 

559. Venkatesh, B., et al., Adjunctive Glucocorticoid Therapy in Patients with 
Septic Shock. N Engl J Med, 2018. 378(9): p. 797-808. 

560. Sinha, P., et al., Latent Class Analysis Reveals COVID-19-related Acute 
Respiratory Distress Syndrome Subgroups with Differential Responses to 
Corticosteroids. Am J Respir Crit Care Med, 2021. 204(11): p. 1274-85. 

561. Osuchowski, M.F., et al., Minimum Quality Threshold in Pre-Clinical Sepsis 
Studies (MQTiPSS): An International Expert Consensus Initiative for 
Improvement of Animal Modeling in Sepsis. Shock, 2018. 50(4): p. 377-80. 

562. Eckmann, C. and M. Bassetti, Prognostic factors for mortality in (fecal) 
peritonitis: back to the roots! Intensive Care Med, 2014. 40(2): p. 269-71. 

563. Rudiger, A., et al., Early functional and transcriptomic changes in the 
myocardium predict outcome in a long-term rat model of sepsis. Clin Sci, 
2013. 124(6): p. 391-401. 

564. Rudiger, A., et al., Heart rate elevations during early sepsis predict death in 
fluid-resuscitated rats with fecal peritonitis. Intensive Care Med Exp, 2018. 
6(1): p. 1-13. 

565. Levy, M.M., et al., 2001 sccm/esicm/accp/ats/sis international sepsis 
definitions conference. Intensive Care Med, 2003. 29(4): p. 530-8. 

566. Kushimoto, S., et al., Impact of body temperature abnormalities on the 
implementation of sepsis bundles and outcomes in patients with severe 
sepsis: a retrospective sub-analysis of the focused outcome research on 
emergency care for acute respiratory distress syndrome, sepsis and trauma 
study. Crit Care Med, 2019. 47(5): p. 691-9. 

567. Kushimoto, S., et al., The impact of body temperature abnormalities on the 
disease severity and outcome in patients with severe sepsis: an analysis 
from a multicenter, prospective survey of severe sepsis. Crit Care, 2013. 
17(6): p. 1-9. 

568. Arulkumaran, N., et al., Sequential Analysis of a Panel of Biomarkers and 
Pathologic Findings in a Resuscitated Rat Model of Sepsis and Recovery. 
Crit Care Med, 2017. 45(8): p. e821-30. 

569. Investigators, A. and T.A.C.T. Group, Goal-directed resuscitation for patients 
with early septic shock. N Eng J Med, 2014. 371(16): p. 1496-1506. 

570. Investigators, P., A randomized trial of protocol-based care for early septic 
shock. N Eng J Med, 2014. 370(18): p. 1683-93. 

571. Mouncey, P.R., et al., Trial of early, goal-directed resuscitation for septic 
shock. N Eng J Med, 2015. 372(14): p. 1301-11. 



216 
 

572. Pinsky, M.R. and D. Payen, Functional hemodynamic monitoring. Crit Care, 
2005. 9(6): p. 566-72. 

573. Gore, D.C., et al., Lactic acidosis during sepsis is related to increased 
pyruvate production, not deficits in tissue oxygen availability. Ann Surg, 
1996. 224(1): p. 97. 

574. Mizock, B.A., Alterations in carbohydrate metabolism during stress: a review 
of the literature. Am J Med, 1995. 98(1): p. 75-84. 

575. Jequier, E., Measurement of energy expenditure in clinical nutritional 
assessment. J Parenter Enter Nutr, 1987. 11: p. 86S-9. 

576. Black, P.R., et al., Mechanisms of insulin resistance following injury. Ann 
Surg, 1982. 196(4): p. 420-35. 

577. Satar, S., et al., Prognostic value of thyroid hormone levels in acute 
myocardial infarction: just an epiphenomenon? Am Heart Hosp J, 2005. 3(4): 
p. 227-33. 

578. Vanhorebeek, I., L. Langouche, and G. Van den Berghe, Endocrine aspects 
of acute and prolonged critical illness. Nat Clin Pract Endocrinol Metab, 
2006. 2(1): p. 20-31. 

579. Hack, C.E., et al., Increased plasma levels of interleukin-6 in sepsis. Blood, 
1989. 74(5): p. 1704-10. 

580. van Deuren, M., et al., Correlation between proinflammatory cytokines and 
antiinflammatory mediators and the severity of disease in meningococcal 
infections. J Infect Dis, 1995. 172(2): p. 433-9. 

581. Kellum, J.A., et al., Understanding the inflammatory cytokine response in 
pneumonia and sepsis: results of the Genetic and Inflammatory Markers of 
Sepsis (GenIMS) Study. Arch Intern Med, 2007. 167(15): p. 1655-63. 

  



217 
 

Appendix I – Greek ethics approval 

 



218 
 

 

  



219 
 

Appendix II – Participant information and consent 

 



220 
 

 



221 
 



222 
 



223 
 

 

  



224 
 

Appendix III – Supplementary data 

Supplementary Table 1. Biochemical analyses of blood samples on Day 1. Blood was 

collected from patients with sepsis on the first day after admission. Patients are divided into 

survivors (SS) and non-survivors (SNS). Data presented as mean ± SD or median (IQR). SS: 

Sepsis Survivor; SNS: Sepsis Non-Survivor; NR: Normal Range; m: male; f: female. 

 

 SS (n=10) SNS (n=7) P-value 

pO2 (mmHg) 

NR: 75-100 

95.9 ± 45.6 120.3 ± 43.8 0.37 

pO2/FiO2 (mmHg) 

NR: 400-500 

323.8 ± 125.3 321.1 ± 118.1 0.97 

pCO2 (mmHg) 

NR: 35-45 

33.0 ± 12.4 31.6 ± 6.6 0.82 

pH 

NR: 7.35-7.45 

7.40 ± 0.12 7.38 ± 0.13 0.78 

HCO3
- (mEq/L) 

NR: 22-28 

22.6 ± 9.5 19.6 ± 6.7 0.56 

Glucose (mg/dL) 

NR: 72-108 

108.0 (72.5-189.5) 232.0 (160.0-234.0) 0.10 

Lactate (mmol/L) 

NR: 0.5-2.2 

1.10 (0.90-1.30) 2.0 (0.80-3.45) 0.50 

Platelets (/uL) 

NR: 150,000-400,000 

228,455 ± 121,673 154,800 ± 53,035 0.22 

WBC (/uL) 

NR: 4,000-11,000 

13,696 ± 4,624 14,908 ± 6,773 0.68 

Bilirubin (mg/dL) 

NR: 0.29-1.23 

0.68 ± 0.29 0.67 ± 0.62 0.43 

Creatinine (mg/dL) 

NR m: 0.72-1.18 

NR f:  0.55-1.02 

0.80 (0.70-2.40) 1.60 (1.00-5.15) 0.36 

Hb (g/dL) 

NR m: 13.5-18.0 

NR f: 11.5-16.0 

11.0 ± 2.2 11.8 ± 4.1 0.62 
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Supplementary Figure 1. Percentage of live and apoptotic monocytes Day 1. The 

percentage of live (CD14+/7AAD-) and apoptotic (CD14+/7AAD-/Annexin-V+) monocytes was 

measured by flow cytometry of lysed whole blood samples from patients with sepsis (divided 

into survivors (SS) and non-survivors (SNS)) and pre-operative control patients on the 1st day 

after admission. Data presented as median ± IQR. SS: Septic Survivor; SNS: Septic Non-

Survivor. 
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Supplementary Figure 2. Viability of PBMCs and monocytes after incubation with HKB 

(SA or EC). Isolated PBMCs from healthy volunteers (n=5) were incubated for 1, 6 and 24 

hours with three different concentrations of two different HKB, being SA and EC. These 

samples were analysed by flow cytometry using pan-leukocyte marker CD45 for identification 

of PBMCs, and CD14/CD16 and HLA-DR for identification of monocytes. The number of live 

(LIVE/DEAD-) PBMCs and monocytes are expressed as percentage of the total amount of 

these cells. Data presented as median ± IQR. US: Unstimulated; SA: S. Aureus; EC: E. Coli. 

*P<0.05; **P<0.01; ***P<0.001 compared to US control cells. 
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Supplementary Figure 3. Percentage of monocytes after incubation with HKB (SA or 

EC). Isolated PBMCs from healthy volunteers (n=5) were incubated for 1, 6 and 24 hours with 

three different concentrations of two different HKB, being SA and EC. These samples were 

analysed by flow cytometry using pan-leukocyte marker CD45 for identification of PBMCs, and 

CD14/CD16 and HLA-DR for identification of monocytes. The number of monocytes is 

expressed as percentage of the total amount PBMCs in the sample. Data presented as median 

± IQR. US: Unstimulated; SA: S. Aureus; EC: E. Coli. *P<0.05; **P<0.01; ***P<0.001 

compared to US control cells. 
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Supplementary Figure 4. TMRM signal in live PBMCs and monocytes after incubation 

with HKB (SA or EC). Isolated PBMCs from healthy volunteers (n=5) were incubated for 1, 6 

and 24 hours with three different concentrations of two different HKB, being SA and EC. These 

samples were analysed by flow cytometry using pan-leukocyte marker CD45 for identification 

of PBMCs, and CD14/CD16 and HLA-DR for identification of monocytes. TMRM (measuring 

MMP) signal was measured in live monocytes (CD14/CD16+ and HLA-DR+) only. Data 

presented as median ± IQR. MFI: Mean Fluorescent Intensity; A.U.: Arbitrary Units; US: 

Unstimulated; SA: S. Aureus; EC: E. Coli. *P<0.05; **P<0.01 compared to US control cells. 
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Supplementary Figure 5. MitoSox signal in live PBMCs and monocytes after incubation 

with HKB (SA or EC). Isolated PBMCs from healthy volunteers (n=5) were incubated for 1, 6 

and 24 hours with three different concentrations of two different HKB, being SA and EC. These 

samples were analysed by flow cytometry using pan-leukocyte marker CD45 for identification 

of PBMCs, and CD14/CD16 and HLA-DR for identification of monocytes. MitoSox (measuring 

mROS) signal was measured in live monocytes (CD14/CD16+ and HLA-DR+) only. Data 

presented on a log-scale as median ± IQR. MFI: Mean Fluorescent Intensity; A.U.: Arbitrary 

Units; US: Unstimulated; SA: S. Aureus; EC: E. Coli. *P<0.05; **P<0.01; ***P<0.001; 

****P<0.0001 compared to US control cells. 
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Supplementary Figure 6. HLA-DR on live PBMCs and monocytes after incubation with 

HKB (SA or EC). Isolated PBMCs from healthy volunteers (n=5) were incubated for 1, 6 and 

24 hours with three different concentrations of two different HKB, being SA and EC. These 

samples were analysed by flow cytometry using pan-leukocyte marker CD45 for identification 

of PBMCs, and CD14/CD16 and HLA-DR for identification of monocytes. HLA-DR signal was 

measured in live monocytes (CD14/CD16+ and HLA-DR+) only. Data presented as median ± 

IQR. MFI: Mean Fluorescent Intensity; A.U.: Arbitrary Units; US: Unstimulated; SA: S. Aureus; 

EC: E. Coli. *P<0.05 and **P<0.01 compared to US control cells.  
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Supplementary Table 2. Clinical severity scoring sheet. Animals were monitored at least 

4 times a day during the experiment to assess characteristics such as appearance, behaviour, 

clinical signs, and other observations. MAP: Mean Arterial Pressure. 

Score Body weight loss 

0 Normal <5%  

1 5-10%  

2 10-15%  

3 >15-20%  

Score Appearance 

0 Glossy coat, bright open eyes  

1 Dull coat, slight piloerection, slight hunched, squinting or occasionally closed 

eyes  

2 Ungroomed coat, piloerection, hunched, persistently closed eyes, dehydration, 

porphyrin staining  

3 Soiled coat, piloerection, hunched, continuously closed eyes/discharge  

Score Behaviour 

0 Alert and interested in the environment  

1 Alert, occasionally interested in the environment  

2 Depressed, little interest in the environment  

3 Immobile, unresponsive  

Score Clinical signs 

0 Normal temperature, cardiovascular and respiratory function  

1 Warm to touch, MAP >90 mmHg, slight panting  

2 Cold to touch, MAP 75-90 mmHg, laboured breathing  

3 Cold to touch, MAP <75 mmHg, abdominal breathing  

Score Other observations 

4 Chronic diarrhoea (over 48 hours), coagulopathy (blood in urine, mouth, 

faeces)  

4 Pale mucous membranes  

4 Paralysis, ataxia, convulsions  

4 Vocalisation 

4 Large/ulcerated solid mass, untreatable skin wounds  
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Supplementary Table 2. Continued. 

Score Action 

0 Normal  

1 Increase monitoring (minimum twice a day), give additional support (mashed 

food, etc.)  

2 Increase monitoring (minimum 4 times a day), provide additional support 

(mashed food, fluids, additional nesting), cull if no improvement in 48 hours – 

(8 hours if moderate severity study) 

3 Critically ill animal, increase monitoring (minimum every 4 hours), provide 

additional support (mashed food, fluids, nesting), continue monitoring 

overnight, or cull if no improvement at the at the end of the day – (immediate 

euthanasia if moderate severity study) 

4 Immediate euthanasia 
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Supplementary Table 3. Microbiological analysis of faecal slurry. This analysis was 

performed by the UCLH Clinical Microbiology Lab on aliquots of faecal slurry prepared in 2018, 

and compared to analysis of faecal slurry from 2013. 

2013  2018  

Bacteria CFU/mL Bacteria CFU/mL 

Aerobic 

Total viable count 

Escherichia coli 

Enterococcus thailandicus 

Enterococcus faecium 

Leuconostoc lactis 

 

1.39x104 

2.3x103 

5.0x103 

5.5x103 

1.1x103 

Aerobic 

Total viable count 

Escherichia coli 

Hofnia alvei 

 

2.75x104 

2.59x104 

1.6x103 

 

 

Anaerobic 

Total viable count 

Collinsella aerofaciens 

Bifidobacterium longum 

 

1.8x106 

1.0x106 

8.0x106 

Anaerobic 

Total viable count 

Bacteroides ovatus 

Bacteroides uniformis 

Bifidobacterium longum 

 

7.3x106 

1.2x106 

2.5x106 

3.6x106 
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Supplementary Table 4. Blood gas analysis. Blood was collected at 6, 24 and 72 hours 

after catheterisation from rats with sepsis (divided into survivors (SS) and non-survivors 

(SNS)) and sham control rats. Data presented as mean ± SD. NR: Normal Range; SS: Sepsis 

Survivor; SNS: Sepsis Non-Survivor; h: hour. *P<0.05; **P<0.01; ***P<0.001; P<0.0001 vs 

sham. ++P<0.01 vs SS. 

  Sham SS SNS P-value 

pH 

NR: 7.38-7.42 

6h 7.48 ± 0.14 7.47 ± 0.15 7.44 ± 0.04 0.89 

24h 7.46 ± 0.05 7.39 ± 0.11 7.32 ± 0.09* 0.02 

72h 7.50 ± 0.04 7.45 ± 0.05  0.12 

pO2 (kPa) 

NR: 10.2-12.4 

6h 10.8 ± 4.4 12.7 ± 4.8 10.8 ± 2.2 0.63 

24h 11.8 ± 3.2 10.9 ± 8.9 7.1 ± 3.6 0.20 

72h 11.0 ± 1.0 12.4 ± 1.7  0.13 

pCO2 (kPa) 

NR: 4.7-6.0 

 

6h 5.4 ± 2.2 5.4 ± 1.4 4.6 ± 0.5 0.65 

24h 5.4 ± 0.5 7.0 ± 2.3 7.7 ± 2.4 0.13 

72h 5.0 ± 0.5 5.0 ± 0.9  0.96 

HCO3
- (mmol/L) 

NR: 22-28 

 

6h 27.9 ± 1.4 25.5 ± 1.6* 24.4 ± 0.9** 0.003 

24h 28.6 ± 3.0 26.6 ± 1.6 24.5 ± 1.6** 0.009 

72h 29.0 ± 1.1 25.6 ± 1.7**  0.004 

Base excess 

(mmol/L) 

NR: -2 - +2 

6h 4.3 ± 3.2 1.9 ± 1.4 -0.3 ± 1.1** 0.008 

24h 5.4 ± 3.4 4.7 ± 2.1 2.7 ± 1.9 0.18 

 72h 5.5 ± 1.2 1.4 ± 2.1**  0.004 

K+ (mmol/L) 

NR: 3.8-5.5 

6h 4.6 ± 0.5 5.5 ± 0.4* 5.5 ± 0.5* 0.007 

24h 4.2 ± 0.4 4.7 ± 0.6 5.0 ± 1.0 0.14 

72h 4.3 ± 0.3 4.5 ± 0.4  0.21 

Na+ (mmol/L) 

NR: 140-146 

6h 141 ± 1 135 ± 2* 133 ± 1** 0.0004 

24h 142 ± 2 142 ± 1 142 ± 5 0.82 

72h 140 ± 2 141 ± 1  0.49 

Ca2+ (mmol/L) 

NR: 0.84-1.21 

 

6h 1.2 ± 0.1 1.0 ± 0.1 1.1 ± 0.02 0.07 

24h 1.2 ± 0.7 1.2 ± 0.1 1.1 ± 0.1 0.60 

72h 1.1 ± 0.1 1.2 ± 0.04*  0.02 

Cl- (mmol/L) 

NR: 99-106 

6h 105 ± 8 101 ± 3 102 ± 2 0.66 

24h 102 ± 2 100 ± 4 102 ± 4 0.68 

72h 103 ± 1 104 ± 1  0.13 
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Supplementary Table 4. Continued. 

  Sham SS SNS P-value 

Bilirubin 

(umol/L) 

NR: 3-12 

6h 38.5 ± 11.5 47.4 ± 6.3 51.0 ± 12.4 0.18 

24h 38.2 ± 8.1 31.8 ± 15.8 36.5 ± 9.9 0.63 

72h 35.3 ± 3.6 38.3 ± 11.0  0.55 

 


