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Due to the exceedingly high integration density of VLSI circuits and the resulting high power density, thermal integrity became
a major challenge. One way to tackle this problem is Dark silicon. Dark silicon is the amount of circuitry in a chip that is forced
to switch off to insure thermal integrity of the system and prevents permanent thermal-related faults. In many-core systems, the
presence of Dark Silicon adds new design constraints, in-general, and on the communication fabric of such systems, in particular. This
is due to the fact that system-level thermal-management systems tend to increase the distance between high activity cores to insure
better thermal balancing and integrity. Consequently, a designing dilemma is created where a compromise has to be made between
interconnect performance and power consumption. This study proposes a hybrid wire and surface-wave interconnect (SWI) based
Network-on-Chip (NoC) to address the dark-silicon challenge. Through efficient utilization of one hop cross the chip communication
SWI links, the proposed architecture is able to offer efficient and scalable communication platform in terms of performance, power and
thermal impact. As a result, evaluations of the proposed architecture compared to baseline architecture under dark silicon scenarios
show reduction in maximum temperature by 15 ◦C, average delay up to 73.1%, and energy saving up to ∼ 3X. This study explores the
promising potential of the proposed architecture in extending the utilization wall for current and future many-core systems in dark
silicon era.

CCS Concepts: • Hardware→ Network on chip; Very large scale integration design.
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1 INTRODUCTION

Even though CMOS technology has enabled the integration of many devices in single chip such as in the case of
many-core systems, the supply voltage and the threshold voltage of transistors are not scaling proportionally to their
sizes as it has been since the 60’s [29]. Therefore, predictions show that power density are expected to exponentially
scale with technology due to increase in power leakage and number of devices in the die. These factors have a drastic
effect on the integrated devices lifetime and could lead to system failure. Therefore, power became more expensive
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Fig. 1. Various Dark silicon patterns. [21].

than the number of integrated devices in the chip. This has led to dark silicon where some integrated devices have to
be turned off to stay within the power and temperature limits [1, 26]. Consequently, the many-core systems have hit
the utilization wall due to fact that some of the cores computation power cannot be harvested since they are being
deactivated or running with low activity mode [29].

In general, the system components that have to be turned off should be distributed uniformly to achieve homogenous
thermal impact and reduce the average and maximum temperatures of the die. Also the components with higher
switching activities than the other components are kept apart. For instance, Fig. 1 shows various patterns of mapping
50% of the active processing elements (PE) along with the resulted thermal impact [21]. Obviously, patterns such as
pattern 6 where active cores are kept separated have the least peak and average temperature. This is due to the fact that
heat dissipation is better when active cores are surrounded by dark cores. Therefore, most mapping techniques that aim
to reduce on-chip temperature map tasks with high computations apart. These high computation activity cores usually
have high communication activity as well.

In contrast, energy-aware task mapping algorithms that aim to reduce inter-core communication cost tries to place
active cores near each other to improve performance and reduce interconnect energy [23]. Otherwise, mapping active
cores away from one another in the dark silicon domain increases the average hop counts, causes the performance of
interconnects to deteriorate, and escalates power issues [5]. This dilemma is clearly shown in our simulation of the
average-delay, see Fig. 2, in which PEs processed the same number of flits (injected and drained) but with one case
having all PEs operational and with another case having 50% of PEs turned off in pattern similar to pattern 6. Obviously,
the increase of average hope counts caused the network to saturate faster and the average delay increased for dark
many-core system as the packet injection rate increased compared to normal operation many-core system. Therefore,
the need for an interconnect architecture that is efficient for global and semi-global communication is considered as
one of the main challenges for the dark silicon era [21, 27].

This study proposes a hybrid wire and surface wave interconnects (SWI) architecture for the many-core systems that
efficiently addresses the dark silicon interconnects dilemma. Such architecture that has been proven to show significant
improvements for unicast/multicast global and semi-global communication could be the answer for thermal reliability
and performance efficiency [17, 19, 20]. The main contributions of this study are:

• Proposing an efficient hybrid NoC architecture that satisfies dark-silicon era communication requirements using
SWI.
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Fig. 2. A 6 × 4 regular mesh NoC simulations with random traffic that compare the average delay for two cases with same total
drained flits: (1) where all the processing elements are active (2) where only 50% of processing elements are active.

• Designing a distance-based weighted-random-robin arbitration technique to improve SWI utilization under dark
silicon operation mode.

• Evaluating the proposed architecture in terms of communication latency, thermal stability, power consumptions
and area overhead under dark-silicon scenarios.

2 RELATEDWORK

Many studies has highlighted the thermal and power scaling issues for systems on chip (SoC) that led to dark silicon
scenario and the consequential challenges [26, 29]. One of these main challenges is to efficiently manage the on-chip
communication requirements under power and thermal constrains without performance degradation [26]. Therefore,
to address this challenge, a thermal-aware routing techniques has been proposed to mitigate the thermal impact of the
NoC itself [11]. In addition, other studies has approached this challenge by focusing on reducing the thermal impact
of the NoC hardware components by designing them to be more power efficient [9, 33]. However, such designs not
just sacrifice the NoC performance, but also does not address the new traffic requirements imposed by the dark silicon
domain.

On the other hand, some related work tried to address the conflict between on-chip communication efficiency while
guarantee the system temperature reliability [5, 21]. For instance, Liu 𝑒𝑡 .𝑎𝑙 . proposed a thermal-aware task mapping
along with reconfigurable NoC, referred to as SMART, to bypass the multi-hop links that is required by separated
active cores [21]. However, this NoC is still limited by the underlying costly wire links. Although, the wires are still the
cheapest interconnects, they have shown that global and semi-global wires do not scale with the technology in terms of
signal latency and dissipate nontrivial energy (𝐽/𝑏) [32]. Even when repeaters are introduced for global communication,
they only mitigated the delay issue by making the delay rises linearly with distance. Moreover, the repeaters magnify the
power issues of the on-chip interconnects. Consequently, Some studies tried to reduce the repeaters numbers and size
with some delay penalty [2]. The drawback of such solutions is neither the power nor latency are optimum. Therefore,
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(a)

(b)

Fig. 3. (a) Trapped surface wave signal decay, (b) transmission (S21) of the signal traveling 140 mm in the millimeter-wave frequency
band on the SWI and free space [31]

many emerging interconnects has been proposed to replace or supplement the wire links for future many-core systems
[18].

3 PROPOSED SURFACE-WAVE-BASED NOC

3.1 Trapped Surface Wave Interconnect

The trapped surface wave (SW) is a flat electromagnetic (EM) wave that is guided by a surface [31]. This surface is
designed as a waveguide; thus, instead of three dimensional free space, the EM is trapped in a two dimensional medium.
Consequently, the SW decay rate horizontally along the surface is around (1/

√
𝑑), where 𝑑 is the distance from the

source [14], see Fig. 3. This make the SW one of the most efficient emerging interconnects for multicast and global
communication [18].

The the characteristic impedance (𝑍0 = 10 + 𝑗300 Ω) of the surface is obtained by altering its dimensions and its
materials. This technology has already been implemented and tested on PBC for inter-chip communication using
switched-beam end-fire planar array with Integrated 2-D butler matrix [3]. In this study, the chosen surface is engineered
from a dielectric that is coated with a conductor for low fabrication costs and simple geometry [30, 31]. For instance, an

4



209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

Thermal and Performance Efficient On-chip Surface-wave Communication for Many-core Systems in Dark Silicon EraWoodstock ’18, June 03–05, 2018, Woodstock, NY

Fig. 4. Integrated transceiver and integrated transducer (inverted quarter-wavelength monopole) stacked over the designed surface.

integrated waveguide surface for millimeter-wave applications could be manufactured using metal ground sheet of
thickness 1𝜇𝑚. Also, to provide the 10 + 𝑗300 Ω, this sheet is coated with thermoplastic substrate layer such as Acrylic
resin (𝜀𝑟 = 4.5, thickness= 0.5𝑚𝑚) for better thermal dissipation. Such process is not costly since the coating process is
part of conventional CMOS fabrication process. In addition, there is no need for expensive highly polished dielectric
wafer (𝑅𝑎 < 0.01𝜇𝑚) because the targeted carrier frequency is less than 300 GHz.

In order to have multi-channel based on frequency-division-multiple-access (FDMA) a wide range of frequencies
is required. Assuming the use of proper transducer, The SWI frequency bandwidth is only limited by the transceiver
capabilities [31]. Thus, since carrier frequencies of integrated transceiver are projected to scale with the CMOS
technology switching speed, the require SWI channels frequency bandwidth with the necessary frequency spacing can
be achieved. For instance, an integrated transceiver that is proposed and implemented by Chang et al. [7] or Carpenter
et al. [6] could be adopted. In addition, to match the data bandwidth of the baseline architecture wire link, each channel
is designed to have 32 sub-channels, which use 16-QAM (quadrature amplitude modulation) to transmit 4 bits. Further
details of this communication channel specifications are presented in previous work [19].

In order to launch the modulated signal via the waveguide surface, an integrated transducer is linked to the transceiver
[31], as shown in Fig. 4. Such transducer could be designed with a parallel plate waveguide along with monopole or
dipole for omni-directional communication [22]. In order to link such transducer layer with transceiver (after it has
been fabricated separately), flip-chip bonding and through-silicon-via (TSV) technique could be used. The transceiver
and transducer design is beyond the scope of this study.

3.2 Hybrid Wire and Surface-Wave NoC

Designing an efficient interconnect architecture that grantees thermal reliability should aim to reduce the power cost
of the communication. This is one of the significant advantages of SWI since its ability to provide cross the chip
communication eliminating the need to go through power hungry links and router. However, like all wireless NoC
(WNoC), it is limited by the shared media, which greats congestion over its available frequency bandwidth. Moreover,
in terms of wire-based interconnects, local communication seems to scale well with technology scaling unlike global
communication [25]. In addition, this type of interconnects has the cheapest implementation cost compared to other
interconnect fabrics. Consequently, instead of replacing metal wire NoC completely, the best solution would be to
combine both metal and SWI. The resulted multi-layered network architecture will be hybrid interconnects of regular
NoC and SWI, which we will refer to in this study as SWI-NoC, as shown in Fig. 5. The chosen first layer is a mesh
topology, since it is suitable for a general purpose and local interconnects, its wire links have uniform lengths, and
more convenient for chip floor planning. The second layer is the SWI that represents a bus topology. Thus, this
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Bidirectional

links (wire)
Routers 

(a) Wire-NoC

The surface

Directional

links (SWI)
Master nodes

(b) SWI-NoC

Fig. 5. (a) Wire-NoC: wire-based NoC layer with 4-ary 2-mesh topology; (b) SWI-NoC: hybrid Multilayer-network with two SWI
channels and mesh NoC.

architecture would offer one-hop cross the chip communication, which is what non-adjacent cores need to communicate
in dark-silicon case.

In this hybrid architecture, in order to link the mesh NoC to the SWI, a sixth port is needed for the routers along
with all related control circuits plus the increase of the crossbar size. all the routers in the NoC are linked to a receiver
to receive traffic via SWI. However, to reduce contention by dedicating a frequency bandwidth for each transmitter and
to reduce area overhead, fewer routers are selected to be linked to transmitters. These routers with TxRx capability are
referred to as masters, while the rest with only Rx capability are referred to as slaves. These masters has been distributed
with the aim of minimizing average Manhattan distance from all slaves to the nearest master. This master placement
should reduce the the average-hop-count of the resulted NoC. Moreover, each master node would be reachable via
shortest path of costly routers and wires.

3.3 Utilizing SWI-NoC for global communication

This section presents a Distance-based weighted-random-robin (DW) arbitration algorithm, which aims to improve the
utilization of SWI interconnects while avoiding creating a bottleneck. This is an improved arbitration technique from
the one proposed in previous study to handle the existence of multicast traffic and dark cores [19]. The basic idea of
this technique is: an arbitration between SWI port and wire ports (N, E, W, and S) is carried out based on the calculated
weight (𝑊 ) by eliminating one of these two options. This elimination is done on output options presented by the routing
algorithm and before the final forward port of the flit is determined by the arbitration algorithm. Based on distance
between the current router (master node) and the destination router, the DW algorithm would select SWI or not. This
arbitration by the DW algorithm (see Algorithm.1) is trying to give a higher priority to the SWI as the distance increases.
Consequently, the power saving will be increased, the thermal impact would be reduced, and network performance
(throughput and delay) will be improved. Moreover, the DW will keep the SWI likely available for the flits need to
travel long distances, in terms of hop counts. However, in case of multicast traffic, the arbitration should always chose
SWI to utilize its fan-out merits. This algorithm assigns (0) weight (𝑊0) for a distance of one hop and certain start up
weight (𝑊1) for two hops. This weight increases linearly until it reach (100%) for the maximum possible distance, which
in case of mesh NoC is equal to half the network diameter.

Fig.6 shows the implementation of the proposed DW algorithm where set of circular shift register (CSR) are used to
store codes that represent the𝑊 for each destination node. These weights have been calculated as shown in Algorithm.1
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Algorithm 1: Distance-based weighted-random-robin arbitration algorithm (DWA).
Data: 𝑋 = Network dimension in direction X , 𝑌= Network dimension in direction Y, 𝑑= distance to destination

by (hop),𝑀= one-to-many traffic flag, 𝑃 = set of possible output ports linked to wire interconnect.
Result: Chosen output port(s)

1 if (𝑑 > 1) then
2 𝑊 = ( 𝑊1

(𝑋 + 𝑌 ) −2 × (𝑑 − 2)) + (100 −𝑊1);
3 else
4 𝑊 =𝑊0;
5 end
6 𝐶𝑖𝑟𝑐𝑢𝑙𝑒𝑟 𝑆ℎ𝑖 𝑓 𝑡 𝑅𝑖𝑔ℎ𝑡 (𝑊 );
7 if (𝑊 [0] = 0 𝑜𝑟 𝑀 = 1) then
8 return: Surface wave channel;
9 else
10 return: 𝐶,𝑤ℎ𝑒𝑟𝑒𝐶 ∈ 𝑃 ;
11 end

(lines: 1-5) and stored in each master router in the design time. For instance, to give SW port a weight of 60% and wire
ports a weight of 40%, the code would be: (1001001001) in CSR. As a result, when the CSR shift right after each access and
the value of the least significant bit (LSB) is zero, the traffic will be forward via SWI port only. Otherwise, if LSB value
is one, it will forward the packet via ports linked to wire links (N, E, S, and W). The right weight word stored in CSR is
accessed by decoding the packet destination. Moreover, flit destination is used as switching signal for the multiplexer,
as shown in Fig.6). Consequently, the number of CSR is equal to (N-1), where N is the total number of routers in the
NoC. On the other hand, the size of CSR depends on the weight precision required. The circuit components and wires
drawn in solid line in Fig.6 are the extra circuitry added to the routing unit to implement the proposed DW arbitration.
Moreover, this hardware is required only for in a master routers. Thus, the power increase is almost negligible, which
crucial in dark silicon domain.

3.4 Utilizing SWI-NoC for multicast communication

Multicast traffic existence is inevitable in many-core systems due to cache coherence protocols. Moreover, in special
cases such as artificial spiking neural network (SNN) the multicast ratio reach 100%. In such systems, the multicast
destination group members is relatively large, especially if each PE simulated large number of neurons (𝑁 − 1), where
𝑁 is the number of PE. Even with dark silicon where N is getting smaller by reducing the number of active cores, the
challenge of one-to-many communication is increased in order to communicate with all the relatively distant PEs.
Therefore, the proposed architecture should support high physical channel fan-out to match the high graph degree
communication.

The SWI-NoC address the multicast requirement since the SWI offers natural fan-out physical interconnect layer.
However, for better utilization of the interconnect fabric, the a multicast routing and contention solving schemes
are needed. Thus, an improved tree-based multicast routing is proposed where the one-to many traffic forks only
at the nearest master from the source. This single branching point will then utilize the SWI high fan-out feature by
transmitting in one hope to all multicast destinations. This is achieved by implementing the following phases; Phase 1:
Route all the multicast traffic to the nearest master node using any simple deadlock-free routing algorithm. Phase 2: If
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Fig. 6. DW arbitration implementation in every master node, where CSR provide the round robin functionality and store the weight
code.

Table 1. The parameters adopted for the NoC-based multi/many-core tile. This system tile size is 3.6 × 5.2𝑚𝑚2.

PE components NoC components
Two Pentium™ class IA-
32 cores

Message passing
router

4-port to neighbor routers, 1-port to lo-
cal cores and 1-port for the SWI.
6 buffers each with 4×128 bit (4 flits)

Two 256 KB private L2
caches

Links 5 bidirectional wire interconnects (16
byte width).
1 surface wave channel (Rx or TxRx), 32
sub-channel with 16-QAM modulation.

the local PE of the master router is a member of the multicast destination group, the multicast traffic is not allowed to
allocate the router local port until it has been forwarded and released the SWI port.

This routing scheme manages one-to-many communication efficiently and avoid deadlock, for the following reasons:
Firstly, by Phase 1, each router handle multicast traffic basically by forwarding such traffic to the nearest master using
any simple deadlock-free routing algorithm. For instance, odd-even could be chosen since it is partially adaptive, simple,
deadlock free, and offer path diversity [10]. Hence, there is no need for additional complex hardware or complicated
algorithms to build the multicast routing tree and to determine the branching points. Moreover, the routing tree would
have only one branching point (the nearest master node). In this master node, packets will be replicated only at the
destination routers due to the fan-out feature of the SWI. Secondly, Phase 2 avoids multicast dependency between
wire-layer and SWI-layer that leads to deadlock. The SWI-layer multicast dependency issues had been already addressed
in previous work where a centralized and decentralized arbitration techniques have been suggested [17, 20]. The next
section will evaluate the one-to-many communication capability under dark silicon operation mode.
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Fig. 7. SWI-NoC improvements over Wire-NoC in terms of average delay under various synthetic traffic and 50% of PEs are dark.

4 EVALUATION

In order to evaluate the merits of the proposed design in conditions of the dark silicon, we used a cycle accurate
NoC-simulator that is based on Noxim [12]. This simulator has been integrated with Hotspot 6.0 [34] to measure the
thermal impact of the NoC and the PEs. Single chip cloud computing (SCC) tile is adopted as the baseline architecture
in this study [24]. Table 1 summarize the tile altered specifications for the SWI-NoC. In this simulator the power
consumption, and therefore its thermal impact, of each PE is determined based on bandwidth-based Rentś rule [13].
According to this rule, the bandwidth is proportional to the circuit activity. Since the circuit activity is directly linked
to its dynamic power consumption, we calculated the PE power based on PE interface bandwidth and based on the
reported power consumption PE ratio compared to the routers in SCC chip [24].

4.1 Performance evaluation

Many-core systems performance becoming more and more dependents on NoC performance to the degree that many-
core systems became communication-centric rather than computation-centric [4]. However, as mentioned earlier, due
to thermal constrains, the active PEs need to be distant from other active PEs as much as possible. This has increased
communication cost and degrade its overall performance. As a result, in this section, average delay of proposed SWI-NoC
under dark-silicon circumstances is evaluated against regular Wire-NoC.
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Fig. 8. 6×4 SWI-NoC average delay improvements over Wire-NoC with different number of dark cores under uniform traffic with and
without multicast.

Figure 7 compares between SWI-NoC and Wire-NoC under synthetic traffic: uniform, uniform with 5% multicast
and hotspot with 5% multicast, where 50% of the cores are dark and distributed uniformly. The multicast percentage is
chosen based on cache coherence protocols communication requirements in many-core systems which is found to be
between 3.1% to 12.4% multicast traffic [15]. On the other hand, the hotspot traffic places the 4 cores hotspot at the
corners to have better thermal dissipation. Obviously, the proposed architecture shows significant improvements in
performance since it has been designed to cope with the needs for global and semi-global communication. In contrast,
wire-NoC suffer from costly multi-hop communication since the active cores that need to communicate are separated
to reduce its thermal impact as mentioned earlier. Thus, for uniform traffic, Wire-NoC saturated much faster than
SWI-NoC. In the case of exiting multicast traffic, even for zero-load-latency (ZLL), the average delay of Wire-NoC is
approximately four times for uniform and hotspot traffic (47.9 and 37.8 cycle, respectively) that of SWI-NoC (12.9 and
10.2 cycle, respectively). This latency increases exponentially as the packet injection rate (PIR) increases, as shown
in Fig. 7. This is due to the fact that the propose architecture achieves double efficiency for multi-hop and multicast
communication.

In addition, Fig. 8 shows the performance improvements of SWI-NoC over Wire-NoC under two traffic scenarios: In
the first under uniform traffic, the latency improvements of SWI-NoC over Wire-NoC are increased as the dark silicon
size increased. In contrast, in the second under uniform traffic with 5% multicast, the SWI-NoC improvements decrease
as the dark silicon increased. This is because of the silver lining of dark silicon which decreases the multicast destination
groups required for cache consistency [17]; thus reducing source hotspots on the baseline architecture. Nonetheless,
communication performance improvements is proportional to the multicast percentage. Consequently, the NoC-SWI
optimum not just for general purpose applications but also for SNN under the dark silicon domain.

4.2 Thermal evaluation

Thermal issues are what motivated the need for dark-silicon. Therefore, any proposed interconnect architecture needs
to be also thermal efficient. In this subsection the thermal impact is been evaluated for both the baseline architecture
(Wire-NoC) and the proposed architecture (SWI-NoC). Firstly, for normal operation where all the processing elements
are active, Fig. 10 shows that the spatial thermal impact of SWI-NoC are significantly lower than the wire-NoC under
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Fig. 9. SCC chip floorplan for the hotspot simulator.

synthetic uniform traffic. Moreover, unlike SWI-NoC, hotspots are formed in Wire-NoC with a temperature above 90
◦C (maximum temperature is 94.7 ◦ C). Consequently, the proposed architecture might be able to eliminate the need for
dark silicon and thus enable higher computation power under moderate traffic.

On the other hand, if dark silicon is forced on the system, the proposed architecture still exceed the baseline
architecture in terms of maximum temperature (Wire-NoC: 87.9◦C, SWI-NoC:72.8 ◦C) and average temperature (Wire-
NoC: 79.4◦C, SWI-NoC: 67.8 ◦C), as shown in Fig.11. Although 50 % of the PEs are inactive, the Wire-NoC had manage
to reduce the maximum temperature by only ≈ 8◦C. In contrast, Fig.11 also shows that thermal impact of SWI-NoC
with 50 % dark silicon is still within acceptable limits. Thus the SWI-NoC is more efficient for dark silicon era than
Wire-NoC, considering the high impact of dark silicon on Wire-NoC performance, as mentioned earlier, for such low
reduction of the maximum temperature.

The gap of maximum temperature of Wire-NoC and SWI-NoC is increasing as the PIR is increased in dark silicon
many-core system, see Fig. 12. This is due to the fact that the proposed interconnect architecture are efficiently handling
semi-global and global communication that is known in such cases. Moreover, SWI-NoC reduce travel through power-
costly routers and wires as will be discussed in the next section. This will reduce dissipated power and therefore the
on-chip temperature.
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Fig. 10. Thermal spatial impact comparison between Wire-NoC and SWI-NoC with normal operation where all PE are active.
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Fig. 11. Thermal spatial impact comparison between Wire-NoC and SWI-NoC with normal operation where 50% PE are operational.

4.3 Power Reduction

As mention earlier, the dark-silicon is a consequence outcome compelled by the increasing power density in SoC. Thus,
this section presents an evaluation of the proposed architecture in terms of power consumption.
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Fig. 12. Comparison of the maximum temperature between Wire-NoC and proposed SWI-NoC architecture as the PIR increased and
50% of the PE are Dark.

4.3.1 Router and wires power. The power of the router (static and dynamic) including the extra components for SWI-NoC
is calculated using Orion area and power models 2.0 [16] under 45𝑛𝑚 technology. With 35% toggling percentage , 2GHz
frequency, and 1.1 supply Voltage, router power found to be 549.8𝑚𝑊 . This is match reported power measurements of
routers in SCC (baseline architecture) [24]. Moreover, wire links power dissipation is calculated for directions lengths
(3.6𝑚𝑚) and (5.2𝑚𝑚) that is according to the baseline architecture.

4.3.2 transceiver power. The power consumption of the transceiver (TxRx) is projected by Chang et.al. [7, 8], which
is calculated to be 24𝑚W per sub-channel. In addition, the power dissipation of the SWI is calculated based on the
analytical model that has been presented previously [19]. All the aforementioned values were used in our adjusted
Noxim simulator to calculate the total power consumption of the baseline and the proposed architecture.

4.3.3 Overall Power Evaluation. Fig. 13 compares between the total energy of SWI-NoC and that of Wire-NoC when
average delay = 2×𝑍𝐿𝐿 for different NoC sizes under uniform traffics with 5% of multicast and 50% of PEs is turned off.
Clearly, SWI-NoC shows significant energy savings compared to wire-NoC. This power saving is exponentially increase
as the NoC size increase until the Wire-NoC total communication energy is (∼3x) the SWI-NoC energy. This is due
to the fact that SWI eliminate the need for flits to cross through energy-costly wires and routers especially since the
communicating cores are at least 2 hops away. Thus, in Wire-NoC. as the NoC size increase the cost of communication
is exponentially increased. In contrast, SWI prioritize global over local communication using DW arbitration technique,
see section 3.3, and thus provides one hope cross the chip for such required communication in dark silicon domain.
Therefore, the proposed architecture has two advantages in the dark-silicon era. Firstly, it reduces interconnect power
budget and scale linearly, which results in mitigating thermal impact of the interconnect itself. Secondly, it is power
efficient in terms of satisfying global and semi-global communication requirements of dark silicon operation mode.
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Fig. 13. Interconnect energy comparison between Wire-NoC and SWI-NoC for different NoC sizes where only 50% of PEs are active.

Table 2. Area overhead evaluation for SWI-NoC over Wire-NoC for 45𝑛𝑚 technology.

NoC component Area per item (𝑚𝑚2)
Component No. Wire-NoC SWI-NoC
Router 24 1.0853 1.5124
Transmitter 4 - 0.1558
Receiver 24 - 0.0083
Global arbiter 1 - 0.0552
VCTM table 24 - -
Wire Links 1 13.653 13.653
Total extra area over Wire-NoC 11.13
NoC/SCC-die area (%) 7 8.96

4.4 Area Overhead Evaluation

In this section, the proposed architecture on-chip area overheads is evaluated and compared with baseline architecture.
For the required transceivers, the proposed transceiver by Chang 𝑒𝑡 .𝑎𝑙 . [8] is adopted. In calculating the transceiver
area, the assumption is that the active parts are the only parts that are scaled down when shifting to 45𝑛𝑚 technology,
where the area is proportional to the square of the scaling factor [28]. On the other hand, since the passive parts are
proportional to the channels’ operational frequency range, they remain almost the same size. As a result, the calculated
area of transmitter and receiver sub-channel are 4870𝜇𝑚2 and 260𝜇𝑚2, respectively. Secondly, the baseline router has
been modeled using Orion 2.0 [16] and modeling error is 6% less than the reported implemented router area [24], which
is acceptable for the purpose of comparison evaluation in this section. In addition, using Orion 2.0, the extra area
resulted from adding the extra router port linked to SW channels over the baseline router is calculated to be 0.427𝑚𝑚2.

Table 2 compares on-die area of the proposed architecture and the baseline architecture. Clearly, the area overhead
of the SWI-NoC is negligible, which is 2% of the total die area. This is especially true in the dark-silicon era in which
the SoC is limited by power budget and its thermal impact rather than the number of on-die devices. This fact makes
the SWI-NoC optimum for interconnect architecture for many-core systems.
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5 CONCLUSION

This study tackled the inter-chip especial communication demands driven by dark silicon many-core systems using
hybrid wire and SWI NoC. In order to insure thermal reliability, active cores are forced to be scattered over the chip,
which leads that bulk of the communication is power-hungry global and semi-global communication. Given the one-hop
cross the chip links of SWI, the proposed architecture has been proven that it is firstly power efficient with low thermal
impact compared to the baseline architecture. Secondly, satisfy communication requirements of distant active cores in
dark silicon situation. Thus, resolve the dilemma of having to scarifies performance to save power. Future work would
include dynamically reconfigurable hybrid architecture that is thermal and traffic contention aware.
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