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THE FOURTH MOMENT OF DIRICHLET L-FUNCTIONS ALONG A

COSET AND THE WEYL BOUND

IAN PETROW AND MATTHEW P. YOUNG

Abstract. We prove a Lindelöf-on-average upper bound for the fourth moment of Dirichlet
L-functions of conductor q along a coset of the subgroup of characters modulo d when q∗|d,
where q∗ is the least positive integer such that q2|(q∗)3. As a consequence, we finish the
previous work of the authors and establish a Weyl-strength subconvex bound for all Dirichlet
L-functions with no restrictions on the conductor.

1. Introduction

1.1. The Weyl bound and cubic moments. This paper continues the previous work of
the authors [PY2] on the Weyl bound for Dirichlet L-functions of cube-free conductor. In
the present paper, we remove the cube-free hypothesis and establish the following theorem
without any restrictions on the conductor of χ.

Theorem 1.1. For any primitive Dirichlet character χ modulo q and ε > 0, we have

(1.1) L(1/2 + it, χ)≪ε (q(1 + |t|))1/6+ε.
In another language, for any Hecke character χ over Q, we have L(1/2, χ) ≪ε C(χ)

1/6+ε

where C(χ) is the analytic conductor of χ.
As in our previous work [PY2] and that of Conrey and Iwaniec [CI], Theorem 1.1 is based

on Lindelöf-on-average upper bounds for two closely-related cubic moments, see Theorems
1.2 and 1.3 below. Let Hit(m,ψ) denote the set of Hecke-Maass newforms of conductor m,
central character ψ, and spectral parameter it. A key new idea in [PY2] was the shape of
the family of automorphic forms into which we embed χ, motivated by the following fact:
If χ is a primitive character modulo q, m | q and π ∈ Hit(m,χ

2), then π ⊗ χ ∈ Hit(q
2, 1),

see [JL, Prop. 3.8(iii)] or [AtLi, Thm. 3.1(ii)].

Theorem 1.2. There exists a B > 2 such that for all primitive χ modulo q not quadratic
and ε > 0 we have

(1.2)
∑

|tj |≤T

∑

m|q

∑

π∈Hitj
(m,χ2)

L(1/2, π ⊗ χ)3 +
∫ T

−T
|L(1/2 + it, χ)|6dt≪ε T

Bq1+ε.

Theorem 1.3. For all primitive χ modulo q, δ, ε > 0, and T ≫ qδ we have

(1.3)
∑

T≤tj<T+1

∑

m|q

∑

π∈Hitj
(m,χ2)

L(1/2, π ⊗ χ)3 +
∫ T+1

T

|L(1/2 + it, χ)|6dt≪δ,ε T
1+εq1+ε.
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These two theorems, with the additional hypothesis that q is cube-free, appeared as The-
orems 1.1 and 1.2 of [PY2]. That π ⊗ χ has trivial central character is crucial because we
may then rely on deep results of Guo [G], which guarantee that L(1/2, π⊗ χ) ≥ 0. We then
may conclude Theorem 1.1 by a standard positivity argument.

The reader may wonder why the cube-free hypothesis arose in our previous work and how
we are able to remove it in this paper. In order to answer these questions, we briefly recall
the proof of Theorems 1.1 and 1.2 of [PY2].

The proof of Theorem 1.2 begins with several standard steps to estimate (1.2). We apply
an approximate functional equation to expand L(1/2, π ⊗ χ) as a finite sum, and apply
the Bruggeman-Kuznetsov formula and Poisson summation. The result is a sum of complete
character sums. The archimedean integral can be treated by the method of stationary phase,
and the non-archimedean sum by an explicit elementary calculation. By Mellin inversion,
the result of these steps is that the cubic moment (1.2) is transformed to a main term plus
a reciprocal “dual moment” of the rough shape

(1.4)
∑

ψ (mod q)

|L(1/2, ψ)|4g(χ, ψ),

where g(χ, ψ) is defined by

(1.5) g(χ, ψ) =
∑

u,t (mod q)

χ(t)χ(t+ 1)χ(u)χ(u+ 1)ψ(ut− 1).

The existence of such a formula was first noticed in the case that χ is quadratic by the
first author in [P1]. There have been several other examples of such reciprocal dual moments
that have underpinned many other results in the literature. For instance, Motohashi [Mo]
proved a formula of the rough shape∫

w(t)|ζ(1/2 + it)|4 dt↔
∑

tj

∑

π∈Hitj
(1,1)

w̌(tj)L(1/2, π)
3,

with an explicit transform w̌ of the test function w. See also [MV] for an elegant geometric
proof of a special case and [Nel] for the generalization of their work to a wide class of test
functions. In [Y1] the second author derived a similar duality in q-aspect:

∑

χ (mod p)

|L(1/2, χ)|4 ↔
∑

tj

∑

π∈Hitj
(1,1)

λπ(p)L(1/2, π)
3

We also mention the more recent papers [AK,BK,Fr,Z] giving additional reciprocity results
for moments of L-functions.

To prove the estimates in Theorems 1.2 and 1.3, it suffices to show for all ε > 0 that

(1.6)
∑

ψ (mod q)

|L(1/2, ψ)|4g(χ, ψ)≪ε q
2+ε.

The sum g(χ, ψ) is multiplicative, so it suffices to consider g(χ, ψ) for q a prime power. If
q = p is prime then the bound g(χ, ψ)≪ p follows from the theory of ℓ-adic sheaves and trace
functions, and in particular the Riemann hypothesis of Deligne. If q = p2 then g(χ, ψ)≪ p2

by an elementary calculation (see [PY2, §9.2]). In these cases, we have for all ε > 0
∑

ψ (mod q)

|L(1/2, ψ)|4g(χ, ψ)≪ε q
1+ε

∑

ψ (mod q)

|L(1/2, ψ)|4≪ε q
2+ε
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by a standard large sieve-type inequality. This suffices to finish the proof of Theorems 1.2
and 1.3 in the case that q is cube-free.

If q = p3 with p ≡ 1 (mod 4) then (surprisingly!) there exist 2(p−1) characters ψ modulo
q such that |g(χ, ψ)| = p1/2q. These 2(p− 1) “singular” characters ψ form two cosets of the
subgroup of characters modulo p sitting inside the group of all characters modulo p3. So, we
need to bound for two choices of α primitive modulo p3 the sum

∑

ψ (mod p)

|L(1/2, ψ.α)|4g(χ, ψ) ≤ p
1
2 q

∑

ψ (mod p)

|L(1/2, ψ.α)|4.

At this point, applying the Burgess bound individually to each L(1/2, ψ.α) gives≪ε q
2+εp3/4,

while over-extending to all characters modulo p3 and using a large-sieve bound gives q2+εp1/2.
Neither of the bounds is sufficient. We would need a bound of the strength

(1.7)
∑

ψ (mod p)

|L(1/2, ψ.α)|4 ≪ε p
2.5+ε

for all ε > 0, which already gives a subconvex bound (though not even as strong as the
Burgess bound), so one needs a treatment of moments of the rough shape (1.7) that goes
beyond a large-sieve type inequality. We solve this problem of bounding fourth moments of
Dirichlet L-functions along cosets by proving the following theorem.

1.2. The fourth moment problem along subgroups. Let T ≥ 1, and q, d ≥ 1 be integers

with d|q. Let q∗ =
∏

pβ ||q p
⌈ 2β

3
⌉, so that q∗ is the least positive integer so that q2|(q∗)3.

Theorem 1.4. For all primitive χ modulo q and ε > 0 we have

(1.8)

∫ T

−T

∑

ψ (mod d)

|L(1/2 + it, ψ.χ)|4 ≪ε T lcm(d, q∗)(qT )ε.

Note that the set of characters {ψ.χ : ψ (mod d)} is a coset of the subgroup of characters
modulo d inside the group of all characters modulo q. For example, if q = p3 and d = p2,
(1.8) is a Lindelöf-on-average upper bound, and more than suffices to establish the required
estimate (1.7). This proves Theorems 1.2 and 1.3 in the case q = p3.

In fact, Theorem 1.4 is strong enough to establish (1.6), and hence Theorems 1.2 and 1.3
in general. To see this, we perform an exhaustive calculation of the complete sums g(χ, ψ)
in Sections 2 and 3, culminating in Theorems 3.3 and 3.4. These two theorems form one
of the main achievements of this paper, describing completely the structure of the cosets of
singular characters ψ for which |g(χ, ψ)| is exceptionally large.

Theorem 1.4 may be viewed as a q-aspect variant on Iwaniec’s [Iw1] short interval fourth
moment bound

(1.9)

∫ T+T 2/3

T

|ζ(1/2 + it)|4dt≪ε T
2/3+ε.

See Section 1.5 below for more discussion on why these results are analogous. Iwaniec proves
a number of other bounds on moments of zeta beyond (1.9), and it would be interesting to
prove q-aspect variants of those bounds also. The second moment problem along cosets has
been studied in some cases by Nunes [Nun] and recently by Milićević and White [MW].

There are many other works in the literature on different variants of the fourth moment
problem for Dirichlet L-functions and the zeta function. To name just a few, we mention
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[Iw1] [H-B2] [JM1] [Y1] [BM] [KMS] [BHKM]. Many of these papers focus on the problem
of obtaining an asymptotic formula for the fourth moment, which leads to some difficult
analytic problems that may be circumvented in the proof of Theorem 1.4, which is an upper
bound. The asymptotic moment problem requires solving a shifted convolution sum in an
unbalanced range, where the shift is very large compared to the length of summation. Since
we are only interested in an upper bound, a simple Cauchy-Schwarz argument is able to
completely sidestep this unbalanced problem (see Section 5).

It is also interesting to compare the subgroup structure of the family of Dirichlet characters
appearing in (1.8) with the thin Galois orbits studied in [KMN].

1.3. Shifted divisor sum with character. The main problem faced in the proof of The-
orem 1.4 is a strong bound on a shifted divisor sum with characters. We now discuss this
problem. Suppose that w(x) = wN(x) is a smooth weight function supported on x ≍ N . Let
χ be a primitive Dirichlet character modulo q. For h ≥ 1, consider

(1.10)
∑

n

χ(n+ h)τ(n + h)χ(n)τ(n)w(n).

For analytic reasons, it is preferable to study a closely-related variant of the form

(1.11) S(χ, h) :=
∑

n≥1

χ(n + h)τ(n + h)χ(n)
∑

n1n2=n

w(n1, n2),

where w(x, y) is smooth of compact support. One can always apply a partition of unity
to write (1.10) as a short linear combination of sums of this form. We suppose w(x, y) is
supported on x ≍ N1, y ≍ N2, with N1N2 = N . We also assume

h≪ N,

to avoid the more analytically difficult unbalanced shifted divisor sum.
We will also gain additional savings summing over h. Let

(1.12) S(χ) =
∑

h≡0 (mod d)

∑

n≥1

χ(n+ h)τ(n + h)χ(n)
∑

n1n2=n

w(n1, n2, h),

where w is part of a smooth family of functions of x, y, h, supported on x ≍ N1, y ≍ N2,
and h≪ H ≪ N . The range relevant for proving Theorem 1.4 is N ≪ q. We suppose that
w satisfies

(1.13) xjykrℓw(j,k,ℓ)(x, y, r)≪j,k,ℓ 1.

Note that we can view S(χ) as a sum over h of S(χ, h), provided we allow w(x, y) appearing
in (1.11) to also depend on h.

Theorem 1.5. Suppose d|q and q2|d3. Then for all ε > 0

(1.14) S(χ)≪ε N
(
1 +

H

q

)
(qN)ε.

Applying an approximate functional equation and orthogonality of characters, Theorem
1.4 follows quickly from Theorem 1.5. The reduction step is detailed in Section 5.

A pleasant technical feature of Theorem 1.5 is that the bound in (1.14) does not include
any factors that are sensitive to the current progress towards the Ramanujan conjecture
(typically, the spectral analysis of shifted convolution sums with an individual shift will give
rise to such dependence). The work of Blomer and Milićević [BM] also has this feature,
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which in the proof arose from a clever arrangement of Hölder’s inequality after the spectral
decomposition of the shifted convolution sum, and we were able to adapt their idea to our
present setting.

1.4. A sketch. Recall that q is our main parameter, and d is an integer with d|q and q2|d3.
This hypothesis ensures that d and q share the same set of prime factors. In this sketch, we
restrict ourselves to the special case q = p3 and d = p2, which illustrates the nature of the
argument in a relatively simple situation.

A main idea of the proof of Theorem 1.5 is that the sum S(χ) exhibits a conductor dropping
phenomenon: writing h = h′p2, we have

(1.15) χ(n)χ(n+ h) = χ(1 + h′np2) = ep(ℓχh
′n)

for some integer ℓχ with (ℓχ, p) = 1, since χ has conductor p3. Thus

(1.16) S(χ) ≈
∑

h′≪ H
p2

∑

n≍N
τ(n + h′p2)τ(n)ep(ℓχh

′n).

(In this sketch, we use the symbol ≈ merely to mean that the left hand side may be trans-
formed into an expression resembling the right hand side, plus an acceptable error term.)
Observe that in (1.16), there is no possible cancellation in the interior sum when p | h′.
However, these terms make a contribution of at most ≪ε N

H
q
pε, which is acceptable, so

we may assume that (h′, p) = 1 from here on. This step corresponds to the factorization
q = q1q2 in Corollary 8.6, i.e. in the present sketch we may assume that q = q2 = p3 and
hq2 = p2.

Next we solve the shifted convolution problem in (1.16). There are many ways to do this,
and we opt to use an approximate functional equation-type formula for the divisor function
of the rough form

(1.17) τ(n + h) ≈
∑

c≪
√
N

S(n + h, 0; c)

c
,

a method which is similar to using either the delta method or the circle method. After using
(1.17) to separate n and h, we apply a double Poisson summation (i.e. Voronoi summation)
to the sum over n.

It is technically more convenient not to use the formula (1.15) at the outset, and instead to
first apply an approximate functional equation-type formula similar to (1.17) for τ(n)χ(n)
(see Lemma 7.3). We then use the conductor dropping formula (1.15) in the course of
computing the complete character sums that result from Poisson summation (see also the
remarks following Corollary 8.7).

Either way, the result of these steps is a formula of the shape

(1.18) S(χ) ≈
∑

c≪
√
N

(c,p)=1

N

c2p2

∑

h′≪ H
p2

(h′,p)=1

∑

n1n2≪ (cp)2

N

S(p2h′,−p2n1n2; c)Kl3(ℓχh
′, cn1, cn2; p).

The formula (1.18) is a simplified form of (8.14). Note that the dual sum after Poisson

summation is of length c2p2

N
≪ p2, while the original length was of size N ≪ q = p3, so this

represents a significant savings. At this point, if one uses the Weil bound for Kloosterman
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sums and Deligne’s bound for hyper-Kloosterman sums, we obtain only S(χ)≪ pN3/4 H
p2

=

H N3/4

p
, which is far from what is needed for Theorem 1.5 or even the weaker goal of (1.7).

To go further, we apply spectral methods from the theory of automorphic forms to the
sum over c in the guise of the Bruggeman-Kuznetsov formula (see section 6). We first must
resolve the c inside the argument of the Kl3, and do so by expanding into multiplicative
characters, i.e. using the formula

Kl3(x, y, z; p) =
1

ϕ(p)

∑

η (mod p)

τ(η)3η(xyz),

when (xyz, p) = 1 (see Lemma 8.8 for the general version). This leads to

(1.19) S(χ) ≈ N

p3

∑

η (mod p)

η(ℓχ)τ(η)
3
∑

h′≪ H
p2

∑

n1n2≪ (cp)2

N

η(h′n1n2)
∑

c≪
√
N

(c,p)=1

η2(c)

c2
S(ph′,−pn1n2; c),

where we also used S(p2h′,−p2n1n2; c) = S(ph′,−pn1n2; c). Now we may apply the Bruggeman-
Kuznetsov formula for Γ0(p) with central character η2 at the cusps∞, 0 to the sum over c in
(1.19). After some careful analysis of test functions, we obtain a spectral reciprocity formula
for S(χ) of the rough shape
(1.20)

S(χ) ≈ N

p2

∑

η (mod p)

η(ℓχ)
τ(η)3

p3/2

∑

tj≪1

∑

π∈Hitj
(p,η2)

ǫ(π)finλπ(p)L(1/2, π ⊗ η)3 + (Hol.) + (Eis.),

where (Hol.) and (Eis.) represent similar contributions from holomorphic cusp forms and
Eisenstein series, respectively, and ǫ(π)fin is the finite part of the root number of π. See
(9.39) for the closest cousin to (1.20).

Applying Hölder’s inequality, we are reduced to the problem of bounding

(1.21)
∑

η (mod p)

∑

tj≪1

∑

π∈Hitj
(p,η2)

|L(1/2, π ⊗ η)|4.

Using that π ⊗ η ∈ Hitj (p
2, 1), we can bound this with a standard spectral large sieve

inequality for level p2. The restriction to q = p3 and d = p2 in this sketch has led to (1.21)
being an overly-simplistic fourth moment problem. In Theorem 7.6 below, we bound the
more general and difficult moment that arises. See the remarks following Theorem 7.6 for
further discussion on this independently-interesting problem.

It is also instructive to compare the above sketch with Motohashi’s spectral decomposition
of the (smoothed) fourth moment of the zeta function over a short interval. Theorem 5.1
of [Mo] gives, roughly,

(1.22)

∫ T+H

T

|ζ(1/2 + it)|4dt↔ (main term) +
H√
T

∑

tj≪ T
H

L(1/2, uj)
3t

−1/2
j sin(θj),

where θj ∼ tj log tj . Motohasi derives (1.22) from an exact formula for the weighted fourth
moment of zeta, and the sequence of steps used in the proof is similar to that presented in
the above sketch. In particular, the dual family of Maass cusp forms arises from a spec-
tral decomposition of the shifted divisor problem. In Motohashi’s case, the shifted divisor
problem includes a t-aspect oscillatory factor, as in

∑
n τ(n)τ(n+ h)(n+h

n
)iT ; this should be
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compared with (1.10). The fact that h is small means that (n+h
n

)iT ≈ exp(iT h
n
), which is

an archimedean analog of the conductor-dropping phenomenon of (1.15). It is pleasant to
compare (1.22) with (1.20); taking H = T 2/3 gives the closest comparison. The archimedean
oscillatory factor sin(θj) is analogous to the argument of τ(η)3, which is in line with Stirling’s
approximation, and the analogy between Gauss sums and the gamma function.

1.5. Remarks on close-knit families. A key idea going into the proof of Theorem 1.1
is the shape of the family of automorphic forms in Theorems 1.2 and 1.3. This is yet
another example of the by now well-known and powerful technique of deforming in a family
of automorphic forms or L-functions (see [SST] for more discussion). To this end, we now
offer some brief remarks on families in an ad-hoc context, which may be useful for interpreting
the moment problems considered in this article and our previous work [PY2].

To fix ideas, let us work in the context of some ambient family of automorphic forms F .
Let π0 ∈ F and suppose that one wishes to prove subconvexity for L(π0, 1/2). A typical
strategy is to choose a sub-family F0 ⊆ F containing π0, and consider, for example, a second
moment of L-functions of the form

∑
π∈F0
|L(π, 1/2)|2. It is then advantageous to choose

the family F0 to have high spectral completeness, while at the same time to be as small as
possible.

A natural way to quantify the closeness of two automorphic forms or representations is
through the quantity

(1.23) D(π1, π2) :=
C(π1 ⊗ π2)

C(π1 ⊗ π1)1/2C(π2 ⊗ π2)1/2
,

where C is the analytic conductor. Given a family F0, one can reasonably speak of the
diameter of F0 with respect to D(π1, π2). Alternatively, one can define a sub-family F0 ⊆ F
by F0 = F0(r) = {π ∈ F : D(π, π0) ≤ r}. Such small families fit into the framework of har-
monic families of [SST], since the analytic conductor is a local invariant and Rankin-Selberg
convolutions may be computed locally. Informally, we call families with small D(π1, π2)
‘close-knit’.

Working locally we can be a bit more precise. Let k be a non-archimedean local field with
finite residue field. It follows easily from much more general work of Bushnell-Henniart [BH]
(see [La, Thm. 1]) that the function

(1.24) d(π1, π2) := c(π1 ⊗ π2)− 1
2
c(π1 ⊗ π1)− 1

2
c(π2 ⊗ π2),

where c is the conductor exponent, defines a pseudometric on the space of irreducible super-
cuspidal representations of GLn(k).

We now consider some simple examples. Let F be the set of Dirichlet characters and
let π0 = χ ∈ F be of conductor q. For d | q, the set Fχ(d) = {χ.ψ : ψ (mod d)} is an
example of a close-knit family of diameter d around χ. The family Fχ(d) is precisely the
family considered in Theorem 1.4 (see also [Nun] and [MW]).

Considering the archimedean aspect, one finds many examples of families grouped accord-
ing to D(π1, π2) in the literature. The short-interval t-aspect integral found in (1.9) is such
an instance. To describe a slightly more advanced example, let F be the set of Hecke-Maass
eigenforms for SL2(Z). Given u ∈ F , write tu for its spectral parameter. For parameters
1 ≪ ∆ ≪ T , let FT (∆) = {u ∈ F : T < tu ≤ T + ∆}. The conductor of u ⊗ u′ is
≍ (1 + |tu− tu′|)2(1 + |tu + tu′ |)2 ≪ ∆2T 2, so that the close-knit family FT (∆) has diameter
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≪ ∆2. The cubic moment of L-functions over this family
∑

u∈FT (∆) L(1/2, u)
3 was studied

by Ivić [Iv], from which he derived Weyl-strength subconvexity in the spectral aspect.
The family of automorphic forms appearing in Theorem 1.2 provides another example.

Let F = Hit(q
2, 1). For χ a primitive character modulo q that is not quadratic, consider the

family of twists

(1.25) Fχ := {π ⊗ χ : π ∈ Hit(m,χ
2), m | q} ⊆ F .

The family Fχ admits a simple interpretation in terms of local representation theory. The
local components of π⊗χ ∈ Fχ are principal series at all finite places. Precisely, (π⊗χ)p ≃
π(χp, χp) for all p <∞, where χp is a quasi-character of Q×

p whose restriction to Z×
p matches

the restriction of χ to Z×
p . Thus, the family Fχ could also have been described by specifying

the local component at finitely many places of ramification to be a single principal series
representation (up to unramified twists). Locally at p, we have d(π1,p, π2,p) = 0 for any
π1, π2 ∈ Fχ, so the family Fχ is as close-knit as possible at finite places.

Another interesting example occurs for thin Galois orbits of Dirichlet L-functions; see
[KMN, pp. 6961-6963] for more details.

It is illuminating to view many families of L-functions under this lens, and the authors
hope that this way of thinking may lead to beneficial choices of families of L-functions for
problems in analytic number theory.

1.6. Bounds on character sums. Theorem 1.1 leads to an improvement on the Burgess
bounds for character sums in some ranges.

Theorem 1.6. For all primitive Dirichlet characters χ modulo q, x ≥ 1, and ε > 0 we have

(1.26)
∑

n≤x
χ(n)≪

{
x1/2q11/64+ε

x8/15q7/45+ε.

Remarks. The former bound is better than the latter for x ≫ q47/96. Recall the Burgess

bound states
∑

y<n≤y+x χ(n) ≪ x1−
1
r q

r+1
4r2

+ε, for r = 2, 3, and for any r ≥ 1 if q is cube-free

(see [IK, Thm. 12.6]). Theorem 1.6 improves on the Burgess bounds with y = 0 and r = 2
or 3 in all non-trivial ranges.

Sketch of proof. Let 0 < h < x be a parameter to be chosen later. Let w be a smooth weight
function so that w(t) = 1 for 0 ≤ t ≤ x, w(t) = 0 for t ≥ x+h, and satisfying w(j)(t)≪j h

−j ,
for all t > 0. Then

S(χ,w) :=
∞∑

n=1

χ(n)w(n) =
1

2πi

∫

(σ)

w̃(s)L(s, χ)ds.

Integration by parts shows that the integral may be essentially truncated at Im(s) ≪ x/h.
Taking σ = 1/2 and using Theorem 1.1 gives a bound on the smoothed sum, showing
S(χ,w) ≪ x1/2q1/6+ε(x/h)1/6. Next, we have

∑
n≤x χ(n) = S(χ,w) −

∑
x<n≤x+h χ(n)w(n).

For the latter sum, we may use summation by parts and the Burgess bound with r = 2 or
r = 3. Choosing h optimally then gives the two bounds. �

The interested reader may derive additional bounds for cube-free conductors using the
Burgess bound for larger values of r in the final step of the above proof. The authors thank
Roger Heath-Brown for suggesting the use of the Burgess bound on the short interval.
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1.7. Organization of the paper. This paper is divided into two parts that are almost
entirely independent of each other, and the notation is not necessarily consistent between
the two parts. The authors believe this is a feature and not a bug.

The first part of this paper is devoted to the cubic moment problem and its reduction
to the bound on the fourth moment along subgroups (i.e., Theorem 1.4), and is contained
in Sections 2–4. Specifically, Section 2 contains a variety of character sum lemmas, Section
3 has a full analysis of g(χ, ψ), and Section 4 finishes the proof of Theorem 1.1 given the
veracity of Theorem 1.4.

The second part gives the proof of Theorem 1.4, and is contained in Sections 5–9. Section
5 briefly deduces the proof from the shifted sum bound (Theorem 1.5). In Section 6, we
present the background from the theory of automorphic forms,with an emphasis on the use
of canonically-normalized Fourier expansions in the style of [MV]. Section 7 contains some
tools from analytic number theory. The proof of the shifted sum bound begins in earnest in
Section 8 and is completed in Section 9.

1.8. Notation.

• We denote by N the set of natural numbers {1, 2, . . .} without zero.
• For a finite abelian group G, we denote by Ĝ its unitary dual. Exception: in Sections

6 and 9 we write Ẑ =
∏

p Zp ≃ lim←−Z/nZ.
• For π a newform/automorphic representation on GL2 and χ a Dirichlet character,
there are (at least) two standard conventions for the meaning of L(s, π ⊗ χ). One
convention is that it equals the straightforward Dirichlet series

∑
n λπ(n)χ(n)n

−s,
and the other is that it equals the automorphic L-function associated to the twist of
π by the Hecke character corresponding to χ. In this paper, all L-functions of the
form L(s, π⊗χ) use the automorphic definition. However, since the two conventions
can only differ at Euler factors corresponding to primes dividing the conductor of π
or the conductor of χ, all statements of theorems or lemmas involving L(s, π ⊗ χ)
remain equally valid using either convention.
• For χ a Dirichlet character, we use L(s, χ) to denote the classically-defined Dirichlet
series

∑
n χ(n)n

−s. If χ is primitive, this agrees with the automorphic convention. If
χ is not primitive, but is induced by χ∗, then it is easy to convert between L(s, χ),
and L(s, χ∗).

1.9. Acknowledgements. The authors thank Roger Heath-Brown, Rizwan Khan, Em-
manuel Kowalski, Djordje Milićević, and Lillian Pierce for comments and encouragement.
We also thank the referees for many corrections and helpful suggestions.

2. Character sums to prime power modulus

In this section we collect some lemmas that are useful for evaluating the character sums
to prime-power modulus that arise in our work.

2.1. The Postnikov formula.

Lemma 2.1. Let p be an odd prime, and β ≥ 2. There exists a unique group homomorphism

ℓ : ̂(Z/pβZ)× → Z/pβ−1Z, χ 7→ ℓχ, such that the Postnikov formula holds: for each Dirichlet
character χ modulo pβ and t ∈ Z we have

(2.1) χ(1 + pt) = epβ(ℓχ logp(1 + pt)).
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The map ℓ is surjective, and for 1 ≤ α ≤ β we have that ℓχ1 ≡ ℓχ2 (mod pβ−α) if and only
if χ1χ2 is a character modulo pα.

Proof. For 1 ≤ α ≤ β, consider the reduction modulo pα map

(Z/pβZ)× → (Z/pαZ)×,

and denote its kernel by Uα. Let e(x) be the continuous character of Qp agreeing with e2πix

for x ∈ Q, and let epβ(x) = e(p−βx). Let logp : 1 + pZp → pZp be the p-adic logarithm
defined by the convergent power series expansion

logp(1 + x) = x− x2/2 + x3/3∓ . . . .
It is easy to check that logp(1 + pβZp) ⊆ pβZp, and in fact

(2.2) logp(1 + pβx) ≡ pβx (mod p2β),

since p is odd.
Consider the map f : U1 → S1 defined by

f : t 7→ epβ(logp(t)).

The function f is well-defined by (2.2), and is a group homomorphism since logp(xy) =
logp(x) + logp(y) for x, y ∈ 1 + pZp (see e.g. [Neu, Prop. 5.5]). We claim that f has order

pβ−1 in Û1. Indeed, if t = 1 + px ∈ U1, then we have f(t)p
β−2

= ep2(logp(t)) = ep(x), so

f p
β−2

is not trivial in Û1, yet U1 has order pβ−1. Therefore Û1 is cyclic and f is a generator.
Define ℓχ to be the unique integer modulo pβ−1 such that χ|U1 = f ℓχ, which is equivalent to
the Postnikov formula (2.1). We easily see that ℓ is a group homomorphism. Next we show
this map is surjective. The kernel of ℓ is the subgroup of characters trivial on U1, which is

isomorphic to ̂(Z/pZ)×. Hence by comparing cardinalities, we see ℓ is surjective.

We claim that f |Uα has order pβ−α in the group Ûα. Indeed, writing t = 1 + pαx, we

have f(t)p
β−α−1

= epβ(p
β−α−1 logp(t)) = epα+1(logp(t)) = ep(x), showing the claim. Then

χ|Uα = f |ℓχUα, and we deduce that ℓχ ≡ 0 (mod pβ−α) if and only if χ|Uα = 1, which in turn
is equivalent to the condition that χ is a character modulo pα. The final statement of the
lemma now follows, since ℓ is a group homomorphism. �

2.2. Character sums. A rational function f ∈ Z(t) is an equivalence class of pairs of
polynomials f1/f2 with integer coefficients and f2 not identically zero. An integer t0 is said
to be in the domain of f if f2(t0) 6= 0 with f = f1/f2 written in lowest terms (i.e., with
f1 and f2 coprime). Meanwhile, a rational function f ∈ (Z/pβZ)(t) is an equivalence class
of pairs of polynomials f1/f2 with coefficients in Z/pβZ and with p not dividing all of the
coefficients of f2. Similarly, t0 ∈ Z/pβZ is said to be in the domain of f if p ∤ f2(t0) with
f = f1/f2 in lowest terms. (Recall that in a commutative ring A, two elements a, b ∈ A are
called coprime if (a) + (b) = A.) If p does not divide x ∈ Z/pβZ then we call x a “p-adic
unit”. The above notions also extend naturally to several variables. Lastly, in the character

sums of the form
∑∗

t
χ(f(t))ψ(g(t)) that we study in Sections 2 and 3 of this paper, the

∗ is always taken to mean that we sum over those t lying in the intersection of the domains
of f and g.

Let g ∈ Z(t) be a rational function whose reduction g modulo pβ exists. Let t0 be an
integer whose reduction modulo pβ lies in the domain of g. Then, it is easy to see that
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g(n)(t0)
n!
∈ Zp for all n ≥ 0. In particular, this shows that

(2.3) g(x0 + pβx1) ≡ g(x0) + pβg′(x0)x1 (mod p2β)

for any integer x0 reducing to the domain of g.
More generally, suppose that p does not divide the whole denominator of g ∈ Z(t1, . . . , tn)

and x0 ∈ Zn reduces modulo pβ to lie in the domain of g. Then, the Taylor expansion of g
at x0 has coefficients in Zp and we have

(2.4) g(x0 + pβx1) ≡ g(x0) + pβg′(x0)x1 + p2β 1
2
g′′(x0)[x1] (mod p3β),

where g′ denotes the gradient of g, g′′ is the Hessian matrix, and A[x] = x⊺Ax is the quadratic
form associated to a square matrix A and evaluated at x.

For fi ∈ Z(t1, . . . , tn), i = 1, . . . d, let f = (f1, . . . , fd) ∈ Z(t1, . . . , tn)d be the associated
d-tuple of rational functions. For such an f we have the associated d × n Jacobian matrix,
which we denote by f ′ ∈ Md×n(Z(t1, . . . , tn)). Similarly, we have the logarithmic Jacobian
(log f)′, where the ij entry is given by ∂jfi/fi.

Define an additive character θ modulo q = (q1, . . . , qd) ∈ Nd as a group homomorphism
Zd/qZd → C×, lifted to Zd by periodicity. By the Chinese remainder theorem, θ can be
expressed uniquely as θ(n) = θ1(n1) . . . θd(nd), with θi(n) = eqi(aθin) for some aθi ∈ Z. If q is
diagonal, we may abuse notation and write simply θ(n) = eq(aθn) where aθn is the standard
scalar product.

Likewise, a Dirichlet character modulo q = (q1, . . . , qd) is a map (Zd/qZd)× → C× ex-
tended to Zd in the natural way. Again, χ may be expressed uniquely as χ((n1, . . . , nd)) =
χ1(n1) · · ·χd(nd), where χi is modulo qi, i = 1, . . . , d. If p is odd, q = (pβ, . . . , pβ) with
β ≥ 2, we define ℓχ = (ℓχ1, . . . , ℓχd) with ℓχi as in Lemma 2.1. Note that the Postnikov
formula generalizes to give for n = (n1, . . . , nd) with each ni ≡ 1 (mod p) the formula χ(n) =
epβ(ℓχ logp(n)), with the standard scalar product and where logp(n) = (logp(n1), . . . , logp(nd)).

Lemma 2.2. Let p be an odd prime, χ be a Dirichlet character modulo (p2α, . . . , p2α), θ be
an additive character modulo (p2α, . . . , p2α) and f, g ∈ Z(t1, . . . , tn)d as above. Consider the
congruence

(2.5) ℓχ(log f)
′(t0) + aθg

′(t0) ≡ 0 (mod pα).

We have

(2.6) S :=
∑∗

t∈(Z/p2αZ)n
χ(f(t))θ(g(t)) = pnα

∑∗

t0∈(Z/pαZ)n
(2.5) holds

χ(f(t0))θ(g(t0)).

The right hand side does not depend on the choice of lift of t0 to Zdp.

Remark. This is a natural multi-variable generalization of [IK, Lem. 12.2].

Proof. Write t = t0 + pαt1, and χ(f(t)) = χ(f(t0))χ(f(t)/f(t0)). Then, by the Postnikov
formula (2.1), (2.2), and (2.4), we have

χ(f(t)/f(t0)) = ep2α(ℓχ logp(f(t)/f(t0))) = epα(ℓχ(logp f)
′(t0)t1).

Similarly, θ(g(t)) = θ(g(t0))θ(g(t)− g(t0)), and
θ(g(t)− g(t0)) = epα(aθg

′(t0)t1)
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Then

S =
∑∗

t0 (mod pα)

χ(f(t0))θ(g(t0))
∑

t1 (mod pα)

epα(ℓχ(log f)
′(t0)t1 + aθg

′(t0)t1).

The inner sum vanishes unless (2.5) holds, giving the formula stated in the lemma. The
proof shows that the right hand side of (2.6) is independent of choice of lifts. �

Next we generalize the odd exponent case of [IK, Lem. 12.3]. To this end, we introduce
multi-variable Gauss sums. Let L : Zn → Z be a linear form with integer coefficients, and
Q : Zn → Z be a quadratic form (see e.g. [Se, Ch.IV Def. 1]). Define

(2.7) Gp(Q,L) =
∑

t∈Fnp

ep(Q[t] + Lt).

Lemma 2.3. Let p be an odd prime, χ be a Dirichlet character modulo (p2α+1, . . . , p2α+1), θ
be an additive character modulo (p2α+1, . . . , p2α+1), and f, g ∈ Z(t1, . . . , tn)d as above. Then

S =
∑∗

t∈(Z/p2α+1Z)n

χ(f(t))θ(g(t)) = pnα
∑∗

t0∈(Z/pαZ)n
(2.5) holds

χ(f(t0))θ(g(t0))Gp(Q,L),

where

(2.8) L = p−α(ℓχ(log f)
′(t0) + aθg

′(t0))

and Q is the quadratic form with associated matrix (in the standard basis for Zn) given by

(2.9) Q = 1
2
ℓχ(log f)

′′(t0) +
1
2
g′′(t0).

The right hand side does not depend on the choice of lift of t0 to Zdp.

Proof. Write t = t0 + pαt1, and χ(f(t)) = χ(f(t0))χ(f(t)/f(t0)). Then, by the Postnikov
formula (2.1), (2.2), and (2.4), we have

χ(f(t)/f(t0)) = ep2α+1(ℓχ logp(f(t)/f(t0)) = epα+1(ℓχ(log f)
′(t0)t1)ep(

1
2
ℓχ(log f)

′′(t0)[t1]).

Similarly, θ(g(t)) = θ(g(t0))θ(g(t)− g(t0)), and
θ(g(t)− g(t0)) = epα+1(aθg

′(t0)t1)ep(
1
2
g′′(t0)[t1]).

Changing variables t1 → t1 + pej , where ej is the j-th standard basis vector, leaves the
quadratic terms unchanged. Hence the inner sum vanishes unless (2.5) holds, in which case
we obtain the claimed result. �

In view of Lemma 2.3, it will be useful to estimate quadratic Gauss sums.

Lemma 2.4. Let p be an odd prime, let Q be a quadratic form over Fp, and L a linear form,
as above. Let V be the isotropic subspace of Q. Let rQ denote the rank of Q. Then Gp(Q,L)
vanishes unless L|V = 0, in which case

|Gp(Q,L)| = p
rQ
2 p(n−rQ).

Proof. It is well-known that one can change basis for Fnp so that the quadratic form Q is
orthogonal with respect to this basis (e.g. see [Se, Ch.IV.1.4 Thm. 1]). In particular, we have
Fnp = V ⊕ U where V is the isotropic subspace of Q, and U is a complementary subspace.
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Therefore, if v ∈ V and u ∈ U , then Q[v+u] = Q[u]. Using this basis to calculate the Gauss
sum, we have

Gp(Q,L) =
(∑

v∈V
ep(Lv)

)(∑

u∈U
ep(Q[u] + Lu)

)
.

Note that the sum over v vanishes unless L|V = 0, while the sum over u has absolute
value prQ/2, where rQ is the rank of the quadratic form, since U has a basis on which Q is
diagonalized, and by the standard one-variable evaluation of quadratic Gauss sums. This
completes the proof. �

Motivated by an application (namely, Lemma 2.8), we wish to mildly generalize Lemmas
2.2 and 2.3 as follows. Let p be an odd prime and suppose 1 ≤ β ≤ γ. Let f, g ∈ Z(t1, . . . , tn)
with p not dividing every coefficient of the denominators of f, g. Let V be the subset
of x ∈ (Z/pβZ)n for which pγ−βx modulo pγ lies in the domain of f modulo pγ. Then
F (x) = f(pγ−βx) defines a function F : V → Z/pγZ and we call V the domain of F . Let us
write G for the same construction applied to g.

These definitions extend component-wise, as follows. Let γ = (γ1, . . . , γd) with each
γi ≥ β ≥ 1, and pγ = (pγ1 , . . . , pγd). Given f = (f1, . . . , fd), g = (g1, . . . , gd) ∈ Z(x1, . . . , xn)d,
define F = (F1, . . . , Fd) and G = (G1, . . . , Gd) by Fi(x) = fi(p

γi−βx) and Gi(x) = gi(p
γi−βx)

for all 1 ≤ i ≤ d. Then F,G define functions with domains given by the intersection of
the domains of the Fi, Gi, as above. Let χ be a Dirichlet character modulo pγ and θ an
additive character modulo pγ . If F and G are two such d-tuples of rational functions, then
the functions χ(F (t)) and θ(G(t)) are well-defined on the domains of F and G.

Lemma 2.5. Let γ = (γ1, . . . , γd) with each γi ≥ 2α ≥ 2. Write β = 2α. Let p be an
odd prime, χ a Dirichlet character modulo (pγ1 , . . . , pγd) , θ an additive character modulo
(pγ1 , . . . , pγd) , and F,G as above. Define the congruence condition

(2.10) ℓχ(log f)
′(pγ−βt0) + aθg

′(pγ−βt0) ≡ 0 (mod pα).

We have

(2.11) S :=
∑∗

t∈(Z/pβZ)n
χ(F (t))θ(G(t)) = pnα

∑∗

t0∈(Z/pαZ)n
(2.10) holds

χ(F (t0))θ(G(t0)).

Proof. The proof is very similar to that of Lemma 2.2. We have

χ(F (t0 + pαt1)) = χ(F (t0))χ(
F (t0 + pαt1)

F (t0)
) = χ(F (t0))epγ (ℓχ

F ′

F
(t0)p

αt1),

and similarly
θ(G(t0 + pαt1)) = θ(G(t0))θ(aθG

′(t0)p
αt1).

Therefore,

S = pnα
∑∗

t0 (mod pα)
(2.12) holds

χ(F (t0))θ(G(t0)),

where (2.12) is the congruence condition

(2.12) ℓχ
F ′

F
(t0)p

αt1 + aθG
′(t0)p

αt1 ≡ 0 (mod pγ).

Note that G′(t0) = pγ−βf ′(pγ−βt0), and likewise F ′

F
(t0) = pγ−β(log f)′(pγ−βt0). Hence the

congruence condition (2.12) is seen to be the same as (2.10). �
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Similarly, the generalization of Lemma 2.3 is given by:

Lemma 2.6. Let γ = (γ1, . . . , γd) with each γi ≥ α ≥ 1. Write β = 2α + 1. Let p be
an odd prime, χ a Dirichlet character modulo (pγ1 , . . . , pγd), θ an additive character modulo
(pγ1 , . . . , pγd), and F,G as above. We have

(2.13) S :=
∑∗

t∈(Z/pβZ)n
χ(F (t))θ(G(t)) = pnα

∑∗

t0∈(Z/pαZ)n
(2.10) holds

χ(F (t0))θ(G(t0))Gp(Q,L),

where
L = p−α(ℓχ(log f)

′(pγ−βt0) + aθg
′(pγ−βt0)),

and Q is the quadratic form with associated matrix (in the standard basis for Zn) given by

Q = 1
2
ℓχp

γ−β(log f)′′(pγ−βt0) +
1
2
pγ−βg′′(pγ−βt0).

Since the proof is similar to those of Lemmas 2.3 and 2.5, we omit the details. For the
sake of clarity, we remark that ℓχp

γ−β(log f ′′)(pγ−βt0) is shorthand for

d∑

i=1

ℓχip
γi−β(log fi)

′′(pγi−βt0),

and similarly for g′′. It will be useful later, in the proof of Lemma 2.8, to observe that if
γi > β then the i-th component makes no contribution to the quadratic form Q.

The following lemma, with its easy proof omitted, will be helpful for solving the linear
congruence in (2.5) in future applications.

Lemma 2.7. Let R be a commutative ring, with group of units R×. Let M = (aij) ∈
M2×2(R) with aij ∈ R× for all i, j. Then there is a solution to (x1, x2).M = (0, 0) with
x1, x2 ∈ R× if and only if det(M) = 0, in which case the solutions are given by x1a11+x2a21 =
0 (whence x1 = a21r, x2 = −a11r, for some r ∈ R×).

2.3. Application. In [PY2, Conj. 6.6], we left the estimation of a certain character sum as
a conjecture, which we prove here aided by Lemmas 2.5 and 2.6.

Lemma 2.8. Let p be an odd prime, let χ be a multiplicative character of conductor pγ,
γ ≥ 2, and suppose ψ is a multiplicative character with conductor pβ, 1 ≤ β < γ. Then

(2.14)
∑

y (mod pβ)

∑

u (mod pβ)

χ(up2(γ−β)y + 1)χ(1 + pγ−βy)χ(1− pγ−βu)ψ(u)ψ(y)≪ pβ .

Proof. This is an instance of S defined by (2.11), (2.13), where d = 2, γ1 = γ, γ2 = β,

(f1(y, u), f2(y, u)) =
((1 + y)(1− u)

1 + yu
, yu
)
, (χ1, χ2) = (χ, ψ),

F1(y, u) = f1(p
γ−βy, pγ−βu), F2(y, u) = f2(y, u), and of course the additive character is not

present. A short calculation shows

(log f)′(pγ−βt) =

(
1−pγ−βu

(1+pγ−βy)(1+p2(γ−β)yu)
−1−pγ−βy

(1−pγ−βu)(1+p2(γ−β)yu)
y−1 u−1

)
.

The summations in Lemmas 2.5 and 2.6 run over t0 such that

ℓχ(log f)
′(pγ−βt0) ≡ 0 (mod pα),



FOURTH MOMENT ALONG COSETS AND THE WEYL BOUND 15

where α = β/2 for β even and α = (β − 1)/2 for β ≥ 3 odd, so we write t0 = (u0, y0) and
work out what this means in terms of conditions on u0 and y0. Some simple algebra (cf.
Lemma 2.7) shows that this reduces to u0 ≡ −y0 (mod pα), which uniquely determines u0
in terms of y0, and then

(2.15)
ℓψ
y0
≡ −ℓχ

1− p2(γ−β)y20
(mod pα),

which uniquely determines y0 (mod pα), by Hensel’s lemma. Hence, when β is even, |S| ≤ pβ,
by Lemma 2.5, giving the bound (2.14).

Now consider the case that β = 2α + 1 ≥ 3 is odd; it was already shown above that u0
and y0 are uniquely determined modulo pα, so the only remaining question is the size of
the Gauss sum Gp(Q,L). It is easy to see that Q is non-singular, since only the f2-aspect
enters into the calculation , and the Hessian of log f2 is diagonal with entries −y−2

0 ,−u−2
0 .

Therefore, |Gp(Q,L)| = p, and (2.14) follows immediately.
Finally, we consider the case β = 1. In this case, we have χ(1 + pγ−1x) = ep(ℓχx), for any

x ∈ Z, so it is easy to directly evaluate (2.14) as a product of two Gauss sums, giving the
desired bound. �

2.4. The case p = 2. The previous work in this section largely assumed p 6= 2. The case
p = 2 has some minor differences, and for clarity we treat this case separately.

Lemma 2.9. Let p = 2, and β ≥ 3. There exists a unique group homomorphism ℓ :
̂(Z/pβZ)× → Z/pβ−2Z, χ 7→ ℓχ, such that the Postnikov formula holds: for each Dirichlet

character χ modulo pβ and t ∈ Z we have

(2.16) χ(1 + 4t) = epβ(ℓχ log2(1 + 4t)).

The map ℓ is surjective, and for 2 ≤ α ≤ β we have that ℓχ1 ≡ ℓχ2 (mod 2β−α) if and only
if χ1χ2 is a character modulo 2α.

The proof is very similar to the case p > 2, so we give only a brief outline of the proof. Using
the notation Uα from the proof of Lemma 2.1, define f : U2 → S1 by f(t) = e2β(logp(t)).

One easily checks that f is well-defined and has order 2β−2, so Û2 is cyclic generated by f .
Therefore, (2.16) holds for some ℓχ. The final statement of the lemma is easy to check.

Lemma 2.10. Let p = 2. Let χ be a Dirichlet character modulo pβ, and ψ be an additive
character modulo pβ, where β ≥ 3. Let f, g ∈ Z(t1, . . . , tn)d as in Lemma 2.2. Let α = ⌊β−1

2
⌋.

Then

(2.17) S :=
∑∗

t∈(Z/pβZ)
n

χ(f(t))ψ(g(t)) = pnα
∑∗

t0∈(Z/pβ−αZ)
n

ℓχ(log f)′(t0)+aψg
′(t0)≡0 (mod pα)

χ(f(t0))ψ(g(t0)),

where the star indicates that the sum runs over numbers for which fi(t) ∈ Z×
p , gi(t) ∈ Zp.

The right hand side does not depend on the choice of lifts of f(t0) and g(t0) to Zdp.

Remark. For our later purposes, this result is a suitable replacement for Lemmas 2.2 and
2.3. In practice, the linear congruence almost entirely determines t0 (mod pα) (which then
almost entirely determines t0 (mod pβ−α), since β − α = α + O(1), and pO(1) = O(1) for
p = 2).
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Proof. Let t = t0 + 2β−αt1. Since β ≥ 3, we have α ≤ β − 2, so f(t)
f(t0)
≡ 1 (mod 4). Then

χ(f(t)) = χ(f(t0))χ(f(t)/f(t0)) = χ(f(t0))e2β(ℓχ log2(f(t)/f(t0))).

Next we note

log2(f(t)/f(t0)) ≡ (log f)′(t0)2
β−αt1 (mod 2β),

under the assumption 2(β − α) − 1 ≥ β, equivalently, α ≤ β−1
2
. Note β−1

2
≤ β − 2 since

β ≥ 3. The rest of the proof then proceeds exactly as in Lemma 2.2. �

Lemma 2.11. The bound in Lemma 2.8 holds for p = 2.

The proof is similar to the odd p case, so we omit the details.

3. The behavior of g(χ, ψ)

3.1. Introductory lemmas. Let A ∈ Z, and let

Q(x) = QA(x) = x2 + Ax− 1 ∈ Z[x].

For an odd prime p and integer β ≥ 1, define

r(A, pβ) = #{x (mod pβ) : QA(x) ≡ 0 (mod pβ)}.
Let ∆ = A2 + 4 be the discriminant of QA. By completing the square, note

(3.1) Q(x) = (x+ A
2
)2 − ∆

4
.

We then have r(A, pβ) = ρ(∆, pβ), where

ρ(∆, pβ) := #{x (mod pβ) : x2 ≡ ∆ (mod pβ)}.

Lemma 3.1. Let p be an odd prime, and β ≥ 1. If p ∤ ∆, then

ρ(∆, pβ) = ρ(∆, p) = 1 + (∆
p
).

If pβ|∆, then

ρ(∆, pβ) = p⌊β/2⌋ =

{
p
β
2 , β even,

p
β−1
2 , β odd.

If p|∆, but pβ ∤ ∆, then

(3.2) ρ(∆, pβ) ≤ 2(∆, pβ)1/2δ((pβ,∆) = �).

Proof. The case p ∤ ∆ follows from Hensel’s lemma. The conclusion when pβ|∆ is easy to
verify directly.

Now suppose (∆, pβ) = pα, with 1 ≤ α < β. Write ∆ = pα∆′ with (∆′, p) = 1. It is easy
to see that if α is odd then ρ(∆, pβ) = 0. If α is even (which means (pβ,∆) = �) then we
write x = pα/2x1, say, where x1 runs modulo pβ−

α
2 . Then x1 solves the congruence

x21 ≡ ∆′ (mod pβ−α).

By Hensel’s lemma, there are 1 + (∆
′

p
) solutions x1 (mod pβ−α) to this congruence, and so

in total there are most 2pα/2 values of x1 modulo pβ−
α
2 , giving (3.2). �
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3.2. The bounds on g(χ, ψ). Recall that g(χ, ψ) is defined by (1.5), and that both χ and ψ
are primitive characters modulo q = pβ . Anticipating some future simplifications, we apply
the simple change of variables t→ t− 1 and u→ u− 1 giving

(3.3) g(χ, ψ) =
∑∗

t,u (mod pβ)

χ
(u(t− 1)

t(u− 1)

)
ψ(ut− t− u),

where we recall that the asterisk on the sum means that the sum is restricted to u, t such

that the denominator of u(t−1)
t(u−1)

is coprime to p.

Remark 3.2. Note that if p = 2 and q = pβ, β ≥ 1, then g(χ, ψ) trivially vanishes, since
t(t + 1) is even for all t ∈ Z.

Theorem 3.3. Suppose q = pβ with p odd and β = 2α. Then

|g(χ, ψ)| ≤ qρ(∆, pα),

where ∆ = A2 + 4 and A ≡ ℓχℓψ (mod pβ−1).

Theorem 3.4. Suppose q = pβ with p odd and β = 2α + 1, α ≥ 1. Then

(3.4) |g(χ, ψ)| ≤
{
2q, p ∤ ∆,

qp1/2δ(p2|∆)ρ(p−2∆, pα−1), p|∆.

where ∆ = A2 + 4 with A ≡ ℓχℓψ (mod pβ−1).

Proof of Theorem 3.3. The sum (3.3) falls into the template of Lemma 2.2, with

(f1(t, u), f2(t, u)) =
(u(t− 1)

t(u− 1)
, tu− t− u

)
, (χ1, χ2) = (χ, ψ).

No additive character is present, of course. A short calculation gives

(3.5) (log f)′ =

( 1
t(t−1)

−1
u(u−1)

u−1
ut−t−u

t−1
ut−t−u

)
.

Note that the vanishing (mod pα) of the determinant of (log f)′ is equivalent to

(3.6) u ≡ −t (mod pα),

and that

(3.7) (log f)′|u=−t =

( 1
t(t−1)

−1
t(t+1)

t+1
t2

1−t
t2

)
.

By Lemma 2.7, the condition (2.5) is seen to be equivalent to (3.6) combined with

(3.8)
ℓχ

t(t− 1)
+ ℓψ

t+ 1

t2
≡ 0 (mod pα).

Simplifying (3.8), we obtain the equivalent congruence

(3.9) t2 + At− 1 ≡ 0 (mod pα), A ≡ ℓχℓψ (mod pα).

Hence, |g(χ, ψ)| ≤ qρ(∆, pα), as claimed. �
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Proof of Theorem 3.4. The beginning steps of the proof are identical to those of Theorem
3.3; the linear congruences in both cases are the same, so we obtain that

g(χ, ψ) = p2α
∑∗

t0,u0 (mod pα)
(3.6) and (3.9) hold

χ(f1(t0, u0))ψ(f2(t0, u0))Gp(Q,L),

What is new is the presence of the quadratic Gauss sum Gp, so we next focus on this aspect.
Note that the quadratic form Q present in Gp(Q,L) is given with respect to the standard
basis by

(3.10) 2Q = ℓχ(log f1)
′′ + ℓψ(log f2)

′′

Working in Fp until further notice, the Hessian of log f1 is
(
t−2 − (t− 1)−2 0

0 −u−2 + (u− 1)−2

)
=

(
−2t+1
t2(t−1)2

0

0 −2t−1
t2(t+1)2

)
,

by simplifying with (3.6). The Hessian of log f2 is
(
− (u−1)2

(tu−t−u)2
−1

(tu−t−u)2
−1

(tu−t−u)2 − −(t−1)2

(tu−t−u)2

)
=

(
−(t+1)2

t4
−t−4

−t−4 −(t−1)2

t4

)
.

Therefore,

(3.11) 2Q =
−ℓψ
t2

[(
(t+1)2

t2
t−2

t−2 (t−1)2

t2

)
+

(
A(2t−1)
(t−1)2

0

0 A(2t+1)
(t+1)2

)]
.

Using a computer algebra package, we evaluate the determinant of the expression in square
brackets above as

1 +
4A

t
− 2

t2
+
A2(4t2 − 1)

(t2 − 1)2
=

1

t2
(5t2 + 4At− 3) =

2−At
t2

,

using t2 − 1 = −At. Therefore, the determinant vanishes if and only if t = 2/A.
By Lemma 2.4, to determine the size of |Gp(Q,M)| we need the rank of Q. It is clear from

(3.11) that Q does not have rank 0. Therefore, Q has rank 1 if the determinant vanishes,
and rank 2 otherwise.

Next we note that the two algebraic equations t2+At−1 = 0 and t = 2/A have a common
solution in Fp if and only if A2 +4 = 0 in Fp, i.e. p|∆. Hence, if p ∤ ∆, then |Gp(Q,M)| = p,
and so |g(χ, ψ)| ≤ qρ(∆, pα) ≤ 2q, as desired. If p|∆, then Q has rank 1, so we obtain

|g(χ, ψ)| ≤ p2α
∑

t0 (mod pα)
t20+At0−1≡0 (mod pα)

p3/2 = qp1/2ρ(∆, pα).

This bound is not as strong as (3.4); we will next gain some extra information by studying
the behavior of the linear form L restricted to the isotropic subspace of Q. Note that ∆ = 0
means A2 = −4, whence t = −A/2 = 2/A and so t2 = −1. Therefore (t + 1)2 = 2t and
(t− 1)2 = −2t, and we can simplify (3.11) as

2Q = ℓψ

[(
−2t −1
−1 2t

)
+

(
A(2t−1)

−2t
0

0 A(2t+1)
2t

)]
= ℓψ

(
−1 −1
−1 −1

)
.

Hence the isotropic subspace of Q is spanned by the vector (1,−1)⊺.
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Next we work out an easily-checked characterization for the linear form L to be trivial on
this isotropic subspace. By (2.8), (3.7), and the above calculation of the isotropic subspace,
this means

p−α
( ℓχ
t− 1

+
ℓψ(1 + t)

t

)
− p−α

( −ℓχ
t+ 1

+
ℓψ(1− t)

t

)
≡ 0 (mod p),

which reduces to t satisfying

t2 + At− 1 ≡ 0 (mod pα+1).

Thus the number of t0 to be estimated is

(3.12) #{t0 (mod pα) : (t0 + A/2)2 ≡ ∆ (mod pα+1),

and we study this a bit more closely (which along the way will confirm this quantity is well-
defined). This count equals #{x (mod pα) : x2 ≡ ∆ (mod pα+1)}. Since p|∆, then p|x also,
so (3.12) equals #{x1 (mod pα−1) : x21 ≡ ∆

p2
(mod pα−1)}, which is well-defined. Therefore,

we obtain a more refined bound

|g(χ, ψ)| ≤ qp1/2δ(p2|∆)ρ(p−2∆, pα−1). �

4. Bounding the cubic moment

In this section, we prove [PY2, Conj. 8.2] assuming Theorem 1.4. Conjecture 8.2 of
[PY2] implies the cubic moment bounds (Theorems 1.2 and 1.3) and hence the Weyl bound
(Theorem 1.1). The precise statement of [PY2, Conj. 8.2] appears as Lemma 4.2, below.
The proof of Theorem 1.4 is deferred to Sections 8 and 9.

We begin by reviewing the notation and re-stating this conjecture. We have a Dirichlet
series

(4.1) Z(s1, s2, s3, s4) =
1

ϕ(q)

∑

ψ (mod q)

L(s1, ψ)L(s2, ψ)L(s3, ψ)L(s4, ψ)

ζ (q)(s1 + s4)
Zfin,

where Zfin = Zfin(χ, ψ), |Zfin| = |
∏

p|q Zfin,p|, and Zfin,p is a certain Dirichlet series supported
on powers of p. Its precise definition is not necessary here, but rather we quote Lemma 7.1
from [PY2].

Lemma 4.1. Let q = pβ, and let χ = χp be primitive modulo q. The series Zfin,p converges
absolutely when Re(sj) = σj > 0 for all j = 1, 2, 3, 4. If σj ≥ σ > 1/2 for all j, then

(4.2) Zfin,p(s1, s2, s3, s4)≪σ δψq
1/2|g(χ, ψ)|+ q3/2+ε,

where δψ = 1 if ψ is primitive, and 0 otherwise. If σj ≥ σ > 1 for all j, and ψp is the trivial
character, then

(4.3) Zfin,p(s1, s2, s3, s4)≪σ q
1+ε.

We remark that Lemma 4.1 appeared as [PY2, Lem. 7.1], however there it was conditional
on [PY2, Conj. 6.6] which has been proved here as Lemma 2.8.

As in [PY2], it is helpful to treat the trivial character separately. To this end, write
Z = Z0+Z1, where Z0 is the contribution to Z from the trivial character. Now we state the
main lemma.
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Lemma 4.2. The functions Z0 and Z1 satisfy the following properties. Firstly, Z0 is mero-
morphic for Re(sj) ≥ σ > 1/2 for all j and analytic for Re(sj) ≥ σ > 1 for all j. In
this domain, it may only have polar divisors on the hyperplanes sj = 1. In the region
Re(sj) ≥ σ > 1 it satisfies the bound

(4.4) Z0(s1, s2, s3, s4)≪σ q
ε.

Secondly, Z1 is analytic for Re(sj) ≥ σ > 1/2 for all j, wherein it satisfies the bound

(4.5)

∫ T

−T
|Z1(σ + it, σ + it, σ + it, σ − it)|dt≪ q3/2+εT 1+ε,

for T ≥ 1. The same bounds stated for Z1 also hold for Z0 (in an even stronger form),
provided 1/2 ≤ Re(sj) ≤ 0.99.

Remark. Theorem 1.4 is the crucial new ingredient in the proof of Lemma 4.2 in the case
that q is not cube-free.

Proof. The holomorphic (resp. meromorphic) continuation of Z1 (resp. Z0) follows from the
definition (4.1) and Lemma 4.1. All the required properties of Z0 follow from Lemma 4.1,
so we now focus on Z1.

Supposing that Re(sj) > 1/2 for j = 1, 2, 3, 4, we have

(4.6) Z1(s1, s2, s3, s4)≪
(1 + |t|)ε
q1−ε

∑

ψ 6=ψ0

|L(s1, ψ)L(s2, ψ)L(s3, ψ)L(s4, ψ)|
∏

p|q
|Zfin,p|.

From Lemma 4.1 we have for χp, ψp the p-parts of χ, ψ respectively, each modulo pβ ,

|Zfin,p| ≪ p(
3
2
+ε)β

(
δψp
|g(χp, ψp)|

pβ
+ 1

)
.

Recall from Remark 3.2 that g(χp, ψp) = 0 if p = 2, so for the forthcoming analysis of Zfin,p we
largely assume p is odd. In [PY2, Thm. 6.9] it was shown that if β = 1 then |g(χp, ψp)| ≤ Cp
for some absolute constant C ≥ 2. On the other hand, when β ≥ 2, we see from Theorems
3.3 and 3.4 that |Zfin,p| is controlled by the quantity ∆p = A2 + 4 = (ℓχℓψ)

2 + 4 (mod pβ−1)
where pβ‖q. Therefore it is natural to parametrize the sum in (4.6) over the possible values
of the parameters ∆p. To this end, for β−1 ≥ α ≥ 0 and C the above absolute constant, let

m(α, β) = inf{m ∈ 1
2
Z : max

ψp (mod pβ) prim.
vp(∆p)=α

|g(χp, ψp)|
pβ

≤ Cpm},

which depends on p and χp, but we suppress this from the notation. For p = 2, m(α, β) =
−∞. For a | q

q̃
with q̃ =

∏
p|q p, let

M(a, q) =
∏

pβ‖q

pm(α,β), where α = vp(a).

Write ∆ = ∆(ψ) ∈ [1, q
q̃
] ⊂ Z with ∆ ≡ ∆p (mod pβ−1) for each p | q. Note the condition

that vp(∆p) = α for all p | q is equivalent to a‖∆. Then we have
(4.7)

Z1(s1, s2, s3, s4)≪ q
1
2
+ε(1+ |t|)ε

∑

a| q
q̃

M(a, q)
∑

ψ:∆(ψ)≡0 (mod a)

|L(s1, ψ)L(s2, ψ)L(s3, ψ)L(s4, ψ)|,
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where we over-extended the condition a‖∆ to ∆ ≡ 0 (mod a). With an eye towards applying
Theorem 1.4, we next break up (4.7) over cosets. Let G = {ψ (mod q)}, and Ha be the
subgroup Ha = {ψ (mod q/a)}.

Lemma 2.1 implies that ψ, ψ′ ∈ G are in the same Ha-coset if and only if ℓψ ≡ ℓψ′

(mod pvp(a)) for each p|q. Hence if ψ, ψ′ are in the same Ha-coset, then ∆(ψ) ≡ ∆(ψ′)
(mod a). Thus

Z1(s1, s2, s3, s4)

≪ q
1
2
+ε(1 + |t|)ε

∑

a| q
q̃

M(a, q)
∑

θ∈G/Ha
∆(θ)≡0 (mod a)

∑

η∈Ha

|L(s1, η.θ)L(s2, η.θ)L(s3, η.θ)L(s4, η.θ)|.

Next, we introduce an integral as in (4.5), and apply Theorem 1.4 to find

(4.8)
1

T 1+ε

∫ T

−T
|Z1| dt≪ q

1
2
+ε
∑

a| q
q̃

M(a, q)
∑

θ∈G/Ha
∆(θ)≡0 (mod a)

lcm(q/a, q∗),

where Z1 is shorthand for Z1(σ + it, σ + it, σ + it, σ − it).
The right hand side of (4.8) is a multiplicative function of q, and so is the desired bound of

q3/2+ε, so it suffices to work with q = pβ an odd prime power, which we henceforth assume.
Note that there are at most two θ ∈ G/Hpα satisfying the condition ∆ ≡ 0 (mod pα).
Indeed, ∆ ≡ 0 (mod pα) means that ℓ2χ = −4ℓ2ψ (mod pα), which has at most two solutions
ℓψ (mod pα), since (ℓχ, p) = 1. Thus the right hand side of (4.8) takes the form

(4.9) p(
1
2
+ε)β

β−1∑

α=0

pm(α,β)+max(β−α,⌈ 2β
3
⌉).

To finish the proof of the lemma, it suffices to show for all 0 ≤ α ≤ β − 1 the inequality

(4.10) m(α, β) + max(β − α, ⌈2β
3
⌉) ≤ β.

By [PY2, Thm. 6.9], and Theorems 3.3 and 3.4, we have

|g(χp, ψp)|
pβ

≤





ρ(∆, pβ/2) for β even,

C for β = 1,

p1/2ρ(∆
p2
, p

β−3
2 ) for β odd, β ≥ 3, p2|∆,

2 for β odd, β ≥ 3, p2 ∤ ∆.

By Lemma 3.1, we get for β even

(4.11) m(α, β) ≤





−∞ for α odd, α < β/2,

α/2 for α even, α < β/2,

⌊β/4⌋ for α ≥ β/2,

and for β odd,

m(α, β) ≤





0 for α = 0,

−∞ for α odd, α < β+1
2
,

α−1
2

for α even, 2 ≤ α < β+1
2
,

⌊β+1
4
⌋ − 1

2
for α ≥ β+1

2
.
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We proceed to prove (4.10). First suppose β is even, so m(α, β) is bounded by (4.11). If
α ≥ β/2, then max(β−α, ⌈2β/3⌉) = ⌈2β/3⌉, and it reduces to checking ⌊β/4⌋+⌈2β/3⌉ ≤ β.
To show this last inequality, it suffices to check it for each β ∈ {0, 2, 4, 6, 8, 10}, which may
as well be done by brute force using a computer. For α < β/2, we have α/2 + (β − α) ≤ β,
as well as α/2 + ⌈2β/3⌉ ≤ ⌊β/4⌋ + ⌈2β/3⌉ ≤ β, so we are done. Similarly easy arguments
hold when β is odd, and we omit the details. �

5. Reduction of Theorem 1.4 to Theorem 1.5

In this section, we prove Theorem 1.4, subject to the veracity of Theorem 1.5. The rest
of the paper is then devoted to the proof of Theorem 1.5.

First note that by positivity, to prove Theorem 1.4, it suffices to consider the case q∗|d,
which means q2|d3. By an approximate functional equation, dyadic partition of unity, and
Cauchy’s inequality applied on the dyadic sum, it suffices to show

M(N, d, q, T ) :=

∫ ∞

−∞
w0

( t
T

) ∑

ψ (mod d)

d

ϕ(d)

∣∣∣
∑

n

wN(n)τ(n)ψ(n)χ(n)n
−it
∣∣∣
2

dt≪ NdT (qT )ε,

where wN(x) is a smooth function supported on [N, 2N ], satisfying w
(j)
N (x) ≪ x−j , for all

j ≥ 0, and w0 is a fixed smooth nonnegative function. Moreover, we may assume

(5.1) N ≪ (qT )1+ε.

Opening the square and executing the ψ sum and t-integral, we have

M(N, d, q, T ) = dT
∑

m≡n (mod d)

τ(m)χ(m)τ(n)χ(n)ŵ0

( T
2π

log
(m
n

))
wN(m)wN(n),

where ŵ0(y) =
∫∞
−∞ w0(t)e(−ty)dt is the standard Fourier transform. The contribution from

the diagonal terms m = n give a main term of size O(NdTN ε), which is acceptable.
Next consider the off-diagonal terms. By symmetry, it suffices to consider the terms with

m > n, in which case we write m = n + h, with h ≥ 1, and d|h. By the rapid decay of
ŵ0, the sum over h may be truncated at h ≪ H where H = N

T
(Nq)ε. By the positivity in

(1.8), we may also assume T ≫ (qN)ε so that H ≪ N . We also open τ(n) =
∑

n1n2=n
1

and employ dyadic partitions of unity to the sums over n1 and n2. LetM1(N1, N2, d, q, T )
denote the contribution of these terms toM(N, d, q, T ), where N1N2 ≍ N and nj ≍ Nj for
j = 1, 2. Then

(dT )−1M1(N, d, q, T ) = S(χ),

where the weight function w(n1, n2, h) is given by

w(x, y, z) = ŵ0

( T
2π

log
(xy + z

xy

))
wN(xy + z)wN (xy)ω1(x)ω2(y),

where ω1 and ω2 are part of the dyadic partitions of unity. It is easy to check that w(x, y, z)
satisfies (1.13).

Theorem 1.5 will complete the proof of Theorem 1.4, since H
q
≪ N

qT
(qN)ε ≪ (qT )ε.
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6. Automorphic Forms

6.1. Fourier expansion. In this section we recall the Fourier expansions of automorphic
forms on GL2 over Q. Using canonical inner products on Whittaker models as in [MV], we
obtain particularly pleasant normalizations of Fourier expansions and Bruggeman-Kuznetsov
formulas. To discuss these, we work in greater generality than is strictly required for the
other sections of this paper.

Let (π, V ) be a standard generic automorphic representation of GL2 /Q of conductor c(π)
and analytic conductor C(π) (for a definition, see [MV, 3.1.8]). By “standard” here we
mean, following [MV, 2.2.1], that π occurs in the spectral decomposition of the space of
automorphic forms. In particular, it is abstractly unitarizable. For q ∈ N, let

K1(q) = {( a bc d ) ∈ GL2(Ẑ) : c ∈ (q), d ∈ 1 + (q)} ⊂ GL2(A).

The subspace of V consisting of right K1(c(π))-invariant vectors of minimal non-negative
SO2(R)-weight is 1-dimensional (see [C], [De1, §2.2]). Any φ belonging to this 1-dimensional
subspace is called a newvector. In Theorem 6.1, we make an explicit choice of a distinguished
newvector in this 1-dimensional space using canonical inner products on Whittakers models.

To give the precise statement, we must set up some notation. Fix ψ : A/Q → C× the
unique additive character which coincides with e(x) on R. For any place v of Q, let us
denote by ψv the restriction of ψ to Qv. Let X = PGL2(Q)\PGL2(A). The space X has
finite measure, which we normalize to be probability measure. Warning: Michel-Venkatesh
use the push-forward measure on X, under which it has volume 2ξ(2) = π/3, see [MV, 4.1.2].

Given π =
⊗

v πv unitary, for v = p < ∞ let φp : Q×
p → C be a local newvector for πp in

the Kirillov modelW(πp, ψp), normalized so that φp(1) = 1. Explicit formulas for φp are well-
known, see e.g. [Sch, §2.4 Summary] for a nice presentation. In particular, supp(φp) ⊆ Zp,
φp(x) only depends on |x|p, and λπ(n) = |n|1/2

∏
p φp(p

vp(n)) coincides with the nth Hecke

eigenvalue of π normalized so that the Ramanujan conjecture predicts that |λπ(p)| ≤ 2. We
also have |φp(x)| ≤ |x|1/2 for all x ∈ Q×

p if πp is ramified, and in particular,

(6.1) |λπ(p)| ≤ 1 if p | c(π).
Following the notation in [MV, 4.1.5], for L a meromorphic function, we write L∗(s0) for

the leading coefficient in the Laurent series of L(s) at s = s0. By the analytic continuation
of Rankin-Selberg L-functions, the series

(6.2) Lπ(s) :=
∑

n≥1

|λπ(n)|2
ns

admits a meromorphic continuation to Re(s) > 1/2, with no poles except at s = 1. We
have [Iw2,HL]

(6.3) L
∗
π (1) = C(π)o(1).

Lastly, for φ ∈ π recall from [MV, §2.2.2] the canonical norm ‖φ‖can on the space of π.
(Note that there is a missing factor of ξ∗F (1)/ξF (2) on the right hand side of [MV, (2.3)].
That this factor is missing is suggested by the notational conventions for infinite products
in section 4.1.5; also compare (2.3) to e.g. (4.16) or (4.28) for a precise check.)

Let Wλ,µ(z) be the Whittaker function defined and normalized as in [GR, 9.220.4] and Kν

be the standard K-Bessel function, as in [GR, 9.235.2]. Let α be the character of R× given
by x 7→ |x| and sgn be the character of of R× given by x 7→ x/|x|.
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Theorem 6.1. Let π =
⊗

v πv be a standard generic automorphic representation of GL2 /Q
with finite-order central character.

(1) For ( y x1 ) ∈ GL+
2 (R) →֒ GL2(A), a newvector φ for π admits a Fourier expansion of

the form

φ (( y x1 )) = cφ(y) +
∑

n 6=0

ρφ(n)

|n|1/2W (ny) e(nx),

where cφ(y) is a (possibly vanishing) constant term, the coefficients ρφ(n) = ρφ(1)λπ(|n|),
the function W is a minimal non-negative weight vector in the Kirillov model W =
W(π∞, ψ∞) with ‖W‖2L2(W) = 1, and

(6.4) ‖φ‖2can = 2ξ(2)|ρφ(1)|2L ∗
π (1).

(2) A Whittaker function W satisfying the hypotheses of the previous point can be given
explicitly as follows.
(a) If π∞ ≃ π(αs sgnǫ, α−s sgnǫ) with ǫ ∈ {0, 1} and s ∈ iR ∪ (−1/2, 1/2), then we

have

W (y) = (sgn y)ǫ
(cosπs

π

)1/2
W0,s(4π|y|) = (sgn y)ǫ

(cosπs
π

)1/2
2
√
|y|Ks(2π|y|).

(b) If π∞ ≃ π(αs sgn, α−s) with s = it ∈ iR, then we have

W (y) =

(
sinh πt

πtsgn y

)1/2

W 1
2
sgn y,it(4π|y|).

(c) If π∞ ≃ π(αs sgn, α−s) with s ∈ (−1/2, 0) ∪ (0, 1/2), then we have

W (y) =

(
cos πs

2

( s
2
)sgn y−1

)1/2

W 1
2
sgn y, s

2
(4π|y|).

(d) If π∞ ≃ σ(χ1, χ2) with χ1χ
−1
2 = αs sgnm, m ∈ {0, 1} and s −m ∈ 1 + 2Z≥0 or

(s,m) = (0, 1), then writing k = s+ 1 we have

W (y) = Γ(k)−1/2W k
2
, k−1

2
(4πy)δ(y > 0) =

(
(4πy)k

Γ(k)

)1/2

e−2πyδ(y > 0).

There is a unique newvector φ in π with W as above, ‖φ‖2can = 1, and ρφ(1) > 0.

Remark 1: The Selberg eigenvalue conjecture predicts that the cases (2a) and (2c) above
with s real and non-zero never occur as local components of any automorphic representation,
but one cannot at present rule out this possibility.

Remark 2: The explicit choice of W given in part (2) of the above theorem is used later to
justify the choice of normalization in Theorem 6.9 (see the remarks following it). In addition,
we believe it could be valuable to record Theorem 6.1 for the sake of reference.

Remark 3: In addition to ‖φ‖can , Michel-Venkatesh define an Eisenstein norm ‖φ‖Eis on
the space of π, see [MV, §2.2.1]. Correcting [MV, (2.3)] as pointed out following (6.3), for
a number field F and φ ∈ π, we have ‖φ‖2can = 2ξ∗F (1)‖φ‖2Eis if π is Eisenstein and non-
singular, and ‖φ‖2can = ‖φ‖2L2(X),push if π is cuspidal and X is given the push-forward measure

(cf. [MV, Lem. 2.2.3]).
Let S∗(q, χ) denote either Sitj (q, χ) or Sk(q, χ), the vector space of Maass (resp. holomor-

phic) cusp forms of level q, central character χ and spectral parameter tj (resp. weight k).
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There is a natural embedding f 7→ φf of S∗(q, χ) in the space of automorphic forms. We
have in particular for f ∈ S∗(q, χ) that

(6.5) y
k
2 f(x+ iy) = φf ((

y x
1 ))

and 〈f, f〉 = ‖φf‖2L2(X), where the Petersson inner product is defined with respect to prob-

ability measure on Γ0(q)\H (for details, see e.g. [KL1, Prop. 12.5]). We continue to write
S∗(q, χ) for the image of this space under the map f 7→ φf despite the abuse of notation.

Let Eit(q, χ) denote the vector space of Eisenstein series of level q, central character χ and
spectral parameter t, as in [Y2, §8.1]. As with cusp forms, the space Eit(q, χ) embeds in the
space of automorphic forms by E 7→ φE . The second author defined a formal inner product
〈·, ·〉formal on Eit(q, χ) in loc. cit. by setting 1

4π
〈Ea, Eb〉formal = δab for Eisenstein series attached

to singular cusps a, b, and extending linearly. By chasing definitions in [KL2, §5] and [Y2,
(3.3), Lem. 8.3], one finds that 1

4π
〈E,E〉formal/ν(q) = ‖φE‖2Eis, where ν(q) = [SL2(Z) : Γ0(q)].

If f is an even (resp. odd) weight 0 Maass form or Eisenstein series f of spectral parameter
t, then Theorem 6.1(2a) applies to φf with s = 2it and ǫ = 0 (resp. 1). If f is a weight
k holomorphic cusp form, then Theorem 6.1(2d) applies to φf . Theorem 6.1(2b) and (2c)
pertain to weight 1 Maass forms.

Proof sketch. If π is generic, then φ ∈ π admits a Whittaker-Fourier expansion

φ(g) = φN(g) +
∑

α∈Q×

W (( α 1 )g) ,

where φN(g) =
∫
A/Q

φ(n(x)g) dx and W is a global Whittaker function. By expressing W

in terms of local Whittaker functions Wv and restricting to g = ( y x1 ) × 1fin we derive the
Fourier expansion found in part (1) of Theorem 6.1. From the product over v < ∞ of Wv

one extracts the Hecke eigenvalue λπ. Following [MV, §2.2.2], the canonical norm ‖φ‖2can is
given by a regularized infinite product of local norms on Whittaker models, which leads to
the relation (6.4).

If π∞ is a unitary principal series, the formulas for the Whittaker function W∞ in part
(2) of the Theorem can be derived from the explicit isometry between the induced model
and the Whittaker model given by [MV, (3.10)] and the integral formula [GR, 3.384.9] for
Wλ,µ(z). If π∞ is complementary series or discrete series, then [MV, (3.10)] still intertwines
the induced model and Whittaker model but may no longer be an isometry. In these cases,
we may compute ‖W∞‖2L2(W) by hand using [GR, 7.611.4] for complementary series and using

the definition of Γ(s) for discrete series. �

6.2. Twisting. Let F be a non-archimedean local field, and π an irreducible, admissible,
generic representation of GL2(F ) with central character ωπ. Writing c for the conductor
exponent, we say that π is twist-minimal if c(π) ≤ c(π⊗χ) for all quasi-characters χ of F×.
The following lemma appears in e.g. [BLS, Lem. 1.4] or [CS, Lem. 2.7], and relies principally
on [T, Prop. 3.4].

Lemma 6.2. For all quasi-characters χ of F× we have

c(π ⊗ χ) ≤ max(c(π), c(χ) + c(ωπχ)),

with equality if π is twist-minimal.
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If π is a global automorphic representation of GL2, then we say that π is twist-minimal
at p if the associated local representation is twist-minimal. We say that π is (globally)
twist-minimal if it is twist-minimal at all primes dividing its conductor. In that case, we
have

(6.6) c(π ⊗ χ) = [c(π), c(χ) c(ωπχ)],

where [m,n] denotes lcm(m,n).

6.3. Cusps. Our presentation of cusps and scaling matrices in this subsection is inspired
by [NPS, §3.4.1]. Here we restrict our attention to cusps with respect to Hecke congruence
subgroups Γ0(q). For more general co-compact subgroups of GL+

2 (R), see loc. cit.
The group Γ = SL2(Z) acts transitively on P1(Q) by fractional linear transformations. Let

Γ∞ = {±( 1 n
1 ) : n ∈ Z} be the stabilizer of ∞ in Γ. Thus we may identify

(6.7) P1(Q) ≃ Γ/Γ∞

upon picking the base point of P1(Q) to be ∞.

Definition 6.3. The set of left Γ0(q)-orbits

C(q) := Γ0(q)\Γ/Γ∞

is called the set of cusps of Γ0(q). A cusp a may be identified with a Γ0(q)-orbit in P1(Q)
via the bijection (6.7). The index wa := [StabΓ(a) : StabΓ0(q)(a)] of a cusp a ∈ C(q) is called
the width of a.

The notion of width of a cusp in Definition 6.3 matches the usual geometric intuition:
choosing a fundamental domain Fq for Γ0(q)\H to be a union of translates of the standard
fundamental domain F for Γ\H, the width wa is the number of translates of F that touch a

in Fq. Another description of the width wa is that wa = [Γ∞ : Γ∞ ∩ τ−1Γ0(q)τ ], where τ ∈ Γ
is any representative of a.

Definition 6.4. If τ ∈ Γ represents the cusp a ∈ C(q), then
σa = τ ( wa

1 )

is called a scaling matrix for a.

A scaling matrix for a satisfies σa∞ = a and σ−1
a

StabΓ0(q)(a)σa = Γ∞, but in contrast to
the definition given in [Iw3, (2.15)] does not in general have determinant 1. Note also that the
Definition 6.4 of a scaling matrix is more restrictive than the definition in loc. cit.—Iwaniec’s
definition would allow us to multiply τ on the right by any ( 1 x

1 ), x ∈ R.
For a ∈ C(q) and σa a scaling matrix, a vector φ ∈ S∗(q, χ) or Eit(q, χ) admits a Fourier

expansion at a of the shape

(6.8) φ (σa(
y x
1 )) = (y

k
2 f)|σa(x+ iy) = cφ,a(y) +

∑

n 6=0

ρa(n)

|n|1/2W (ny) e(nx),

where W ∈ W is given by the table in Theorem 6.1(2)and cφ,a(y) is a possibly-zero constant
term. In particular, a classical cusp form f or non-holomorphic Eisenstein series admits a
Fourier expansion of the form (6.8). Sometimes we write ρφ,a(n) or ρf,a(n) for ρa(n) if we
want to emphasize the dependence of ρa on φ or f .

Definition 6.5. The coefficients ρa(n) appearing (6.8) are called the Fourier coefficients of
f at the cusp a and depend on the choice of scaling matrix σa.
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The Fourier coefficients ρa(n) are given in terms of the local Whittaker models at primes
dividing nq (see e.g. [NPS, §3.4.2]). The Fourier coefficients ρa(n) may also be more explicitly
computed in terms of the Hecke eigenvalues λπ(n) and other invariants of π using the Jacquet-
Langlands local functional equations at primes dividing q.

Example. Consider the cusps ∞ and 0, and choose σ∞ = ( 1
1 ) and σ0 = ( −1

q ). Then for a
newvector φ of conductor q we have

(6.9) ρ0(n) = ǫ(π)finρ∞(n),

where ǫ(π)fin is the finite root number of the representation π. It satisfies |ǫ(π)fin| = 1. The
relation (6.9) also follows quickly from [AtLe, Thm. 3(iii)], [Li1, p. 296].

Warning: the coefficients ρa(n) are in general not multiplicative, nor do they even satisfy
the weaker condition ρa(nm)ρa(1) = ρa(n)ρa(m) for pairs of coprime integers m,n.

6.4. Kloosterman sums at arbitrary cusps.

Definition 6.6. Let a, b ∈ C(q) and σa, σb be scaling matrices. The set

Cab = {c > 0 : ( ∗ ∗
c ∗ ) ∈ σ−1

a
Γ0(q)σb}

is called the set of allowed moduli.

Our change in definition of scaling matrices compared to [Iw3] also causes an alteration of
the definition of the set of allowed moduli, as well as the Kloosterman sum discussed below.
As a consequence, the new definition has the advantage that Cab ⊆ N for any cusps a, b.
To help the reader translate between Definition 6.6 and [Iw3], temporarily define CZ

ab
to be

defined as above, and let CIw
ab

be as in [Iw3]. Then CZ
ab

= (wbw
−1
a
)1/2CIw

ab
.

Example. Take a =∞, b = 0, σ∞ = ( 1
1 ), and σ0 = ( −1

q ). Then

C∞0 = {cq : (c, q) = 1, c ≥ 1}.
Let χ be an even Dirichlet character modulo q. For a ∈ C(q) and σa a scaling matrix, let

ua ∈ Γ0(q) be such that σ−1
a
uaσa = ( 1 1

1 ).

Definition 6.7. If a Dirichlet character χ modulo q satisfies χ(ua) = 1, then we say that a
is singular for χ.

Definition 6.8. If a, b are singular cusps for χ, then the sum

(6.10) Sab(m,n; c;χ) =
∑

γ=( a b
c d

)∈Γ∞\σ−1
a Γ0(q)σb/Γ∞

χ(σaγσ
−1
b
)e

(
am+ dn

c

)

is called the Kloosterman sum attached to the cusps a, b.

If |c| 6∈ Cab, then the sum appearing in (6.10) is empty, hence Sab(m,n; c;χ) = 0. Temporar-
ily denote by SZ

ab
the Kloosterman sum appearing in (6.10) and by SIw

ab
the sum appearing in

e.g. [Iw3, (3.13)]. If χ is an even Dirichlet character modulo q, then SZ
ab

and SIw
ab

are related
by

(6.11) SZ
ab
(m,n, c;χ) = SIw

ab
(m,n,

√
waw

−1
b
c;χ).

Example. Take a =∞, b = 0, σ∞ = ( 1
1 ), and σ0 = ( −1

q ). Then (see [KY2, (2.20)])

(6.12) S∞0(m,n; cq;χ) = χ(c)S(qm, n; c).
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6.5. The Bruggeman-Kuznetsov formula. Let

V (q) = Vol (Γ0(q)\H) =
π

3
q
∏

p|q
(1 + p−1),

choose Φ ∈ C∞
c (R>0), χ an even Dirichlet character modulo q, singular cusps a, b, and set

(6.13) K =
∑

c∈Cab

Sab(m,n; c;χ)Φ
(√wa

wb

c
)
.

Define the integral transforms

(6.14) 2πi−kLholΦ(k) =
1

2πi

∫

(1)

2sΓ
(
s+k−1

2

)

Γ
(
k+1−s

2

) Φ̃(s+ 1)(4π
√
|mn|)−sds,

and

(6.15) L±Φ(t) =
1

2πi

∫

(2)

h±(s, t)Φ̃(s+ 1)(4π
√
|mn|)−sds,

where

(6.16) h±(s, t) =
2s

2π2
Γ( s

2
+ it)Γ( s

2
− it)

{
cos(πs/2), ± = +

cosh(πt), ± = −,

and Φ̃(s) =
∫∞
0

Φ(x)xs dx
x

denotes the Mellin transform of Φ.

Theorem 6.9 (Bruggeman-Kuznetsov Formula). Let Φ ∈ C∞
c (R>0) and K be as in (6.13).

We have
K = KMaass +KEis +Khol,

where

(6.17) KMaass =
4π

V (q)

∑

tj

L±Φ(tj)
∑

ǫ=0,1

(±1)ǫ
∑

f∈Bitj (q,χ)
of parity ǫ

ρf,a(m)ρf,b(n),

(6.18) KEis =
4π

V (q)

∫ ∞

−∞
L±Φ(t)

∑

ǫ=0,1

(±1)ǫ
∑

E∈Bit,Eis(q,χ)
of parity ǫ

ρE,a(m)ρE,b(n)dt,

where one takes + in ± (resp. −) if mn > 0 (resp. mn < 0), and

(6.19) Khol =
4π

V (q)

∑

k>0, even

LholΦ(k)
∑

f∈Bk(q,χ)
ρf,a(m)ρf,b(n)

if mn > 0, and Khol = 0 if mn < 0.

Above, B∗(q, χ) denotes any orthonormal basis of S∗(q, χ) with respect to the probability
measure on Γ0(q)\H, and Bit,Eis(q, χ) denotes an orthonormal basis of Eit(q, χ) with respect
to the formal inner product divided by V (q) [PY2, §2.2].

Remark: The above formula is taken from [KY1, Thm. 3.5] and [Y2, (10.2)] (which con-
tains a typo: the factor of 4π on the right hand side should be deleted), but has been
normalized differently in two ways. First, we have defined the Fourier coefficients ρa(n)
using the canonical normalization of archimedean Whittaker models chosen in Theorem
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6.1. One of the consequences of this choice is that ρa(n) = ρa(−n) by definition (the fac-
tor (sgnn)ǫ is naturally part of the archimedean Whittaker function). Explicitly, we have
νa(n) = 2(sgnn)ǫρa(n), where νa(n) is defined by [Iw4, (8.5)]. Secondly, we have chosen
probability measure on Γ0(q)\H to define inner products, whereas most authors choose the
push-forward measure from H. These two choices result in the appearance of the factor of
V (q)
4π

, which is natural, it being the leading constant in Weyl’s law for Γ0(q)\H.

6.6. Explicit choice of basis. Let Hitj (m,χ) be the (finite) set of cuspidal automorphic
representations π with conductor c(π) = m, finite order central character ωπ = χ, and
π∞ ≃ π(αitj sgnǫ, α−itj sgnǫ). One may alternatively (and equivalently) take Hitj (m,χ) as
in [PY2, §2.1] to be the set of cuspidal Hecke-Maass newforms of level m, spectral parameter
tj , and central character χ.

Similarly, let Hk(m,χ) be the (finite) set of cuspidal automorphic representations π with
c(π) = m, finite order ωπ = χ and π∞ ≃ σ(χ1, χ2) with χ1χ

−1
2 = αs sgnm for some s−m ∈

1 + 2Z≥0 satisfying s+ 1 = k. One may also just as well take Hk(m,χ) as in [PY2, §2.1] to
be the set of cuspidal holomorphic newforms of level m, weight k, and central character χ.
All statements that follow involving H∗(m,χ) will hold equally well with either definition.

Finally, let Hit,Eis(m,χ) be the (finite) set of pairs (µ1, µ2) of unitary Hecke characters
of Q such that the global principal series representation π = π(µ1, µ2) (see e.g. [B, §3.7])
has c(π) = m, µ1µ2 = χ of finite order, and π∞ ≃ π(αit sgnǫ, α−it sgnǫ). One may also take
Hit,Eis(m,χ) to be the set of newform Eisenstein series of level m and character χ as defined
in [PY2, §2.2]. Using the notation of loc. cit. §2.2, the bijection between these two definitions
for Hit,Eis(m,χ) is given by

(µ1, µ2) 7→ Eχ1,χ2(z, 1/2 + it),

where χ1 and χ2 are the primitive Dirichlet characters corresponding to χ1 = µ1|Ẑ× and
χ2 = µ1|Ẑ×. Either definition will make sense in what follows.

If χ = 1 is trivial, we may use the shorthand H∗(m) := H∗(m, 1), as well as the shorthand
H∗ :=

⋃
mH∗(m), where ∗ = itj , k, or it,Eis.

For (π, V ) a cuspidal representation of conductor m and central character ωπ, write

πK0(mℓ) = {φ ∈ V : π(g)φ = ωπ(g)φ for all g ∈ K0(mℓ)}.
The set of fixed vectors πK0(mℓ) is also called an oldclass in the classical terminology, i.e.

S∗(ℓ, f, χ) = πK0(mℓ), via f 7→ φf ,

where S∗(ℓ, f, χ) was the notation used in [PY2, (2.5)].
As a first step in the construction of an orthonormal basis for S∗(q, χ), observe that forms

φ ∈ S∗(q, χ) that generate distinct irreducible cuspidal automorphic representations are
necessarily orthogonal to each other. Thus, we have the orthogonal direct sum

(6.20) S∗(q, χ) =
⊕

mℓ=q

⊕

π∈H∗(m,χ)

πK0(mℓ).

By (6.20), the problem of choosing an orthonormal basis for S∗(q, χ) reduces to choosing
orthonormal bases for the oldclasses πK0(mℓ).

Write φd for the function g 7→ φ(( d 1 )g) with ( d 1 ) ∈ GL2(R) →֒ GL2(A) in the first
position. If φ is a newvector for π of conductor m, we have by Atkin-Lehner-Li theory that

(6.21) πK0(mℓ) = span{φd : d | ℓ}.
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We write an orthonormal basis B(ℓ, π) for πK0(mℓ) in the coordinates (6.21) as

B(ℓ, π) = {φ(δ) =
∑

d|ℓ
xδ(d)φd : δ | ℓ}

for some choice of coefficients xδ(d). Thus an orthonormal basis for S∗(q, χ) is given by

B∗(q, χ) =
⋃

mℓ=q

⋃

π∈H∗(m,χ)

{φ(δ) : φ newvector for π, δ | ℓ}.

Taking the Fourier expansion of the newvector φ at ∞ as in Theorem 6.1, we have that the
Fourier coefficients at infinity of the forms φd and φ

(δ) are related by

(6.22) ρφd(n) = d1/2ρφ(n/d), and ρφ(δ)(n) =
∑

d|ℓ
d1/2xδ(d)ρφ(n/d),

where if n/d is not an integer, we interpret ρφ(n/d) = 0. Since ρφ(n) are directly related to
Hecke eigenvalues via (6.4), we also define

(6.23) λ(δ)π (n) =
∑

d|ℓ
d1/2xδ(d)λπ(n/d),

where likewise λπ(n/d) = 0 if n/d is not an integer. Note that we have ρφ(δ)(n) = ρφ(1)λ
(δ)
π (n).

We denote by ǫ(π)−1 the parity of π (in line with Iwaniec’s notation T−1 for the involution

f(z) 7→ f(−z) on Hecke-Maass forms). Lastly, we set ǫ
(±)
π = (±1)ǫ(π)−1ǫ(π)fin, where ǫ(π)fin

was defined in (6.9). With these notations we have the following.

Theorem 6.10 (Explicit Bruggeman-Kuznetsov Formula for cusps∞, 0). Let Φ ∈ C∞
c (R>0).

We have

(6.24) K =
∑

(c,q)=1

χ(c)S(qm, n; c)Φ(q1/2c) = KMaass +KEis +Khol,

with notation as follows. We have

(6.25) KMaass =
4π

V (q)

∑

tj

L±Φ(tj)
∑

ℓr=q

∑

π∈Hitj
(r,χ)

ǫ
(±)
π

L ∗
π (1)

∑

δ|ℓ
λ
(δ)

π (|m|)λ(δ)π (|n|),

(6.26) KEis =
4π

V (q)

∫ ∞

−∞
L±Φ(t)

∑

ℓr=q

∑

π∈Hit,Eis(r,χ)

ǫ
(±)
π

2πL ∗
π (1)

∑

δ|ℓ
λ
(δ)

π (|m|)λ(δ)π (|n|)dt,

where one takes + in ± (resp. −) if mn > 0 (resp. mn < 0), and

(6.27) Khol =
4π

V (q)

∑

k>0, even

LholΦ(k)
∑

ℓr=q

∑

π∈Hk(r,χ)

ǫ(π)fin
L ∗
π (1)

∑

δ|ℓ
λ
(δ)

π (|m|)λ(δ)π (|n|)

if mn > 0, and Khol = 0 if mn < 0.

There are various choices of basis for πK0(mℓ) in the literature (see e.g. [ILS] [PY1] [BM]),
and it is not clear that there is any canonical choice for general level. Let ξδ(d) be the
coefficients defined in [P2, Prop. 7.1]. The choice xδ(d) = ξδ(d) defines an orthonormal basis
{φ(δ) : δ | ℓ} for πK0(mℓ) (see [SPY, Thm. 3.2] for a nice proof that avoids the Rankin-Selberg
method). The coefficients ξδ(d) are given in terms of the divisors of d and δ and the Hecke
eigenvalues of π. Inspecting the definition of ξδ(d), one deduces the following lemma.
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Lemma 6.11. The coefficients ξδ(d) enjoy the following properties:

(1) The coefficients ξδ(d) are supported on d|δ.
(2) The function ξδ(d) is jointly multiplicative in δ, d.
(3) We have ξδ(d)≪ (δd)ε.

As a consequence of Lemma 6.11(1), the λ
(δ)
π (n) associated to ξδ(d) (see (6.23)) is jointly

multiplicative in δ, n since it is the Dirichlet convolution of jointly multiplicative functions.
The coefficients ξδ(d) also give an orthonormal basis in the case of the Eisenstein series
(see [Y2, §8] for details).

7. Tools from analytic number theory

7.1. Gauss sums. We will need estimates for Gauss sums of non-primitive Dirichlet char-
acters.

Lemma 7.1. Let χ be a Dirichlet character modulo q, induced by the primitive character χ′

modulo q′. For n ∈ Z, let

τ(χ, n) =
∑

x (mod q)

χ(x)eq(nx).

Then

(7.1) τ(χ, n) = τ(χ′)
∑

d|(n,q/q′)
d χ′
(n
d

)
χ′
( q

dq′

)
µ
( q

dq′

)
.

In particular, τ(χ) = τ(χ, 1) = µ(q/q′)χ′(q/q′)τ(χ′). Moreover, if χ is any Dirichlet char-
acter modulo q, induced by χ′ modulo q′ (including the trivial character with q′ = 1), we
have

(7.2) |τ(χ, n)| ≤ (q′)1/2
(
n,
q

q′

)
.

Remark. [IK, Lem. 3.2] is relevant but has misprints, so we have included a proof.

Proof. By Möbius inversion,

τ(χ, n) =
∑

d| q
q′

µ
( q

dq′

)
χ′
( q

dq′

) ∑

y (mod q′d)

χ′(y)eq′d(ny).

Changing variables y → y+ q′ shows that the inner sum over y vanishes unless d|n, in which
case the sum over y is a Gauss sum for χ′ repeated d times. It is well-known that

∑

y (mod q′)

χ′(y)eq′(my) = χ′(m)τ(χ′),

valid for all m ∈ Z. This gives (7.1). Finally, (7.2) follows easily from (7.1). �

Corollary 7.2. Suppose χ is a character of prime power modulus q = pβ, β ≥ 1 and
conductor q′. Let n be an integer. Then τ(χ)τ(χ, n) = 0 except when the following conditions
hold:

(1) If q′ = q and (n, q) = 1.
(2) If q′ = 1 and q = p.

Proof. If 1 < q′ < q, then τ(χ) = 0. If q′ = q, then τ(χ, n) = 0 unless (n, q) = 1. If q′ = 1
then τ(χ) = S(1, 0; q), which vanishes unless q = p. �
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7.2. Approximate functional equation for a divisor function times a character.

There are various ways to solve a shifted convolution/divisor problem, including the circle
method, the delta symbol method, and via inner products with Poincare series. Here we
prove a generalized form of [Y1, Lem. 5.4], which will be convenient for our purposes.

Lemma 7.3. Let χ be a primitive Dirichlet character modulo q. Let G(s) be an even entire
holomorphic function with rapid decay in vertical strips, satisfying G(0) = 1 (e.g. G(s) =
exp(s2)). Then

(7.3) τ(n)χ(n) =
2

τ(χ)

∞∑

c=1

χ(c)

c
f
( c√

n

) ∑∗

r (mod cq)

χ(r)ecq(nr),

where

f(x) =
1

2πi

∫

(1)

x−2sL(1 + 2s, χ0,q)
G(s)

s
ds,

and where χ0,q denotes the trivial character modulo q.

Remarks.

(1) The proof of Lemma 7.3 gives an even more general formula than (7.3).
(2) It turns out to be highly convenient that c runs over integers coprime to q.
(3) It is not hard to check that f(x) is smooth for x > 0, and satisfies the bound

(7.4) xjf (j)(x)≪j,ε,A
x−εqε

(1 + x)A
.

Proof. For Dirichlet characters χ1, χ2 to moduli q1, q2 respectively, define

λχ1,χ2(n, s) :=
∑

ab=n

χ1(a)χ2(b)
( b
a

)s− 1
2
,

where the notation matches that in [Y2]. Observe χ(n)τ(n) = λχ,χ(n, 1/2), and note the
functional equation

(7.5) λχ1,χ2(n, 1− s) = λχ2,χ1(n, s).

Now suppose χ1, χ2 are primitive, and observe that

λχ1,χ2(n, s) =
ns−

1
2

τ(χ2)

∞∑

c=1

χ1(c)

c2s

∑

r (mod cq2)

χ2(r)ecq2(nr),

by splitting the sum over r into residue classes modulo q2. Next we factor out a = gcd(c, r)
and change variables c→ ac and r → ar, giving

(7.6) λχ1,χ2(n, s) =
ns−

1
2

τ(χ2)
L(2s, χ1χ2)

∞∑

c=1

χ1(c)

c2s

∑∗

r (mod cq2)

χ2(r)ecq2(nr).

Consider
1

2πi

∫

(1)

λχ1,χ2(n, s+
1
2
)
G(s)

s
ds.

Shifting the contour to Re(s) = −1, applying (7.5), and changing variables s→ −s gives

(7.7) λχ1,χ2(n, 1/2) =
1

2πi

∫

(1)

λχ1,χ2(n, s+
1
2
)
G(s)

s
ds+

1

2πi

∫

(1)

λχ2,χ1(n, s+
1
2
)
G(s)

s
ds.
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Since both χ1, χ2 are primitive, we may insert (7.6) into the two integrals. The first term in
(7.7) then equals

1

τ(χ2)

∞∑

c=1

χ1(c)

c

∑∗

r (mod cq2)

χ2(r)ecq2(nr)f
( c√

n

)
.

where

f(x) =
1

2πi

∫

(1)

x−2sL(1 + 2s, χ1χ2)
G(s)

s
ds,

and the second term is similar. The lemma then follows, taking χ1 = χ, χ2 = χ. �

7.3. The large sieve inequality. Let us denote by

(7.8)

∫

∗≤T
any of

∑

|tj |≤T
,
∑

k≤T
, or

∫

|t|≤T
dt

according to whether ∗ = itj , k, or it,Eis.

Lemma 7.4 (Spectral large sieve). For any sequence of complex numbers an, we have
∫

∗≤T

∑

π∈H∗(q)

∣∣∣
∑

n≤N
anλπ(n)

∣∣∣
2

≪ε (T
2q +N)(qTN)ε

∑

n≤N
|an|2.

Proof. The spectral sum on the left hand side is estimated by [DI, Thm. 2], but with weights
L ∗
π (1)

−1. These weights may be absorbed into the factor (qT )ε on the right hand side. �

7.4. Additional spectral bounds.

Lemma 7.5. Suppose (q1, q2) = 1 and (n, q1q2) = 1. Then

(7.9)
∑

|tj |≤T

∑+

ψ (mod q2)

∑

π∈Hitj
(q1q2,ψ)

|λπ(n)|2 ≪ (T 2q1q
2
2 + n1/2q

1/2
2 )(nTq1q2)

ε,

where the + indicates that the sum runs over even Dirichlet characters ψ.

Remarks. The case q1 = q2 = 1 can be found in [Mo, Lem. 2.4], and the case q2 = 1
is a special case of [BM, Lem. 12]. The idea is to use the Bruggeman-Kuznetsov formula
together with the Weil bound. We have not stated the analogous bounds for holomorphic
forms or Eisenstein series, since these cases follow immediately from |λf(n)| ≤ τ(n) which is
Deligne’s bound in the holomorphic case, and directly established for Eisenstein series.

Proof. Weighting by L ∗
π (1) and extending the newforms to an orthogonal basis of Sitj (q1q2, ψ)

in an arbitrary way, we have by (6.3), (6.4) and positivity that the left hand side of (7.9) is

(7.10) ≪ (q1q2T )
o(1)

∑

|tj |≤T

∑+

ψ (mod q2)

∑

φ∈Bitj (q1q2,ψ)
|ρφ(n)|2.

Next we extend the sum over tj in (7.10) to the whole spectrum and insert the following
smooth weights. To capture tj ≪ (Tq1q2)

ε, we attach the weight function hV (t) = (t2 +
1/4) exp(−t2/V 2), with V = (Tq1q2)

ε to the spectrum. For tj ≫ (Tq1q2)
ε we attach a

sum of weights of the form hU,V (t) =
∑

± exp(−(±t − U)2/V 2), with (Tq1q2)
ε ≪ U ≪ T
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and V = U1−ε. We then apply the Bruggeman-Kuznetsov formula, showing that (7.10) is
bounded by a sum of expressions of the form

∑+

ψ (mod q2)

(UV q1q2 + q1q2Kψ)(q1q2T )
ε,

where

Kψ =
∑

c≡0 (mod q1q2)

c−1Sψ(n, n; c)B
(4πn

c

)
, Sψ(m,n; c) =

∑

y (mod c)

ψ(y)ec(ym+ yn),

and B(x) is the Bessel transform of either hV or hU,V that appears in the Bruggeman-
Kuznetsov formula (see [Iw4, (9.10)]).

For a spectral weight function of the type hU,V , Jutila and Motohashi [JM2] showed the
bound B(x) ≪ x−1/2U2 for x ≫ U2+ε, and that B(x) is very small otherwise. For the
case of hV , one may also easily show two crude bounds as follows. One simple bound

is B(x) ≪ V 4, using the easy bound |J2it(x)|
cosh(πt)

≪ 1 and which follows from the integral

representation [GR, 8.411.4]. Hence B(x) ≪ V 4 ≪ V (q1q2T )
ε. We also claim B(x) ≪ xV C

for some fixed C > 0, which can be derived by shifting contours to the line Re(2it) = 1,
in the integral representation [Iw4, (9.10)], and bounding the integral trivially (one can find
more details in [PY2, Pf. of Lem. 10.2]). Altogether, we derive the bound

(7.11) B(x)≪ (q1q2T )
εmin

(
V,

x

V

)
,

valid for both classes of test functions hU,V or hV .
It suffices to bound the contribution from Kψ. We have

K :=
∑′

ψ (mod q2)

Kψ =
∑

c≡0 (mod q1q2)

c−1B
(4πn

c

) ∑

ψ (mod q2)

1
2
(1 + ψ(−1))

∑

y (mod c)

ψ(y)ec(yn+ yn).

The sum over ψ detects the condition y ≡ ±1 (mod q2), giving

K = 1
2
ϕ(q2)

∑

±

∑

c≡0 (mod q1q2)

c−1B
(4πn

c

) ∑

y (mod c)
y≡±1 (mod q2)

ec(yn+ yn).

Write c = c1c2 where c2|q∞2 and (c1, q2) = 1. We claim

(7.12)
∑

y (mod c)
y≡±1 (mod q2)

ec(yn+ yn)≪ τ(c1)c
1/2
1 (n, c1)

1/2 c2
q2
,

as we now show. The sum (7.12) factors as S1S2 where

S1 =
∑∗

y (mod c1)

ec1(ync2 + ync2), S2 =
∑

y (mod c2)
y≡±1 (mod q2)

ec2(ync1 + ync1).

By a trivial bound, we have S2 ≪ c2
q2
, while S1 = S(nc2, nc2; c1) is the usual Kloosterman

sum. The Weil bound completes the proof of the claim.
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Therefore, we have

K ≪
∑

c2≡0 (mod q2)
c2|q∞2

∑

c1≡0 (mod q1)
(c1,q2)=1

c
−1/2+ε
1 (n, c1)

1/2
∣∣∣B
(4πn
c1c2

)∣∣∣≪ n1/2+εq
1/2
2 (q1q2T )

ε

q1q2
,

using (7.11), which completes the proof. �

Theorem 7.6. Suppose q = q1q2 with (q1, q2) = 1 and T ≥ 1. Then

(7.13)
∑

η (mod q2)

∑

|tj |≤T

∑

ℓm=q

(ℓ, q1)
∑

π∈Hitj
(m,η2)

|L(1/2 + it, π ⊗ η)|4 ≪t q1q
2
2T

2(q1q2T )
ε,

with polynomial dependence on t. A similar bound holds true for holomorphic forms, as well
as the Eisenstein series.

Remarks. If q2 = 1, then this is a “standard” fourth moment bound for automorphic
L-functions, which follows from the spectral large sieve inequality (Lemma 7.4). It is thus
the q2-aspect that has novelty. Our proof of Theorem 7.6 eventually reduces the problem to
the case q2 = 1.

To gauge the content of Theorem 7.6, it is helpful to discuss two special cases. First,
suppose that q1 = 1 and q2 = p, prime. The main contribution to (7.13) comes from m = p
and η non-trivial, in which case π⊗η ∈ Hitj (p

2, 1). On such forms the map (π, η)→ π⊗η is
at most two-to-one (see Lemma 7.7 below), the multiplicity arising from a quadratic twist.
Hence Theorem 7.6 follows from the standard fourth moment bound of level p2.

Next consider the case q1 = 1, q2 = p2, with p prime. If m = p2 and η is primitive modulo
p2, then π ⊗ η ∈ Hitj (p

4, 1). Again, the multiplicity of the map (π, η)→ π ⊗ η is bounded,
and the standard level p4 fourth moment bound suffices to estimate the contribution of these
forms to the left hand side of (7.13). Now consider the contribution from η of conductor p.
Consider the typical case that π is twist-minimal with m = p2. Then π ⊗ η ∈ Hitj (p

2, 1),
which is of lower-level than the previous case. On the other hand, the map (π, η) → π ⊗ η
has multiplicity≫ p, seen as follows. Suppose π ∈ Hitj (p

2, η2), and suppose χ has conductor
p. Then πχ := π ⊗ χ ∈ Hitj (p

2, (ηχ)2) and π ⊗ η = πχ ⊗ ηχ, so that there are p− 1 distinct
pairs (πχ, χη) all having the same twisted form π ⊗ η. Luckily, the extra multiplicity is
compensated by the saving in the number of forms of level p2 compared to those of level p4.

Proof. For simplicity of exposition, we only give a proof in the case that q1 = 1 and t = 0.
The generalization to Theorem 7.6 consists of only notational difficulties.

Abusing notation, for the duration of this proof we denote by ̂(Z/qZ)× the group of finite-

order Hecke characters of Q with conductor dividing q. (For intuition, note also that ̂(Z/qZ)×

is naturally isomorphic to the group of Dirichlet characters modulo q.) Define

(7.14) Htw
∗≤T (q) :=

⋃

η∈ ̂(Z/qZ)×

⋃

∗≤T

⋃

m|q
{(π, η) : π ∈ H∗(m, η

2)},

where ∗ is any of itj , k, or it,Eis as in Section 6.6, and ∗ ≤ T denotes either |tj | ≤ T , k ≤ T ,
or |t| ≤ T in each of the three cases of ∗, respectively.

If there exists χ ∈ ̂(Z/qZ)× such that η1χ = η2 and π1 ⊗ χ ≃ π2, then we say that
(π1, η1), (π2, η2) ∈ Htw

∗≤T (q) are twist-equivalent and write (π1, η1) ∼ (π2, η2). The relation
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∼ is an equivalence relation, and thus we may partition Htw
∗≤T (q) into twist classes T ∈

Htw
∗≤T (q)/ ∼. The twist classes also arise naturally as the fibers of the map

Φ : Htw
∗≤T (q)→

⋃

∗≤T
H∗, (π, η) 7→ π ⊗ η.

With the notation defined in (7.8), we therefore have

(7.15)
∑

η∈ ̂(Z/qZ)×

∫

∗≤T

∑

m|q

∑

π∈H∗(m,η2)

|L(1/2, π ⊗ η)|4 =
∑

T ∈Htw
∗≤T (q)/∼

|L(1/2,Φ(T ))|4|T |,

where L(1/2,Φ(T )) = L(1/2, π ⊗ η) only depends on the twist class T .
Note that the automorphic representation Φ(T ) has trivial central character and conductor

dividing q2. We now estimate the size of |T | as well as its conductor in order to show that
whenever the conductor of Φ(T ) is large, then |T | is small to compensate, and vice-versa.

First of all, each twist class T contains a pair (π, η) for which π is twist-minimal at all
primes dividing q, and so we choose such a twist-minimal pair in each T , say (πT , ηT ). By
Lemma 6.2 (i.e. (6.6)) we have for any (π, η) ∈ T
(7.16) c(π ⊗ η) = c(πT ⊗ ηT ) = [c(πT ), c(ηT )

2].

Secondly, to estimate the sizes of the twist classes |T | we have the following estimate.

Lemma 7.7. For an integer n ≥ 1, define flrt(n) to be the largest integer d so that d2|n.
For T ∈ Htw

∗≤T (q)/ ∼ we have

(7.17) |T | ≪
(
flrt(q),

q

c(η2T )

)
qε.

Proof. Since every (η, π) in T is a twist of (ηT , πT ), we have

(7.18) |T | = #{χ ∈ ̂(Z/qZ)× : c(πT ⊗ χ) | q}.
By (6.6), the condition c(πT ⊗χ)|q is equivalent to c(χ) c(η2T χ)|q. Since we now see that |T |
is multiplicative in η and q, and since the bound (7.17) is also, it suffices to prove the lemma
under the assumption that q is a prime power.

We now assume that q = pv, and switch to the conductor exponent, c. For notational
simplicity, replace ηT by η. Note flrt(pv) = p⌊v/2⌋. By the previous discussion, we have
|T | = #{χ : c(χ) + c(η2χ) ≤ v}. There are three classes of χ to consider:

(1) The case c(χ) ≤ c(η2) and c(χη2) = c(η2), the latter condition being automatic if
c(χ) < c(η2). Under this assumption, the condition c(χ)+c(η2χ) ≤ v is equivalent to
c(χ)+c(η2) ≤ v, which in turn implies c(χ) ≤ min(c(η2), v−c(η2)). This last quantity
is always ≤ ⌊v/2⌋, so the number of characters χ satisfying the above hypotheses is
bounded as claimed in the lemma.

(2) The case c(χ) = c(η2) and c(χη2) < c(η2). Such χ are of the form χ = η2χ′ with
c(χ′) < c(η2). Then c(χ) + c(η2χ) = c(χ′) + c(η2), and so the number of χ ∈ T
satisfying the hypotheses of this case is bounded as in the previous case.

(3) The case c(χ) > c(η2). This hypothesis implies that c(χη2) = c(χ), and so c(χ) +
c(η2χ) = 2c(χ). Thus any χ in this case which satisfies c(χ) + c(η2χ) ≤ v also has
c(χ) ≤ ⌊v/2⌋. On the other hand, since c(χ) > c(η2) we also have v ≥ c(χ)+c(η2χ) >
c(χ) + c(η2), so c(χ) < v − c(η2), finishing the proof. �
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Lastly, to control the set Htw
∗≤T (q)/ ∼ we will use that it is in bijection with the image

Φ(Htw
∗≤T (q)) of Φ. The conductors of the forms σ ∈ Φ(Htw

∗≤T (q)) are then given by (7.16).
The above three facts, along with the spectral large sieve inequality (Lemma 7.4) will

suffice to finish the proof of Theorem 7.6. To implement them, we must parametrize the
possible values of c(ηT )

2, c(η2T ), and c(πT ) that may occur as T runs over Htw
∗≤T (q)/ ∼. We

thus write the right hand side of (7.15) as

(7.19)
∑

r|q

∑′

d|r

∑

m|q
d|m

∑

T :c(ηT )=r
c(η2T )=d
c(πT )=m

|L(1/2,Φ(T ))|4|T |,

where the ′ on the sum over d indicates that there are some extra constraints on the param-
eters r and d, which we now explicate for later use.

A character η ∈ ̂(Z/qZ)× of conductor r factors over places η =
∏

p ηp, where each

ηp : Z×
p → C× and c(η) =

∏
p|r p

cp(ηp). For p odd, cp(ηp) = cp(η
2
p) unless cp(ηp) = 1

and ηp is the Legendre symbol. When p = 2, one may similarly check that if c2(η2) = β
with β ≥ 4 then cp(η

2
2) = β − 1. Considering β = 2, 3 separately, we can conclude that

c2(η2)− c2(η22) ∈ {1, 2, 3}. Therefore, the ′ on the sum in (7.19) indicates that the sum runs
over those d | r such that there exists k ∈ {1, 2, 3} and an odd square-free integer r′ such
that r/d = 2kr′ and (d, r′) = 1.

By positivity, Lemma 7.7, and (7.16) we have that the sum in (7.15) is

≪ qε
∑

r|q

∑′

d|r

∑

m|q
d|m

(flrt(q),
q

d
)

∫

∗≤T

∑

σ∈H∗([m,r2])

|L(1/2, σ)|4.

Now we are in a position to apply the spectral large sieve Lemma 7.4 (more precisely, the
special case q2 = 1 of Theorem 7.6), giving that (7.15) is

(7.20) ≪ T 2(qT )ε
∑

r|q

∑′

d|r

∑

m|q
d|m

(flrt(q),
q

d
)[m, r2]≪ qT 2(qT )ε

∑

r|q

∑′

d|r

(flrt(q)d, q)

d

r2

(q, r2)
.

Our goal is to show that this is ≪ (qT )2+ε, so it suffices to show that the innermost double
sum in (7.20) is ≪ q1+ε, and since both sides are multiplicative, it suffices to show it when
q is a prime power, which we now assume. If q is odd, then the conditions indicated by the
′ imply that either d = r, or r is a prime and d = 1. In the case that d = r, observe that

r
(flrt(q)r, q)

(r2, q)
= [flrt(q), r],

which implies the desired bound. The desired bound ≪ q is even easier to check in the case
that r is a prime and d = 1. If p = 2 then one uses that r2

d
| 8r along with the previous

reasoning to obtain the desired bound. �

8. Harmonic analysis steps

We now begin the proof of Theorem 1.5. The sequence of steps used in the proof is
motivated in Section 1.4. Let

S(χ, h) =
∑

n

τ(n + h)χ(n+ h)χ(n)
∑

n1n2=n

w(n1, n2, h),
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with w(x, y, z) as in Section 1.3, which in particular satisfies (1.13), and has support on
r ≪ N . We also recall that χ is primitive modulo q.

8.1. Approximate functional equation. Applying Lemma 7.3 to S(χ, h), we obtain
(8.1)

S(χ, h) =
2

τ(χ)

∑

c

χ(c)

c

∑∗

r (mod cq)

χ(r)ecq(hr)
∑

n1,n2

ecq(n1n2r)χ(n1n2)w(n1, n2, h)f
( c√

n1n2 + h

)
.

8.2. Poisson summation.

Lemma 8.1. We have

(8.2) S(χ, h) =
∑

(c,q)=1

2

c2q2

∑

n1,n2∈Z
I(c, n1, n2, h)S(hq,−n1n2q; c)Tχ(h, cn1, cn2),

where

(8.3) I(y, t1, t2, h) =

∫ ∞

0

∫ ∞

0

w(x1, x2, h)f
( y√

x1x2 + h

)
eyq(−x1t1 − x2t2)dx1dx2,

and

(8.4) Tχ(h,m, n) =
∑∗

x,y (mod q)

χ(x+ h)χ(x)eq(mxy + ny).

Remark. By integration by parts, and using (7.4) it is easy to see that for r ≪ N ,

(8.5)
∂k+j1+j2+ℓ

∂yk∂tj11 ∂t
j2
2 ∂r

ℓ
I(y, t1, t2, r)≪k,j1,j2,ℓ,A1,A2,ε

N1+εy−k|t1|−j1|t2|−j2r−ℓy−εqε

(1 + y2

N
)A1(1 + |t1|N1

yq
)A2(1 + |t2|N2

yq
)A2

,

where A1, A2 > 0 may be taken to be arbitrarily large.

Proof. Consider a sum of the form

V =
∑

n1,n2

ecq(n1n2r)χ(n1n2)W (n1, n2),

where W is smooth of compact support, and (r, cq) = (c, q) = 1. We split the sum into
arithmetic progressions modulo cq and apply Poisson summation, giving

(8.6) V =
1

c2q2

∑

n1,n2

A(n1, n2, c, q, χ)I(n1, n2),

where
A(n1, n2, c, q, χ) =

∑

x1,x2 (mod cq)

χ(x1x2)ecq(x1x2r + x1n1 + x2n2),

and

I(n1, n2) =

∫ ∞

0

∫ ∞

0

W (x1, x2)ecq(−x1n1 − x2n2)dx1dx2.

By the Chinese remainder theorem, we have

A(n1, n2, c, q, χ) = Aq(n1, n2, χ)Ac(n1, n2),

where
Aq(n1, n2, χ) =

∑

x1,x2 (mod q)

χ(x1x2)eq(x1x2cr + n1cx1 + n2cx2),
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and

Ac(n1, n2) =
∑

x1,x2 (mod c)

ec(x1x2qr + n1qx1 + n2qx2) = cec(−n1n2rq).

Now we insert into (8.1) the formula (8.6) and subsequent evaluations, obtaining

S(χ, h) =
2

τ(χ)

∑

c

χ(c)

c2q2

∑∗

r (mod cq)

χ(r)ecq(hr)
∑

n1,n2

Aq(n1, n2, χ)ec(−n1n2rq)I(c, n1, n2, h).

Next we evaluate the r-sum, that is

B(n1, n2, c, q, χ) :=
∑∗

r (mod cq)

χ(r)ecq(hr)Aq(n1, n2, χ)ec(−n1n2rq).

By the Chinese Remainder Theorem, we have

B(n1, n2, c, q, χ) = Bc(n1, n2)Bq(n1, n2, χ),

where

Bc(n1, n2) =
∑∗

r (mod c)

ec(hrq − n1n2rq) = S(hq,−n1n2q; c),

and

Bq(n1, n2, χ) =
∑∗

r (mod q)

χ(r)eq(hrc)
∑

x1,x2 (mod q)

χ(x1x2)eq(x1x2cr + n1cx1 + n2cx2).

Evaluating the r-sum with Lemma 7.1, we obtain

Bq(n1, n2, χ) = τ(χ)χ(c)
∑

x1,x2 (mod q)

χ(x1x2 + h)χ(x1x2)eq(n1cx1 + n2cx2).

By a simple change of variables, we have Bq(n1, n2, χ) = τ(χ)χ(c)Tχ(h, cn1, cn2), which
completes the proof. �

8.3. Estimation of zero frequency terms. We begin with an elementary bound.

Lemma 8.2. Suppose that M ≥ 1 and w = wM satisfies

xjw(j)(x)≪j

(
1 +

x

M

)−100

.

Then for q 6= 1 we have
∑

m

w(m)S(m, 0; q)≪ (Mq)εmin(M, q).

Proof. By integration by parts, the derivative bounds on w imply that for Re(s) = σ ∈ (0, 2]
the Mellin transform of w satisfies

w̃(s) =

∫ ∞

0

w(x)xs
dx

x
≪σ M

σ|s(s+ 1) . . . (s+ 100)|−1.

By Mellin inversion, we have

∑

m

w(m)S(m, 0; q) =
1

2πi

∫

(2)

w̃(s)
( ∞∑

m=1

S(m, 0; q)

ms

)
ds.
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Note ∞∑

m=1

S(m, 0; q)

ms
= ζ(s)

∑

a|q
a1−sµ(q/a).

The crucial feature is that this Dirichlet series does not have a pole at s = 1, by the Möbius
inversion formula, since q > 1. We may then freely move the contour of integration to either
the ε-line or the (1 + ε)-line, leading to the claimed bound. �

Lemma 8.3. We have
(8.7)

S(χ, h) =
∑

(c,q)=1

2

c2q2

∑

n1,n2 6=0

I(c, n1, n2, h)S(hq,−n1n2q; c)Tχ(h, cn1, cn2)+O
(
N
(h, q)

q
(qN)ε

)
.

Remark. This error term is consistent with (1.14), since

(8.8)
∑

1≤h≪H
h≡0 (mod d)

(h, q)

q
≪ H

q
(Nq)ε.

For simplicity, and since it suffices for our application of Theorem 1.5, we have bounded the
main term trivially, but it could be extracted in explicit form with more work.

Proof. We need to bound the terms in (8.2) with some ni = 0. Recall the bound on I from
(8.5), and also observe that

Tχ(h, 0, n) = S(n, 0; q)
∑∗

x (mod q)

χ(x+ h)χ(x) = S(n, 0; q)S(h, 0; q),

where the x-sum may be evaluated by changing basis to additive characters. Therefore the
contribution to S(χ, h) from n1 = n2 = 0 is

2
∑

(c,q)=1

ϕ(q)

c2q2
I(c, 0, 0, h)S(h, 0; c)S(h, 0; q)≪ N(Nq)ε

(h, q)

q
.

Similarly, the contribution from n1 = 0 and n2 6= 0 is

2
∑

(c,q)=1

S(h, 0; c)S(h, 0; q)

c2q2

∑

n2 6=0

I(c, 0, n2, h)S(n2, 0; q).

Using Lemma 8.2 and (8.5), we deduce
∑

n2 6=0

I(c, 0, n2, h)S(n2, 0; q)≪ (Nq)εN min
( cq
N2

, q
)
.

Therefore the contribution to S(χ, h) from n1 = 0 and n2 6= 0 is

≪ N(Nq)ε
(h, q)

q

∑

c

(h, c)

c2

(
1 +

c2

N

)−A
min

(
1,

c

N2

)
≪ N1

(h, q)

q
(Nq)ε.

Since N1 ≪ N , this is even better than the claimed bound that arose from n1 = n2 = 0. By
a symmetry argument, a similar bound holds for the terms with n2 = 0 and n1 6= 0. �

At this point, we pause to record a crude bound for S(χ, h). Using the trivial bound
|Tχ(h, cn1, cn2)| ≤ q2, the Weil bound for Kloosterman sums, and the bound (8.5) on I, we
deduce from Lemma 8.3:
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Corollary 8.4. We have

S(χ, h)≪ q2N3/4(qN)ε +N
(h, q)

q
(qN)ε

Remarks. When q = 1, this corresponds to the classical N3/4+ε error term for the smoothed
shifted divisor problem, which follows from the Weil bound (e.g. see [DFI, Thm. 1]).

We emphasize that the arithmetical conditions on d, h, q appearing in the statement of
Theorem 1.5 have not been used yet (though the archimedean condition h≪ N was used in
(8.5)) .

This bound is trivial for q ≫ N1/8, while the reader may recall that for Theorem 1.4, we
need N ≪ q. Naturally, our next aim will be to improve this bound by proving a non-trivial
bound on Tχ. An optimistic guess is that Tχ is O(q1+ε) in a suitable average sense. If true,
this would only improve the error term q2N3/4 to qN3/4, which is still trivial for q ≫ N1/4,
so more advanced techniques will be necessary.

8.4. Properties of Tχ. Recall that Tχ was defined by (8.4). First observe the symmetry

(8.9) Tχ(h,m, n) = Tχ(h, n,m).

Suppose that χ = χ1χ2 with χj modulo qj with (q1, q2) = 1. The Chinese remainder theorem
gives

(8.10) Tχ(h,m, n) = Tχ1(h,mq2, nq2)Tχ2(h,mq1, nq1).

So far the conditions d|q, q3|d2, and h ≡ 0 (mod d) appearing in Theorem 1.5 have not
been used. In the next lemma, we give a simplification of Tχ under the assumption q|d2
(whence q|h2), which is weaker than the condition q2|d3 (whence q2|h3) that will be used
later. We write

hq = (h, q).

Lemma 8.5. Suppose q|h2. If q|h then

(8.11) Tχ(h,m, n) = S(m, 0; q)S(n, 0; q).

If vp(h) < vp(q) for each p|q, then Tχ(h,m, n) = 0 unless hq|(m,n). In that case, we have

(8.12) Tχ(h,m, n) = h2qKl3

(
ℓχ
h

hq
,
m

hq
,
n

nq
;
q

hq

)
,

where Kl3(a, b, c; q) is the hyper-Kloosterman sum defined by

Kl3(a, b, c; q) =
∑

x,y,z (mod q)
xyz≡1 (mod q)

eq(ax+ by + cz),

and for ℓχ a certain integer with (ℓχ, q) = 1.

Remarks.

• The two cases considered in Lemma 8.5, along with (8.10), are enough to completely
evaluate Tχ (see Corollary 8.6 below).
• The integer ℓχ appearing in Lemma 8.5 is such that when q | h2q we have χ(1+hqt) =
eq/hq(ℓχt) for all t ∈ Z. Warning: there is some subtlety involved in passing from the
locally defined ℓχ appearing in Lemma 2.1 to the global ℓχ defined here.
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Proof. If q|h, then (8.11) is immediate from (8.4).
Next suppose that 1 ≤ vp(h) < vp(q) for all p|q. Since q|h2, we have χ(1+hu)χ(1+hv) =

χ(1 + h(u+ v)), which means χ(1 + hu), as a function of u, is an additive character modulo
q/hq. Therefore, there exists an integer ℓχ so that χ(1+ hu) = eq/hq(ℓχh

′u), where h = h′hq.
Since χ is primitive, and q/hq shares the same set of prime factors as q, then (ℓχ, q) = 1. In
particular, χ(x+ h)χ(x) = χ(1 + hx) = eq/hq(ℓχh

′x), and so

Tχ(hqh
′, m, n) =

∑∗

x (mod q)

∑∗

y (mod q)

eq/hq(ℓχh
′x)eq(mxy + ny).

Changing variables x→ x + q
hq

shows the sum vanishes unless hq|m, in which case it is the

same sum repeated hq times. The same argument with y shows it vanishes unless hq|n, and
then gives (8.12). �

Corollary 8.6. Let notation and assumptions be as in Lemma 8.5. Write q = q1q2 where

(8.13) q1 =
∏

p|q
vp(q)≤vp(h)

pvp(q), q2 =
∏

p|q
vp(q)>vp(h)

pvp(q),

so that (q1, q2) = 1. Write χ = χ1χ2 where χj has conductor qj. Let

hq2 = (h, q2), so (h, q) = q1hq2 .

Then Tχ(h, cn1, cn2) = 0 unless hq2 |(n1, n2), in which case

Tχ(hq2h
′, chq2n1, chq2n2) = h2q2S(0, n1; q1)S(0, n2; q1)Kl3

(
ℓχ2h

′, cq1n1, cq1n2;
q2
hq2

)
.

Remark. The factorization of q as q1q2 is very natural, since the q1-part of χ is almost
irrelevant, since χ1(n + h)χ1(n) = 1 for (n, q1) = 1.

Applying Corollary 8.6 to (8.7), with h = h′hq2 and with the replacements ni 7→ hq2ni, we
deduce

(8.14) S(χ, h) =
[ ∑

(c,q)=1

2h2q2
c2q2

∑

n1,n2 6=0

I(c, hq2n1, hq2n2, h
′hq2)S(hq2h

′q,−n1n2h
2
q2
q; c)

S(0, n1; q1)S(0, n2; q1)Kl3

(
ℓχ2h

′, cq1n1, cq1n2;
q2
hq2

)]
+O

(
N
(h, q)

q
(qN)ε

)
.

Again, we pause our analysis to record a simple bound on S(χ, h).

Corollary 8.7. Suppose d|(h, q) with q|d2 and write q = q1q2 as in (8.13). Then

S(χ, h)≪ N3/4 q2
hq2

(qN)ε +N
(h, q)

q
(qN)ε,

and

(8.15) S(χ)≪ (N3/4Hq

d2
+N

H

q
)(qN)ε.

Proof. Smith [Sm, Thm. 6] showed Kl3(a, b, c; q) ≪ q1+ε assuming (a, q) = 1 (of course, the
most difficult case where q is prime and (abc, q) = 1 is due to Deligne [De2, Sommes trig.
§7]). Applying this bound to (8.14), noting that (ℓχ2h

′, q2
hq2

) = 1, easily finishes the proof. �

Remarks.
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• Observe the significant savings of the factor q2
hq2

compared to the optimistic factor of q

in the discussion following Corollary 8.4. This arose in large part from the important
feature that hq2|(n1, n2) (which essentially cancelled against the h2q2 factor in (8.14))
while the modulus of Tχ is greatly reduced to q2/hq2 . We also save a q1-factor from
the boundedness (on average) of Ramanujan sums.
• The bound (8.15) is consistent with our ultimate goal (1.14) when N ≍ q provided
that d ≫ q7/8, which is still a bit too restrictive, since the condition q2|d3 means d
can be as small as q2/3.
• The bound (8.15) is compatible with the discussion in the sketch following (1.18).

8.5. Some properties of Kl3, and application to S(χ, h).

Lemma 8.8. Suppose that q ≥ 1 and a, b, c ∈ Z. Write a = a0a
′, b = b0b

′, c = c0c
′ where

a0b0c0|q∞ and (a′b′c′, q) = 1. Then

Kl3(a, b, c; q) =
1

ϕ(q)

∑

η (mod q)

τ(η, a0)τ(η, b0)τ(η, c0)η(a
′b′c′),

where for n ∈ Z the Gauss sum τ(η, n) was defined in Lemma 7.1.

Proof. The proof is standard, a similar calculation appearing in e.g. [Sm, §2]. �

We apply Lemma 8.8 to (8.14). We already saw in the proof of Corollary 8.7 that
(ℓχ2h

′, q2
hq2

) = 1. To handle n1, n2, we write n1 = n10n
′
1 and n2 = n20n

′
2 where n10n20|q∞2

and (n′
1n

′
2, q2) = 1. These two conditions are equivalent to (n′

1n
′
2, q2/hq2) = 1 and n10n20 |

(q2/hq2)
∞ since by definition (8.13) of q2, the numbers q2 and q2/hq2 have the same set of

prime factors. Thus

Kl3

(
ℓχ2h

′, cq1n1, cq1n2;
q2
hq2

)

=
1

ϕ(q2/hq2)

∑

η (mod q2/hq2 )

η2(q1)τ(η)τ(η, n10)τ(η, n20)η
2(c)η(ℓχ2h

′n′
1n

′
2).

Therefore,

(8.16) S(χ, h) =
( 2h2q2
q2ϕ(q2/hq2)

∑

η (mod q2/hq2 )

η2(q1)η(ℓχ2h
′)

∑

n10,n20|q∞2

τ(η)τ(η, n10)τ(η, n20)

∑

n′
1,n

′
2 6=0

S(0, n′
1; q1)S(0, n

′
2; q1)η(n

′
1n

′
2)K

)
+O

(
N
(h, q)

q
(qN)ε

)
,

where h = h′hq2 and K is shorthand for the following sum of Kloosterman sums:

(8.17) K =
∑

(c,q)=1

I(c, hq2n1, hq2n2, h
′hq2)

c2
S(hq2h

′q,−n1n2h
2
q2
q; c)η2(c),

with ni = ni0n
′
i.
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9. Spectral analysis of the shifted divisor sum

9.1. Set-up for Bruggeman-Kuznetsov. Our next major goal is to apply the Bruggeman-
Kuznetsov formula to K defined by (8.17). We begin with some simplifications. The evalu-
ation of Tχ appearing in Lemma 8.5 used that q|d2, which is a weaker condition than what
is assumed in Theorem 1.5, namely that q2|d3. We will use this stronger assumption now.

Recall that we factor q = q1q2 according to the value of h as in Corollary 8.6, and corre-
spondingly set hq2 = (h, q2) and h = hq2h

′. By the definition of the factorization q = q1q2,
this implies that q1|h′. Recalling that d|h, for p|q2 we have 3vp(hq2) ≥ 2vp(q2), and therefore
h2q2/q2 is an integer. Note the hypothesis (c, q) = 1 from (8.17) and observe

S(hq2h
′q,−n1n2h

2
q2
q; c) = S

(h′
q1
,−n1n2

h2q2
q2
q1 (q2/hq2); c

)
,

using that S(ax, y; c) = S(x, ay; c) for (a, c) = 1.
Another small remark is that the condition (c, q) = 1 in the definition of K is equivalent

to the pair of conditions (c, q1) = 1 and (c, q2) = 1. The latter of these is enforced by the
presence of η2(c), since q2/hq2 has the same prime factors as q2 (by definition of q2). The
condition (c, q1) = 1 can be detected by multiplying (8.17) by the trivial character modulo
q1, which we denote χ0,q1 .

Taking these observations together, we derive that K equals

(9.1)
∑

(c,q)=1

I(c, hq2n1, hq2n2, h
′hq2)

c2
S
(h′
q1
,−n1n2

h2q2
q2
q1 (q2/hq2); c

)
η2(c)χ0,q1(c).

Our next goal is to see that K can be viewed as an instance of K (as in (6.24)), with the
following choices of parameters. The level, say r, is given by

r = q1
q2
hq2

=
q

hq2
=

q

(h, q2)
,

the central character is η2χ0,q1, the pair of cusps is ∞, 0 and m = h′/q1, n = −n1n2h
2
q2
/q2.

Define the weight function Φ(y) = Φ(y, ·) (we temporarily suppress the dependence of Φ on
the other variables) by

(9.2) Φ(y) =
r

y2
I(r−1/2y, t1, t2, h), with ti = hq2ni.

Therefore, K = K as in (6.24), and hence by Theorem 6.10, we haveK = KMaass+KEis+Khol,
where
(9.3)

KMaass =
∑

tj

L±Φ(tj)
∑

ℓm= q
hq2

∑

π∈Hitj
(m,η2)

4πǫ
(±)
π

V (q/hq2)L
∗
π (1)

∑

δ|ℓ
λ
(δ)

π

(h′
q1

)
λ
(δ)

π

(
n10n20|n′

1n
′
2|
h2q2
q2

)
.

and similar formulas hold for KEis and Khol.
Inserting this into (8.16), we correspondingly write

(9.4) S(χ, h) = SMaass(χ, h) + SEis(χ, h) + Shol(χ, h) +O(N
(h, q)

q
(qN)ε).
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9.2. The behavior of the integral transforms. Here we study the analytic behavior of
the integral transforms L±Φ that occur in the Bruggeman-Kuznetsov formula.

Lemma 9.1. For each q ∈ N, let I = I(y, t1, t2, h) be a smooth function on R>0×R2
6=0×R>0

supported on h≪ H ≪ N in the last variable, and satisfying the bounds (8.5) with N1N2 =
N . Let Φ be defined in terms of I by (9.2), which is a function of the variables y, q, h, n1, n2

via the substitutions r = q
hq2

and ti = hq2ni, i = 1, 2. Let us write

|mn| := h′

q1
|n1n2|

h2q2
q2

=
h

q
|n1n2|hq2.

Then, there exists a function H = H±(s, t, t1, t2, h) so that

(9.5) L±Φ(t) =

∫

(σ)

H±(s, t, t1, t2, h)(mn)
−s/2ds,

where H± is holomorphic in s for Re(s/2) > θ, with θ any bound towards the Ramanujan
conjecture. If |t| ≫ (Nq|n1n2|)ε then
(9.6) L±Φ(t)≪A,ε (1 + |t|)−A(Nq|n1n2|)−100.

If |t| ≪ (qN |n1n2|)ε, then for Re(s) > 1 it satisfies the bound

(9.7) H±(s, t, t1, t2, h)≪σ (qN)ε(Nr)
1
2
+σ

2 (1 + |s|)−A
(
1 +
|t1|N1√
Nq

)−A(
1 +
|t2|N2√
Nq

)−A
.

Similarly, there exists a function H = Hhol(s, k, t1, t2, h) that is holomorphic in s for
Re(s) > 0 so that

LholΦ(k) =

∫

(σ)

Hhol(s, k, t1, t2, h)(mn)
−s/2ds,

and satisfies the same bound as (9.7) for Re(s) > 1 when k ≪ (qN |n1n2|)ε. If k ≫
(Nq|n1n2|)ε then

LholΦ(k)≪A,ε k
−A(qN |n1n2|)−100.

Remarks. Since the claimed bounds are the same for the three choices of ±, hol, we may
easily treat these cases in unison. In addition, the assumption that t1, t2 6= 0 is unobjection-
able by the reduction in Lemma 8.3.

Proof. We focus on the case of L± first. Recall that L±Φ(t) is given by (6.15), where

Φ̃(s+ 1) = r

∫ ∞

0

I(r−1/2y, t1, t2, h)y
s−2dy = r

s+1
2

∫ ∞

0

I(y, t1, t2, h)y
s−1dy

y
.

By (8.5), and using that t1t2 6= 0, the function I has rapid decay at 0 and ∞, and so Φ̃ is
entire. One sees that L±Φ has an integral representation of the form (9.5), with

(9.8) H±(s, t, t1, t2, h) =
(4π)−s

2πi
Φ̃(s+ 1)h±(s, t),

where recall h±(s, t) is defined by (6.16). It is easy to check that h±(s, t) is analytic for
Re(s/2) > θ since t ∈ R or −θ ≤ it ≤ θ.

Next we work out bounds on Φ̃. The decay of I(y) from (8.5) means in practice that

y ≪
√
N and y ≫ max( |t1|N1

q
, |t2|N2

q
). For any a, b > 0, and s 6= 1 with Re(s) = σ we have
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|
∫ b
a
ys−2dy| ≤ |s− 1|−1(bσ−1 + aσ−1). Integrating by parts, using the triangle inequality, and

then using this bound, we deduce for any j ≥ 0 that

(9.9) Φ̃(s+ 1)≪j,σ,A
Nr

1
2
+σ

2 (Nq)ε

|(s− 1) . . . (s+ j − 2)|
N

σ−1
2 +max

(
|t1|N1

q
, |t2|N2

q

)σ−1

(
1 + |t1|N1√

Nq

)A(
1 + |t2|N2√

Nq

)A .

For future use, we also record derivative bounds with respect to the other variables, which
leads to the following minor generalization of (9.9), valid for Re(s) = σ > 1:

(9.10) |t1|j1|t2|j2hj3
∂j1+j2+j3

∂tj11 ∂t
j2
2 ∂h

j3
Φ̃(s+ 1, t1, t2, h)

≪j,σ,A
Nr

1
2
+σ

2 (Nq)ε

(1 + |s|)A
N

σ−1
2 +max

(
|t1|N1

q
, |t2|N2

q

)σ−1

(
1 + |t1|N1√

Nq

)A(
1 + |t2|N2√

Nq

)A .

In addition, it is supported on h≪ H .
We also need a bound on h±(s, t). Let d(·, ·) be the distance function on C. Stirling’s

approximation shows that for σ fixed and with d(σ
2
,Z≤0) ≥ 1

100
we have

(9.11) h±(σ + iv, t)≪ (1 + |t+ v
2
|)σ−1

2 (1 + |t− v
2
|)σ−1

2 .

Now it is easy to derive the bound (9.7) by putting together (9.8), (9.9), and (9.11).
It remains to show (9.6). To see this, suppose |t| ≫ (Nq|n1n2|)ε and shift the contour of

integration in (6.15) far to the left. There are poles of h±(s, t) at s/2 ± it = 0,−1,−2, . . . ,
which have |Im(s)| ≍ |t| ≫ (Nq|n1n2|)ε. Since Φ̃(s+1) is small at this height, these residues
give a contribution to L±Φ(t) that are consistent with (9.6). From a trivial bound on the
new line σ with d(σ

2
,Z≤0) ≥ 1

100
, we obtain

L±Φ(t)≪ Nr√
mn

( |t|√ra√
mn

)σ−1

+O(t−A(Nq|n1n2|)−100),

with

a = max
( |t1|N1

q
,
|t2|N2

q

)
.

Here a is temporary shorthand notation not used past (9.12) below.
Note that

(9.12)

√
mn

a
√
r

=

√
|n1n2|

√
h

max(|n1|N1, |n2|N2)
≪

√
n1n2

√
N1N2

max(|n1|N1, |n2|N2)
,

where in the last bound we used h ≪ N = N1N2. If |t| ≫ (qN |n1n2|)ε, we may take σ far
to the left to see that L±Φ(t) is very small, as desired.

Now we quickly treat the holomorphic case. If s = σ+iv with σ fixed and d(k+σ−1
2

,Z≤0) ≥
1

100
, then analogously to (9.11), we have

(9.13)
∣∣∣2s−1Γ(

k
2
+ s−1

2
)

Γ(k
2
− s−1

2
)

∣∣∣≪ |k + iv|σ−1.

An essentially identical method now shows that LholΦ(k) is very small if k ≫ (qN |n1n2|)ε.
�
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9.3. The spectral expansion of S(χ, h). We will mainly focus on SMaass(χ, h).
We apply Lemma 9.1 to the function I defined in (8.3), and insert the result in (9.3) to

derive (with ti = hq2ni, ni = ni0n
′
i)

(9.14) KMaass =
∑

tj

∫

(2+ε)

H±(s, tj, t1, t2, hq2h
′)
( q

h2q2h
′n10n20|n′

1n
′
2|
)s/2

ds

×
∑

ℓm= q
hq2

∑

π∈Hitj
(m,η2)

4πǫ
(±)
π

V (q/hq2)L
∗
π (1)

∑

δ|ℓ
λ
(δ)

π

(h′
q1

)
λ
(δ)

π

(
n10n20|n′

1n
′
2|
h2q2
q2

)
.

Looking back to (8.16), our next goal is to convert the sums over n′
1, n

′
2 to integrals

of Dirichlet series, and to do so we must reduce to positive values of n′
i. We collect the

contributions from the four quadrants of the n′
1, n

′
2 summation by setting for t1, t2 > 0

(9.15) H1(s, t, t1, t2, h) = H+(s, t, t1, t2, h) + η(−1)H−(s, t,−t1, t2, h)
+ η(−1)H−(s, t, t1,−t2, h) +H+(s, t,−t1,−t2, h).

By Mellin inversion there exists a function H2 such that

(9.16) H1(s, t, t1, t2, h) =

∫

u

t−u11 t−u22 h−u3H2(s, t, u1, u2, u3)du,

where we write u = (u1, u2, u3), and which is absolutely convergent for Re(uj) > 0 for all j.
Using (9.10), we have for Re(s) > 1, Re(uj) > 0, and tj ≪ (Nq)ε

(9.17) H2(s, tj , u1, u2, u3)≪ (Nr)
1+σ
2 (Nq)εMα1

1 Mα2
2 Hα3(1 + |s|)−A

3∏

j=1

(1 + |uj|)−A,

where αj = Re(uj), and

(9.18) Mj =

√
Nq

Nj
, j = 1, 2.

Gathering together (8.16), (9.4), (9.14), (9.15), and (9.16) we get

(9.19) SMaass(χ, hq2h
′) =

2h2q2
q2ϕ(q2/hq2)

∑

η (mod q2/hq2 )

η2(q1)η(ℓχ2h
′)
∑

tj

∑

ℓm= q
hq2

∑

π∈Hitj
(m,η2)

4πǫ
(±)
π

V (q/hq2)L
∗
π (1)

∫

u

∫

(2+ε)

( q

h2q2

)s/2 H2(s, u1, u2, u3)

hu1+u2+u3q2 (h′)
s
2
+u3

Z(s, u1, u2; hq2h
′)ds du,

where

(9.20) Z(s, u1, u2; hq2h
′) =

∑

δ|ℓ

∑

n10n20|q∞2

τ(η)τ(η, n10)τ(η, n20)

n
s
2
+u1

10 n
s
2
+u2

20

∑

n′
1,n

′
2≥1

S(0, n′
1; q1)S(0, n

′
2; q1)

(n′
1)

s
2
+u1(n′

2)
s
2
+u2

η(n′
1n

′
2)λ

(δ)

π

(h′
q1

)
λ
(δ)

π

(
n10n20n

′
1n

′
2

h2q2
q2

)
.

For clarity, we recollect the origin of the relevant variable names. Firstly, q and d are
given integers with d|q, q2|d3. For Theorem 1.5, we want to sum over h ≡ 0 (mod d). In our
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analysis so far, without summation over h, we factored q according to h, via q = q1q2 where
q1|h and 1 ≤ vp(h) < vp(q2) for all p|q2.

Our next task is to sum (9.19) over h = hq2h
′ ≡ 0 (mod d) and move the sum over h′

to the inside. To implement this swap of the order of summation, we parametrize over all
factorizations q = q1q2 with (q1, q2) = 1 and all possible values of hq2 satisfying hq2 |q2 with
vp(hq2) < vp(q2) for all p|hq2. Note that these constraints enforce (h, q2) = hq2 , and h ≡ 0
(mod q1). We may also factor d = d1d2 where d1|q1 and d2|q2, and then only sum over hq2
with d2|hq2. In this way, we obtain

(9.21)
∑

h≡0 (mod d)

SMaass(χ, h) =
∑

q1q2=q
(q1,q2)=1

∑

hq2 |q2
vp(hq2 )<vp(q2)

d2|hq2

∑

h′≡0 (mod q1)
(h′,q2)=1

SMaass(χ, hq2h
′).

Caution: the status of hq2 has changed. Prior to (9.21), hq2 was a function of q and h,
whereas now it is only a summation variable constrained by the conditions indicated above.
Thus,

(9.22)
∑

h′≡0 (mod q1)
(h′,q2)=1

SMaass(χ, hq2h
′) =

2h2q2
q2ϕ(q2/hq2)

∑

η (mod q2/hq2 )

η2(q1)η(ℓχ2)
∑

tj

∑

ℓm= q
hq2

∑

π∈Hitj
(m,η2)

4πǫ
(±)
π

V (q/hq2)L
∗
π (1)

∫

u

∫

(2+ε)

( q

h2q2

)s/2H2(s, u1, u2, u3)

hu1+u2+u3q2

Z(s, u1, u2, u3; hq2)ds du,

where

(9.23) Z(s, u1, u2, u3; hq2) =
∑

h′≡0 (mod q1)
(h′,q2)=1

η(h′)Z(s, u1, u2, u3; h
′hq2)

(h′)s/2+u3
.

9.4. Properties of Z and Z. Define

λ∗π(n) =
∑

d|n
|λπ(d)|.

Recalling ℓm = q1
q2
hq2

, where (q1, q2) = 1, write

ℓ = ℓ1ℓ2, m = m1m2, where ℓ1m1 = q1, ℓ2m2 =
q2
hq2

,

and note (ℓ1m1, ℓ2m2) = 1. Recall also that (h′, q2) = 1, q1|h′, that η has modulus q2/hq2,
and that q2 shares the same prime factors as q2/hq2. In Lemma 9.2 below, we will also make
use of the assumptions q22 | d32 and d2 | hq2.

Finally, we mention that π is an automorphic representation/newform of conductor m =
m1m2 and central character η2.

Lemma 9.2. Let Z(s, u1, u2; hq2h
′) be defined by (9.20), initially with Re(s/2 + ui) large,

i = 1, 2. Then Z has a factorization Z = ZgoodZbad, where

Zgood(s, u1, u2; hq2h
′) = L(s/2 + u1, π ⊗ η)L(s/2 + u2, π ⊗ η),
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and for Re(s/2 + ui) ≥ σ/2 > 1/2, i = 1, 2 the series Zbad is holomorphic, and we have

(9.24) Zbad(s, u1, u2; hq2h
′)≪σ (qN)ε(

h′

q1
, ℓ1)

1/2−θq1ℓ1ℓ
1/2
2

( q2
hq2

)3/2
λ∗π

(h′
q1

h3q2
q22

)
.

Proof. To begin, we recall the definition of λ
(δ)
π from (6.23) and the estimate of Lemma

6.11(2), which together with Hecke multiplicativity imply

(9.25) λ(δ)π (n)≪ nε
∑

d|(n,δ)
d1/2|λπ(n/d)| ≤ nε

∑

d|(n,δ)
d1/2λ∗π(n/d).

The function e → λ∗π(e) is approximately sub-multiplicative in the sense that λ∗π(de) ≪ε

(de)ελ∗π(d)λ
∗
π(e). Moreover, λ∗π(d) ≪ dθ+ε ≪ d1/2. These facts imply that the function

d → d1/2λ∗π(n/d) is essentially (i.e. up to a factor dε) monotonically increasing in d. For

example, we may deduce λ
(δ)
π (n) ≪ nε(n, δ)1/2λ∗π(

n
(n,δ)

). This monotonicity property will be

used repeatedly in the proof below.
The Dirichlet series Z = Z(s, u1, u2; hq2h

′) (see (9.20)) factors as follows. Write δ uniquely
as δ = δ1δ2 with δ1|ℓ1 and δ2|ℓ2, and let

h′ = q1h1h
′′, where h1|q∞1 and (h′′, q) = 1.

Then Z = Z0Z1Z2 where

(9.26) Z0(s, u1, u2; h
′′) =

∑

(n1n2,q)=1

η(n1n2)

n
s
2
+u1

1 n
s
2
+u2

2

λπ(h
′′)λπ(n1n2),

Z1(s, u1, u2; h1) =
∑

δ1|ℓ1

∑

n1,n2|q∞1

S(0, n1; q1)S(0, n2; q1)

n
s
2
+u1

1 n
s
2
+u2

2

η(n1n2)λ
(δ1)

π (h1)λ
(δ1)

π (n1n2),

and

(9.27) Z2(s, u1, u2; hq2) =
∑

δ2|ℓ2

∑

n1,n2|q∞2

τ(η)τ(η, n1)τ(η, n2)

n
s
2
+u1

1 n
s
2
+u2

2

λ
(δ2)

π

(
n1n2

h2q2
q2

)
.

Let us begin with Z0, for which it is not hard to see that

(9.28) Z0 = λπ(h
′′)
L(q)(s/2 + u1, π ⊗ η)L(q)(s/2 + u2, π ⊗ η)

ζ (q)(s+ u1 + u2)
,

where L(q)(s, π) denotes the L-function L(s, π) with the Euler factors at the primes dividing
q removed.

For Z1, we claim

(9.29) Z1 ≪ (h1q)
ε(h1, ℓ1)

1/2−θq1ℓ1λ
∗
π(h1),

as we now proceed to show. Let σ be such that Re(s/2 + ui) ≥ σ/2 > 1/2. By the first
estimate of (9.25),

(9.30) Z1 ≪ hε1
∑

δ1|ℓ1

∑

n1,n2|q∞1

(n1, q1)(n2, q1)

(n1n2)σ/2−ε

∑

d|(h1,δ1)
e|(n1n2,δ1)

(de)1/2
∣∣∣λπ
(h1
d

)∣∣∣ ·
∣∣∣λπ
(n1n2

e

)∣∣∣.

Since Z1 as well as its claimed upper bound (9.29) are multiplicative, it suffices to show
(9.29) for q1 a prime power.
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In the case that m1 6= 1 we may use |λπ(p)| ≤ 1 for p|m1 (see (6.1)) leading quickly to
(9.29). In the case ℓ1 = q1, we have by positivity the bound d1/2|λπ(h1/d)| ≤ (h1, ℓ1)

1/2λ∗π(h1),
and the bound |λπ(n1n2/e)| ≪ (n1n2/e)

θ+ε towards the Ramanujan conjecture. Currently
any θ > 7/64 is admissible. Since q1 = ℓ1, observe that the summand in (9.30) is maxi-
mized when n1 = n2 = e = δ1 = ℓ1. Bounding all terms by the e = δ1 = ℓ1 term, the

two preceding bounds show Z1 ≪ (h1q)
ε(h1, ℓ1)

1/2ℓ
3/2+θ
1 λ∗π(h1); we then derive (9.29) using

(h1, ℓ1)
1/2ℓ

3/2+θ
1 ≤ (h1, ℓ1)

1/2−θℓ21, since
3
2
+ 2θ ≤ 2.

Next we estimate Z2. We claim

(9.31) Z2 ≪ (qhq2)
ε
( q2
hq2

)3/2
ℓ
1/2
2 λ∗π(h

3
q2/q

2
2).

The Dirichlet series Z2 can be factored into prime powers, provided that we correspondingly
factor h and η; the Gauss sums are multiplicative, up to a root of unity. Since the claimed
bound on Z2 is multiplicative, and so is |Z2|, it suffices to check it when q2 is a prime power.

We will use estimates for the Gauss sums from Section 7.1. Recall in particular from
Corollary 7.2 that the product of Gauss sums τ(η)τ(η, n1)τ(η, n2) vanishes except in the two
cases

(1) η is primitive modulo q2/hq2 and (n1n2, q2) = 1
(2) η is trivial, and q2/hq2 = p, prime.

Case 1) Suppose η is primitive modulo q2/hq2 . Then only the terms n1 = n2 = 1 contribute

to Z2, and we have by the bound (9.25) for λ
(δ)
π (n)

(9.32) Z2 ≪ c(η)3/2qε2
∑

δ2|ℓ2

∑

d|(δ2,
h2q2
q2

)

d1/2λ∗π

(h2q2/q2
d

)
.

Note that ℓ2| q2hq2 and q2
hq2
| h

2
q2

q2
, since we recall q22 | d32 and d2 | hq2. Therefore, the largest

value of d appearing in the bound (9.32) above is d = ℓ2. Since the summand in (9.32) is
essentially monotonic, we have

Z2 ≪ qε2 c(η)
3/2ℓ

1/2
2 λ∗π

(h2q2/q2
ℓ2

)
.

If m2 6= 1, then |λπ(p)| ≤ 1 at primes dividing q2 (see (6.1)) and we easily obtain (9.31). If
m2 = 1, then ℓ2 = q2/hq2, and the bound simplifies as

Z2 ≪ qε2 c(η)
3/2ℓ

1/2
2 λ∗π(h

3
q2/q

2
2).

Substituting c(η) = q2/hq2 gives the desired bound.
Case 2) Suppose η is the trivial character and q2/hq2 = p is prime. We obtain by (9.25)

(9.33) Z2 ≪ qε2
∑

δ2|ℓ2

∑

n1,n2|p∞

(n1, p)(n2, p)

(n1n2)σ/2−ε

∑

d|(δ2,n1n2
h2q2
q2

)

d1/2λ∗π

(n1n2h
2
q2
/q2

d

)
.

The largest value of d appearing in the above sum is at most ℓ2 regardless of n1, n2, and
the summand is monotonic increasing in d. Similarly, the summand in (9.33) is monoton-
ically decreasing as a function of n1, n2 as soon as n1, n2 ≥ p by current progress towards
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Ramanujan. Hence

Z2 ≪ qε2pℓ
1/2
2 λ∗π(

p2h2q2/q2

ℓ2
) = qε2pℓ

1/2
2 λ∗π

(q2
ℓ2

)
.

We can further simplify this bound as follows. If m2 6= 1, then |λπ(p)| ≤ 1 for p|m2. If
m2 = 1, then ℓ2 = q2/hq2 = p. In either case, we obtain

Z2 ≪ qε2pℓ
1/2
2 λ∗π(hq2).

This bound can in turn be absorbed by (9.31) using current progress towards Ramanujan,

since hq2 =
h3q2
q22

q22
h2q2

, so that λ∗π(hq2) ≤ λ∗π(h
3
q2
/q22)(q2/hq2)

2θ, and 1 + 2θ ≤ 3/2.

Putting together the previous estimates finishes the proof. �

Lemma 9.3. Suppose that q = q1q2 with (q1, q2) = 1, and suppose that hq2 is an integer as
in (9.21). Then

(9.34) Z(s, u1, u2, u3; hq2) = L(s/2 + u1, π ⊗ η)L(s/2 + u2, π ⊗ η)L(s/2 + u3, π ⊗ η)Zbad,

where for Re(s/2 + ui) ≥ σ/2 > 1/2, i = 1, 2, 3 the series Zbad is holomorphic, and we have

(9.35) Zbad ≪σ (qN)εq
−σ/2
1 q1ℓ1ℓ

1/2
2

( q2
hq2

)3/2
λ∗π

(h3q2
q22

)
.

Remark. Lemma 9.3 implies that Z has analytic continuation to the region of C4 with
Re(s/2 + ui) > 1/2, i = 1, 2, 3.

Proof. As in the proof of Lemma 9.2, we have a factorization of the left hand side of (9.34)
as Z0Z1Z2, analogously to (9.26)–(9.27). For instance,

Z1 =
∑

h1|q∞1

η(q1h1)

(q1h1)s/2+u3
Z1(s, u1, u2; h1).

Then using (9.29), we have

Z1 ≪ q
ε−σ/2
1 q1ℓ1

∑

h1|q∞1

λ∗π(h1)

h
σ/2
1

(h1, ℓ1)
1/2−θ ≪ q

ε−σ/2
1 q1ℓ1.

The case of Z2 is easy now, because Z2 is identical to (9.27), since (h′, q2) = 1. Therefore,
the bound (9.31) holds for Z2. Finally, it is easy to see from (9.28) that

Z0 =
∑

(h′′,q2)=1

η(h′′)

(h′′)s/2+u3
Z0(s, u1, u2, u3; h

′′) =

∏3
j=1L

(q)(s/2 + uj, π ⊗ η)
ζ (q)(s + u1 + u2)

. �

9.5. Properties of Z, Eisenstein case. Suppose that η is a Dirichlet character modulo

q2/hq2, which we may also identify with a character of Ẑ×. For a Hecke character µ, we
write µ ⊗ η for the twist of µ by the finite order Hecke character corresponding to η. Let
Z be defined by (9.20), but where π is a global principal series/newform Eisenstein series
of conductor m, central character η2, and spectral parameter it. Similarly define Z for π a
global principal series/newform Eisenstein series.

Lemma 9.4. The following properties hold for Z and Z in the Eisenstein case:

(1) Lemmas 9.2 and 9.3 carry over verbatim.
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(2) The series Z has meromorphic continuation to the region of C4 with Re(s/2 + ui) >
1/2, i = 1, 2, 3. Its only possible poles are at s/2 + ui ± it = 1, which occur if and
only if π ≃ π(µ1, µ2) with µi unitary Hecke characters of conductors ri, i = 1, 2 such
that η = µ1|Ẑ× = µ2|Ẑ× .
In particular, only if r1 = r2 and r1r2 = m, so m1 = 1, and m is a square.

(3) Factoring Z = ZgoodZbad as in (9.34), for Re(s/2 + ui) ≥ 1 + ε, i = 1, 2, 3, we have

(9.36) Zbad ≪ (qN)εq−1
1 ℓ1ℓ

1/2
2 c(η)3/2.

Proof. Part (1) follows from inspection of the proofs of Lemmas 9.2 and 9.3. This also gives
the meromorphic continuation of Z with possible poles only at the poles of L(s/2+ui, π⊗η)
for i = 1, 2, 3.

Write π = π(µ1, µ2) where µ1, µ2 have conductors r1, r2, respectively. Therefore, µ1µ2 =
η2, r1r2 = m, and

L(s, π ⊗ η) = L(s, µ1 ⊗ η)L(s, µ2 ⊗ η).
This L-function has a pole if and only if the conductor c(µ1 ⊗ η) = 1, equivalently if and
only if c(µ2⊗η) = 1. In this case, since µ1⊗η is unramified at all finite places and η is finite
order, we have η = µ1|Ẑ× = µ2|Ẑ×. In particular, the possible locations of the poles are as
stated in the lemma. Moreover, since η has conductor dividing q2/hq2 (which is coprime to
q1), this implies m1 = 1. Additionally, r1 = r2, and so m = r21.

Finally, to show (9.36), we simply revisit the estimates of Z1 and Z2 from the proofs of
Lemmas 9.2 and 9.3, but now the estimates occur slightly to the right of the 1-line instead of
slightly to the right of the 1/2-line, and we may additionally use the Ramanujan bound for
simplicity. Indeed, inspection of (9.30) shows Z1 ≪ (h1q)

εℓ1, and hence Z1 ≪ (h1q)
εq−1

1 ℓ1.

Similarly, (9.32) and (9.33) lead to Z2 = Z2 ≪ qε2 c(η)
3/2ℓ

1/2
2 . �

9.6. Using the spectral bounds.

Proposition 9.5. With notation as in this section, we have

(9.37)
∑

h≡0 (mod d)

SMaass(χ, h)≪ N(qN)ε.

Observe that Proposition 9.5 is consistent with Theorem 1.5.

Proof. We take the expression (9.22), move the contours of integration so Re(s) = 1 + ε,
Re(uj) = ε, j = 1, 2, 3, and apply the triangle inequality. We use (9.17) and Lemma 9.3 to
bound H2 and Z, respectively. Altogether, we obtain

(9.38)

∑

h′≡0 (mod q1)
(h′,q2)=1

SMaass(χ, hq2h
′)≪

h2q2q
−1/2
1 (qN)ε

q2ϕ(q2/hq2)

∑

η (mod q2/hq2 )

hq2
q

( q

h2q2

)1/2Nq
hq2

∑

tj≪(qN)ε

∑

ℓm= q
hq2

q1ℓ1ℓ
1/2
2

( q2
hq2

)3/2 ∑

π∈Hitj
(m,η2)

λ∗π

(h3q2
q22

) ∫ 3∏

i=1

|L(s/2 + ui, π ⊗ η)|ds du,

plus a small error term. The limits on the integral sign are not displayed; to be definite, the
integrals (over s, u1, u2, u3) have real parts as fixed above. Since the function H2 has rapid
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decay along vertical lines, the integrals may be truncated at (qN)ε with a very small error
term.

Before applying any more advanced tools to bound this expression, we first clean it up
with trivial simplifications, giving

(9.39)
∑

h′≡0 (mod q1)
(h′,q2)=1

SMaass(χ, hq2h
′)≪ h

1/2
q2 N(qN)ε

q

∑

η (mod q2/hq2 )

∑

tj≪(qN)ε

∑

ℓm= q
hq2

ℓ1ℓ
1/2
2

∑

π∈Hitj
(m,η2)

λ∗π

(h3q2
q22

) ∫ 3∏

i=1

|L(s/2 + ui, π ⊗ η)|ds du,

plus a small error term. Inspired by the method of [BM], we apply Hölder’s inequality with
exponents (4, 4, 4, 4). Note that (λ∗π(m))2 ≪ mελ∗π(m

2), using the Hecke relations. This
gives

∑

h′≡0 (mod q1)
(h′,q2)=1

SMaass(χ, hq2h
′)≪ h

1/2
q2 N(qN)ε

q
A

1/4
1 A

1/4
2 A

1/4
3 A

1/4
4 ,

where

A1 =
∑

tj≪(qN)ε

∑

ℓm= q
hq2

ℓ1ℓ
2
2

∑

η (mod q2/hq2 )

∑

π∈Hitj
(m,η2)

∣∣∣λ∗π
(h6q2
q42

)∣∣∣
2

,

and for i = 2, 3, 4,

Ai =
∑

η (mod q2/hq2 )

∑

tj≪(qN)ε

∑

ℓm= q
hq2

ℓ1
∑

π∈Hitj
(m,η2)

∫
|L(s/2 + ui, π ⊗ η)|4ds dui.

Note that we arranged ℓ1 evenly in each Ai, but took (ℓ
1/2
2 )4 = ℓ22 in A1.

Now we turn to the estimates for each Ai, starting with A1. Our aim is to apply Lemma
7.5, but A1 is not quite in the correct form. This can be easily remedied by arranging

{η (mod q2/hq2)} =
⋃

ψ (mod q2/hq2 )
even

{η : η2 = ψ}.

Note that the interior set on the right hand side is of cardinality ≪ qε2, since it is a coset of
the subgroup of characters modulo q2/hq2 of order dividing 2. With this observation, Lemma
7.5 gives

A1 ≪ (qN)ε
∑

ℓ1m1=q1

ℓ1
∑

ℓ2m2=
q2
hq2

ℓ22

(
m1m

2
2 +

(h3q2
q22

)
m

1/2
2

)
,

Recalling that (q2/hq2)
2 ≤ hq2 , we deduce

A1 ≪ (qN)εq1hq2 .

For Ai, i = 2, 3, 4, by Theorem 7.6 we have

Ai ≪ (qN)ε
q1q

2
2

h2q2
.
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Therefore,

(9.40)
∑

h′≡0 (mod q1)
(h′,q2)=1

SMaass(χ, hq2h
′) ≪ h

1/2
q2 N(qN)ε

q
q
1/4
1 h1/4q2

(q1q22
h2q2

)3/4
= (qN)εN

q
1/2
2

h
3/4
q2

.

Finally, we insert (9.40) into (9.21), giving

∑

h≪H
h≡0 (mod d)

SMaass(χ, h)≪ (qN)εN
∑

q1q2=q
(q1,q2)=1

∑

hq2 |q2
vp(hq2 )<vp(q2)

d2|hq2

q
1/2
2

h
3/4
q2

.

The summand is largest when hq2 = d2, and since q22 | d32, we have d
3/4
2 ≥ q

1/2
2 , which

completes the proof of Proposition 9.5. �

Proposition 9.6. The bound stated in Proposition 9.5 holds for Shol.

Proof. The proof is nearly identical, changing the obvious things that need to be changed. �

9.7. The Eisenstein series contribution. The contribution of the Eisenstein series SEis is
largely similar to the Maass form case, with one important difference. In the Maass case, we
related KMaass to a Mellin integral involving twisted L-functions, which we shifted slightly
to the right of the critical line. In the Eisenstein case, we will perform the same steps, but
there will be a polar contribution arising since the twisted L-functions are now products of
Dirichlet L-functions, which may have a pole when the character is trivial. We denote by
SPole the contribution from this pole.

Proposition 9.7. The same bound stated in Proposition 9.5 holds for SEis − SPole.

Proof. This is clear from Lemma 9.4. �

Proposition 9.8. We have

SPole(χ)≪ d−1/8NH

q
(Nq)ε.

This bound is more than satisfactory for Theorem 1.5.

Proof. The term SPole(χ) only arises when Z has a pole. By Lemma 9.4, such poles arise
at s

2
+ ui ± it = 1 precisely when π ≃ π(µ1, µ2) with η = µ1|Ẑ× = µ2|Ẑ×.. In particular,

c(π) = c(η)2, and ℓ2 c(η)
2 = q2

hq2
. The contribution of the polar terms may be estimated by

setting the integrals in the Eisenstein analogue of (9.22) to Re(s) = 1+ε, and Re(ui) = 1/2+ε
for i = 1, 2, 3, and using (9.36) to estimate Zbad in lieu of (9.35). Writing c(η) = v, and
using (9.17) we obtain

∑

h′≡0 (mod q1)
(h′,q2)=1

SPole(χ, hq2h
′)≪

h2q2
q2 q2

hq2

∑

ℓ2v2=
q2
hq2

ℓ1
q1
ℓ
1/2
2 v3/2

×
∑∗

η (mod v)

(q/h2q2)
1/2

q/hq2

(Nq2
hq2

)(M1M2H)1/2

h
3/2
q2

(Nq)ε.
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Recalling that M1M2 = q2 (see (9.18)) and simplifying gives

∑

h′≡0 (mod q1)
(h′,q2)=1

SPole(χ, hq2h
′)≪ NH1/2h

1/2
q2 (Nq)ε

q3/2

∑

ℓ2v2=
q2
hq2

ℓ
1/2
2 v5/2.

Note ℓ
1/2
2 v5/2 ≤ (q2/hq2)

5/4. Therefore,

∑

h′≡0 (mod q1)
(h′,q2)=1

SPole(χ, hq2h
′)≪ NH1/2(Nq)ε

q
3/2
1 q

1/4
2 h

3/4
q2

.

Including the outer summations appearing in (9.21), we then deduce

SPole(χ)≪
∑

q1q2=q
(q1,q2)=1

NH1/2(Nq)ε

q
3/2
1 q

1/4
2 d

3/4
2

=
NH(Nq)ε

q

q
3/4
2

q
1/2
1 H1/2d

3/4
2

.

Using H ≥ q1d2 (since h ≪ H and h ≡ 0 (mod q1d2)) and q2 ≤ d
3/2
2 shows the claimed

bound. �

Applying Propositions 9.5, 9.6, 9.7, 9.8 and (8.8) to the sum over h ≡ 0 (mod d) of (9.4),
we conclude the proof of Theorem 1.5.
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[Mi] Dj. Milićević. Sub-Weyl subconvexity for Dirichlet L-functions to prime power moduli. Compos. Math.,
152(4):825–875, 2016.
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Email address : myoung@math.tamu.edu

Department of Mathematics, Texas A&M University, College Station, TX 77843-3368,

U.S.A.

http://arxiv.org/abs/1911.06310

	1. Introduction
	1.1. The Weyl bound and cubic moments
	1.2. The fourth moment problem along subgroups
	1.3. Shifted divisor sum with character
	1.4. A sketch
	1.5. Remarks on close-knit families
	1.6. Bounds on character sums
	1.7. Organization of the paper
	1.8. Notation
	1.9. Acknowledgements

	2. Character sums to prime power modulus
	2.1. The Postnikov formula
	2.2. Character sums
	2.3. Application
	2.4. The case p=2

	3. The behavior of g(,)
	3.1. Introductory lemmas
	3.2. The bounds on g(,)

	4. Bounding the cubic moment
	5. Reduction of Theorem 1.4 to Theorem 1.5
	6. Automorphic Forms
	6.1. Fourier expansion
	6.2. Twisting
	6.3. Cusps
	6.4. Kloosterman sums at arbitrary cusps
	6.5. The Bruggeman-Kuznetsov formula
	6.6. Explicit choice of basis

	7. Tools from analytic number theory
	7.1. Gauss sums
	7.2. Approximate functional equation for a divisor function times a character
	7.3. The large sieve inequality
	7.4. Additional spectral bounds

	8. Harmonic analysis steps
	8.1. Approximate functional equation
	8.2. Poisson summation
	8.3. Estimation of zero frequency terms
	8.4. Properties of T
	8.5. Some properties of Kl3, and application to S(,h)

	9. Spectral analysis of the shifted divisor sum
	9.1. Set-up for Bruggeman-Kuznetsov
	9.2. The behavior of the integral transforms
	9.3. The spectral expansion of S(, h)
	9.4. Properties of Z and Z
	9.5. Properties of Z, Eisenstein case
	9.6. Using the spectral bounds
	9.7. The Eisenstein series contribution

	References

