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We prove strong convergence for a large class of finite element methods for the time-dependent Joule
heating problem in three spatial dimensions with mixed boundary conditions on Lipschitz domains. We
consider conforming subspaces for the spatial discretization and the backward Euler scheme for the tem-
poral discretization. Furthermore, we prove uniqueness and higher regularity of the solution on creased
domains and additional regularity in the interior of the domain. Due to a variational formulation with
a cut-off functional the convergence analysis does not require a discrete maximum principle, permitting
approximation spaces suitable for adaptive mesh refinement, responding to the the difference in regular-
ity within the domain.
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1. Introduction

The time-dependent Joule heating problem is a coupled non-linear elliptic-parabolic system of the form
i—Au=ocw)|Ve|*, V-o(u)Ve =0, (1.1)

where u denotes the temperature and @ the electric potential. It models the heat flow generated when
an electric current is passed through a conductor. In applications the electric potential is typically only
applied to smaller parts of the boundary, for instance through electric pads. To model such problems
properly mixed boundary conditions are needed, see e.g. Henneken et al. (2006).

The Joule heating problem has been studied both in a theoretical context Cimatti (1992); Antontsev
& Chipot (1994); Yuan & Liu (1994); Meinlschmidt et al. (2017), focusing on the well-posedness of
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(1.1), and from a numerical point of view Elliott & Larsson (1995); Akrivis & Larsson (2005); Gao
(2014); Li et al. (2014), focusing on convergence (with rate) of numerical solutions to (1.1). There are
also several works on the stationary version of the problem, see, for instance, Howison et al. (1993);
Holst et al. (2010); Jensen & Malqvist (2013), and references therein.

The main issue with the system (1.1) is the low regularity of the source term o (u)|V¢|?. In one and
two dimensions this does not lead to a problem. However, in three dimensions this term is not in H -1
and the problem does not fit into the classical variational framework for PDEs. In Antontsev & Chipot
(1994) this issue is resolved by rewriting the source term using the equation for ¢ (see also Howison
et al. (1993) for the stationary case). With this formulation existence of a solution in L, (H 1) is proved.
However, to derive convergence for finite element approximations additional regularity of the solution is
usually required, see Elliott & Larsson (1995); Akrivis & Larsson (2005). Typically, sufficient regularity
in three dimensions cannot be proved, but needs to be assumed. To the authors’ knowledge, there is no
numerical analysis of this problem under more realistic assumptions on the domain (Lipschitz in three
spatial dimensions) and the boundary conditions (mixed). This setting shall be the focus of this paper.

The purpose of this paper is to prove the strong convergence of finite element approximations of
(1.1) on Lipschitz domains in three spatial dimensions with mixed boundary conditions. A challenge
is to avoid the need for a discrete maximum principle and the associated restrictive mesh conditions,
see e.g. Holst ef al. (2010), because a direct energy argument only delivers L'-control on the critical
|V@|? term in (1.1). In our analysis this is achieved by introducing a variational formulation with a cut-
off functional, extending Jensen & Malqvist (2013). The analysis presented in this paper covers finite
element methods of any order that are conforming in space and piecewise constant in time, satisfying a
backward Euler scheme. The choice of approximation spaces only needs to ensure the stability of the L?
projection in the H'-norm, which holds for a large class of non-uniform meshes, see Bank & Yserentant
(2014).

Having arrived at only mild mesh conditions, we find the Joule heating problem with mixed bound-
ary conditions well suited for adaptive mesh refinement. In the setting of so called creased domains, see
Mitrea & Mitrea (2007); Brown (1994), which essentially means that the angle between the Neumann
and Dirichlet part of the boundary is less than 7, we prove uniqueness and additional regularity of the
solution. This result combines the regularity for the Poisson equation on creased domains in Mitrea
& Mitrea (2007) with the results for parabolic systems in Hieber & Rehberg (2008). We emphasize
that this result holds for nonsmooth domains including re-entrant corners. The assumption of creased
domains mainly affects the way the Neumann and Dirichlet boundary parts can meet. Higher regularity
and uniqueness is also proven in Yuan & Liu (1994), but for smoother domains. Furthermore, the addi-
tional regularity we obtain for @, namely ¢ € Ly, /(,3) (Wq]) for some g > 3, is in line with the sufficient
condition for uniqueness established in Antontsev & Chipot (1994). Importantly, we can show higher
regularity, in some cases C”, in the interior of the domain. To exploit the difference in regularity within
the domain we equip the Joule heating problem with a goal functional to examine duality-based additive
mesh refinement in the numerical experiments.

The paper is outlined as follows: In Section 2 we formulate the problem of interest and introduce
some notation. Section 3 is devoted to the analysis of semi-discrete methods and Section 4 to fully
discrete methods. In Section 5 we prove additional regularity and uniqueness of the solution. In Section
6 we present some numerical examples that confirm the convergence results and investigate adaptive
mesh refinements.
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2. Variational formulations and weak solutions

In this section we introduce two variational formulations, one ‘“classical”, see (2.2) below, and one
based on a cut-off functional, see (2.4) below. We prove that these two are equivalent, that is, that they
have the same set of solutions. The latter formulation is preferable when working with finite element
discretizations of the problem, since we avoid using a discrete maximum principle, see Section 3 and
Section 4.

2.1 Problem formulation and notation

Let D; denote the time derivative gt and Q C R? be a domain describing the body of a conductor.

Let u: Q x [0,T] — R denote the temperature inside the conductor, ¢: Q x [0,T] — R the electric
potential, and o: R — R, the electric conductivity. Furthermore, we use I} and I/ to denote the
Dirichlet and Neumann boundary for u# and fgul"?‘,‘ = dQ. Analogously, we define I D(P and I, N(p for
¢. With this notation, the time-dependent Joule heating problem is given by the following nonlinear
elliptic-parabolic system

Diu—Au=ocu)|Ve|?, inQx(0,T), (2.1a)
V- (c(u)Ve) =0, in 2 x(0,T), (2.1b)
u=gy, onI} x(0,T), (2.1¢)

¢ =g, onI;) x(0,T), (2.1d)

n-Vu=0, on Iy x (0,T), (2.1e)
n-Vo=0, onI;/ x (0,T), 2.1f)

u(-,0) = uo, in Q. (2.1g)

Let Wlﬁ‘(.Q) denote the classical range of Sobolev spaces and define
Wy (Q:I) == {v € WK(Q) :v[ry =0}, fork>1/p.

The space W[f(.Q;F D(P) is defined analogously and H! is used to denote Wzl. We also use V* for the dual
space to V. Furthermore, we adopt the notation Lp(O, T;V) for the Bochner space with norm

T \P
Wleorw = ([ IWla) " 1<p <o

IVllr..0.7:v) = esssup|v]y,
0<t<T

where V is a Banach space equipped with the norm | - [|y. The notation v € H'(0,7;V) is used to denote
v,Dyv € L5(0,T;V). Finally, C,(£) is the space of bounded continuous functions.

2.2 Classical variational formulation

To this end we make the following assumptions on the domain and the data.

(Al) Q CR3 is a bounded domain with Lipschitz boundary, meas(I;¥) > 0, and meas(I;} ) > 0.
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(A2) g, € Lr(0,T;H'(Q))NH'(0,T;H'(2)*) and there are points
O=fn<n<---<tg=T,K €N, such that

D,g, € Ch([ti>ti+1)§H1(Q)*)7
8¢ € Cp([ti1i+1): W3 (2) NLeo(Q)),

on each subinterval [t;,#;11).
(A3) up € Lr(Q).
(Ad4) o € C'(R), Lipschitz continuous, and 0 < 6, < 6(x) < 6° < o, ¥x € R.

A weak solution to the Joule heating problem (2.1) is a pair
(u,@) = (gu+1ii,8p + () such that

(@i, ) € Lo (0, T; H' (Q;I4)) NHY (0, T; H' (Q;T4)*) x Ly (0, T; H (Q,T;)))

and fora.e. r € (0,7

(Diu,v) + (Vu, Vv) = (o (u)|Ve|?,v), (2.22)
(o(u)Ve,Vw) =0, (2.2b)
(u(0),z2) = (uo,2), (2.2¢)

forall (v,w) € WL(Q;I}%) x H'(Q;I;)) and z € L, (), see, for instance, Cimatti (1992). Note that (-, -)
is used to denote both the inner product in L, and the duality bracket. The choice of spaces guarantees
o(u)|Vo|* € L1 (0,T;L; (L)) so that the right-hand side in (2.2a) is well-defined for all v € W, (Q;;4).

Throughout the text we adopt the notational convention that for a function b one understands b=
b —gg if b is a Greek letter and b =b—g, ifb is a Latin letter.

REMARK 2.1 In some works, e.g. Roubicek (2013), the notion of strong (instead of weak) solution is
used when the equation is satisfied almost everywhere in time.

The following lemma provides a maximum principle for ¢ (x,7).
LEMMA 2.1 If (u,¢) is a solution to (2.2), then g, < @(x,t) < g° for a.e. (x,t) € Q x [0,T], where

g = max  ge(x,1), go:= min 8o(x,1),
(x,0)eLy x[0,T] (x1) el x[0,7]

Proof. Define y = max(0,¢ — g°) € L(0,T;H' (Q:I;})) and choose w = x(¢) in (2.2b) and integrate
from O to 7. Then

0= / u)Ve,Vy)dt = /()T<G(M)V(<p—g°),vx>dt
_/ / WV -V dedi = /T<G(u)Vx,Vx>dt
supp(x 0

Using &(u) > 0, and the Poincaré-Friedrichs inequality we get f; ||x||>dz = 0 and we deduce ¢ < g°.
A similar argument using g. proves @ > g.. This gives ¢ € Lo(0,7T;L.(£)). O
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In one and two spatial dimensions the formulation (2.2) is suitable for proving existence of a solu-
tion, see, e.g. Cimatti (1992); Elliott & Larsson (1995). However, because of the low regularity of the
right-hand side in (2.2a) this strategy does not apply to the three dimensional setting. To overcome this
difficulty, it can be proved that due to (2.1b), see, for instance, Antontsev & Chipot (1994); Howison
et al. (1993),

o()|Vo|* =V (c(u)pVe), (2.3)

and from Lemma 2.1 it follows that V - (6(u)9V@) € L(0,T; H' (2,I;4)*). With this right-hand side
it is now possible to use Schauder’s fixed point theorem to prove existence of a solution also in three
dimensions.

THEOREM 2.1 There exists a solution (u, @) to (2.2). If Vo € L 5, (0,T;L,(£2)) for some g > 3, then

‘I
=3
the solution is unique.

Proof. This follows by adapting the fixed point argument in Antontsev & Chipot (1994, Theorem 2.2)
to mixed boundary conditions. The proof uses identity (2.3) and Schauder’s fixed point theorem on the
space L(0,T;Ly(£2)). More precisely, we consider the mapping F : L(0,7;L2(2)) — L2 (0,T; L (£2))
where y = F(s) is the solution to

(Dry,v) + (Vy, Vv) = (V- (0 (s)yVy),v),
(o(s)Vy,Vw) =0

(¥(0),2) = (uo,2),

for all (v,w) € H'(Q:I;¥) x H'(2;I,)) and z € L»(Q). It is clear, via (2.3) and the fact that W} (2;T}%)
is dense in H! (Q:I}}), that a fixed point to F solves (2.2). To prove that F' satisfies the conditions
of Schauder’s fixed point theorem on some ball By we may now follow Antontsev & Chipot (1994,
Theorem 2.2). The mixed boundary conditions only affect the definition of the space V C H'(£), that
is, the functions in V in our case only vanish on I, C dQ.

The uniqueness follows from Antontsev & Chipot (1994, Theorem 4.1), also by first adapting the
argument to mixed boundary conditions. (]

2.3 Variational formulation with cut-off

In this paper we are interested in proving convergence of finite element approximations. For this pur-
pose, we propose a variational formulation based on a cut-off functional to avoid using a discrete maxi-
mum principle. The cut-off functional was introduced for the stationary problem in Jensen & Malqvist
(2013), and is defined as

[f]:=min{max{f +g¢p,a},b} —g¢.

for some fixed a,b € R with a < g, and b > g°. Note that min and max are taken over both space and
time 2 x [0,7] and we have a — g < [f] < b — go.
To introduce the new weak formulation we define
X :=Ly(0,T;H (Q:;I3)NH (0, T; H (Q:;I3)*) x Ly (0, T; H (Q,I;))),
Y :=H'(Q:I}}) x H (Q:I})).



6 of 28 M. JENSEN ET AL.

Using these spaces, a weak solution to the system (2.1) is a pair
(u,9) = (gu+1ii,89 + @) such that (7, p) € X and for a.e. 7 € (0,T]

(Dyu,v) +(Vu,Vv) = —(c(u)[@]V,Vv) + (6 (u) Ve - Vge,v), (2.42)
(o(u)Ve,Vw) =0, (2.4b)
(u(0),2) = (uo,2), (2.4¢)

for all (v,w) €Y and z € L,(R).

LEMMA 2.2 The set of solutions which satisfy (2.4) is equal to the set of solutions to (2.2). In particular,
the right-hand side in (2.4a) defines an element in L, (0,T; (H' (2;1;4))*).

Proof. The identity
(0(W)|Vol,v) = —(c()pVe,Vv) +(c(u)Ve - Vgg.v),

forv e W!(Q) and a.e. 1 € [0, T] follows by choosing w = (¢(t) — ge())v in (2.2b), see Howison e al.
(1993, Lemma 1) for the stationary case. The definition of the cut-off functional and the maximum
principle for ¢ in Lemma 2.1 implies that [@] = @. The larger space of test functions does not affect
the set of solutions since W1 (Q2;I}%) is dense in H' (Q;I;4).
Furthermore, the right-hand side in (2.4a) satisfies the following bound
| = (o) [@]1Ve.Vv) +(0(u)Ve- Ve, )| < C(0,89)IIVOlLy ) I VVILy0)
+ GOHV‘PHLz(_Q)||Vg<pHL3(Q) HVHLG(.Q)a

where the Sobolev embedding in R? gives [|v]z,(0) < C|v[|g1(q)- Hence

T
|19+ (0@)[9199) + 0¥ Vegl gy &

< C(0,80) IV, 072 2)) T IVl Ly 0,7:002) I V8ol 0715 2)))»

where || Vg1, (0,7:15()) is bounded due to assumption (A2), so the right-hand side defines an element
in Ly (0,T; H' (Q2;1;1)*). O

3. Semidiscrete methods

In this section we analyze spatially semidiscrete Galerkin methods. We prove existence and uniqueness
of semidiscrete solutions and strong convergence to a weak solution satisfying (2.4).

3.1 Semidiscrete formulation

Let {V“}uen and {V,y }.en be hierarchical families of finite-dimensional subspaces, whose unions are
dense in H'(Q;T}%) and H' (Q;I;)), respectively and define

X :={veC(0,T;Vy) :V|js.)) € Cl(t,ti1: Vi) Vit X Lo (0, T3 V7).

Typically, V,; and V¢ are finite element spaces corresponding to a family of meshes {.7,}nen. For
instance, one may choose Lagrangian finite elements or conforming /p-finite elements, see also the
numerical examples in Section 6.

We make the following additional assumption on V,%;
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(AS) Let Vi be of a form such that the L-projection P, onto V,: is stable, uniformly in m, in the
H'-norm.

In the case when V,; is a finite element space, we refer to Bank & Yserentant (2014) and references
therein, where the H!-stability of the L,-projection is proved for a large class of (non-uniform) meshes
in three spatial dimensions.

In the subsequent sections we let C,, denote a generic constant that depends on the discretization m,
for instance, the mesh size A,,.

A semidiscrete Galerkin solution is a pair (um, @n) = (8u + im,8¢ + @) such that (i, @) € X
and for a.e.t € (0,7]

(Dyttyy, V) + Vi, V) = —(6 () [ @ ]V O, VV) (3.1a)
+ (0 (Um)Von-Vgg,v),

(o (Um)VQu,Vw) =0, (3.1b)

(m(0),2) = (uo, 2), (3.1¢)

for all (v,w) € V x V,y and z € V.

REMARK 3.1 Recall the bound of the cut-off functional; a — g¢ < [@] < b— ge. This uniform bound-
edness of [@,] in m will allow us to consider the limit of (G (u)[ @]V @u,Vv) as m — o without
appealing to a discrete maximum principle.

LEMMA 3.1 A solution to (3.1) fulfils the following bounds

IV®ullr0,7:0,(2)) < C(0,80), (3.2)
T
||b~‘m(T)||i2(Q) +/0 ||VﬁmH1242(Q)dt < C(”070'7gu7Dt8uug(0)7 (3.3)
T
| 100 By g < Clato,0. 0 Digis o). (34

Proof. By choosing w = @,,(¢) in (3.1b) we can prove

1V6u(1)]12,0) < C(0) Ve (112, 0):

and (3.2) follows by using (A2) and (A4).
By choosing v = i, (¢) in (3.1a) and integrating from 0 to 7 we have

T T
/0 <D[ﬁm7aM>dt+/0 ||VlzmH12‘2(Q)dt
T T T
- f/ <Dtgu,um>dtf/ <Vgu,Vﬁm>dtf/ (6 (1tm) [P 1V o, Vi) dl
0 0

+/ O (Upm)V Op - Vo, ily) dt
=I14+1+1I+1V.

Using the Cauchy-Schwarz, Poincaré, and Young’s (weighted) inequality we get

1
P < [ 1Vl 80 [ Il g+ Il G5
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and
1T
1V < 5 [ Vil ) d+ €00 (g0l v (3.6)

T 2
+ [ 190 o).

where we used Sobolev embeddings as in the proof of Lemma 2.2. We can now use (3.2) to bound the
last term on the right-hand side. Finally, using (3.1c) we have

T T
2 [ i i) = [ D) = (T )~ 8 Ol 0
> [lan(T)II7, ) — luoll7, @) — 18607, 0):

and (3.3) follows.
Observe that D, i, belongs to V,:. With P,, denoting the L-projection onto V% we get

- (Dt (),v) Dyt (t), Pyv)
||DtMWI(t)||H1(.Q;F5‘)* = sup _— = sup _—
ver! (@:1}) ||V||H'(Q) ver! (@) ||V||H1(Q)
v#£0 v£0
Dyl (t), Pyv Dyl (t),v
< Sup C< t m( )7 m > — SupC< t m( )7 >7
veH ! (@:1}4) HPmVHHl(.Q) VeV HVHHl(.Q)
Pv£0 v#0

where C is the H'-norm of the L-projection, which is independent of m due to (A5). Now we can use
bounds similar to (3.5) and (3.6) to prove (3.4). O

LEMMA 3.2 There exists a unique solution (iiy,, @) € X to (3.1).
Proof.

For each iy, there is a solution @, = S(i,) of (3.1b), which defines a mapping S : L»(0,T;V}) —
Ly(0,T;V,9).

First, we assume that g, (x,-) and D;g,(x,-) are continuous to prove existence and uniqueness on
[0,7]. Let {4}, be a basis for V. Then ii,, = YL, oj(t)A; for some a(r) = (e;(t)) € RM. By
substituting into (3.1a) we arrive at the following system of ODEs

MDZ(X(I)+K(X(I):F(a([),t)+G([), (37)
where M and K denote the mass and stiffness matrices, respectively, and
F(a(t),t) = — (0 (un(t)) [ @u() [V Ou(t), Vi) + (0 (tn (1)) VOu(t) - Vo (1), i),
Gi(t) = —(Digu(t), Ai) — (Vgu(t), Vi),

where @, = S(i,;). The initial data is given by (3.1c) and corresponds to the equation M (0) = b,
where b; = (up — g,(0), ;).
Let i, = Y)L, ot} Aj and iy, = YL, oF A, and ¢, := S(@},) and @y, := S(iiy,). Note that

~1 ~2 1 2
IV (@, = &)Ly (0) < Cmllo” — 7 [[gu,
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due to the Lipschitz continuity of linear mappings in V*. For @) — @2 we use Strang’s first Lemma
Braess (2007, Chapter III) and the Lipschitz continuity of ¢ to get

o[V (P — @)llLy(0) < [1(0 (1) — 0 (13)) VPl )

< Clliiy, — ﬁranLz(Q) ”V(pr]nHLm(Q) < Clla" — 0% ||,

which means that the mapping S is Lipschitz continuous. Here we have used that the boundary data is

identical for the two instances, that is, u), —u2, = i}, — @2, and @ — @2 = @) — @2.

Now, for F; we have fori=1,....M
(! (1).1) = Fi(@2(1).1)| < (o (ub) [ 641V 0h — 02 [ 621V 92, VA
+{(0 () VO — 0 (u3,)VP3) - Vg, Ai)].
Note that ¢ and the cut-off functional [-] are Lipschitz continuous and bounded. Furthermore, the image

of S(-) is bounded owing to Lemma 3.1. Using this, together with the fact that the product of bounded
Lipschitz continuous functions is Lipschitz continuous, we prove the Lipschitz continuity of F in t;

1F (e (1)) = F (0%(2),1) | < Cnll ! (1) — (1) [,

where C,, is a generic constant that does not depend on ¢.
Picard-Lindelof’s theorem gives existence and uniqueness on some maximal interval (B, ). If
(B1,Bz) is a strict subset (0,T) then by Amann (1990, Theorem 7.6) either

m [lee(t)[g = oo, or  lim [[a(t)]pu = oo,
t—B; 1=y

which contradicts Lemma 3.1. Hence there exist a unique solution in C'(0,T;V*) x L.(0,T;V,$).
Finally, we consider the case when D, g,(x, -) and g¢(x, -) have at most finitely many discontinuities

as specified in (A2). We may then use Picard-Lindel6f’s theorem on the sub-interval [t;,f;41) with the

initial data o¢(#) = lim, v o/(t). The existence and uniqueness on [0, 7] now follows by induction over

k. (]

3.2 Convergence of semidiscrete solutions

The following lemma will be used several times in the convergence analysis in the subsequent text.
Recall that b = b — g if b is a Greek letter and b = b — g, if b is a Latin letter.

LEMMA 3.3 Consider a sequence {3}, which converges pointwise a.e. to § and a sequence { W, }m
which converges weakly in L»(0,T;H'(Q;I;})) to ¥, and the corresponding sequences {y}» and
{ W }m that converges to y and v, respectively. Suppose that, for all m € N,

T T
/0 (6 (y) VY, V) dt = /0 (6 (3m)V ¥, Vi) dlf = 0. (3.8)

Then W, — W strongly in L,(0,T;H'(Q:I;])) as m — co. Furthermore, subsequences of

S(ym)Vm and & (ym) [ W]V ¥

converge strongly in L, (0,7;L,(2;R?)) to o(y)Vy and o(y) [ ]V, respectively.
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Proof. The dominated convergence theorem implies that o (y,, )V — o(y)V{ converges strongly in
L2(0, T Lo (Q1R%)) = Ly((0,T) x Q:F%), as |6/(v) dy] < 0| V| for all i,m.

Because in L,(0,7;L,(£2)) the scalar product of a bounded and weakly convergent sequence and a
strongly convergent sequence converges to the scalar product of the limits,

0= / 0(3) Vi, V) dt = | (VY () V) i (3.9)
—>/ VVy, Vir)de, as m— oo,
In particular, fOT (o(y)Vy,V{r)dr = 0. To prove strong convergence of {J,, we write
0< [ (@0~ ). V(9 i)

= [ (@OmVE VB~ 200V + (00 Wi, Vi)
= 14+11+11I.

Using the strong convergence of & (y,, )V we get

1= [Howvwvwa = [ 00V Vi)

and due to (3.9) we have

- 2/ W) di = 2/ V)Vgp, Vi) dr

Now, due to (3.8) the third term gives

T
1=~ [ {0 0mVep. Vi~ [ (60)Veq Vi

since, due to the dominated convergence theorem, & (y,)Vgy — 0(y)Vge strongly in Ly (0,7T;L,(£2))
and V,, converges weakly. Thus, we conclude that
I+ 11+ 111 — 0 and, by applying a Poincaré-Friedrichs inequality, that {,, converges strongly in
L, (0, T:H! (.Q;FD(p)), and, by passing to a subsequence, also pointwise a.e.

Finally, by the dominated convergence theorem in the form of Royden (1988, p. 270), & (ym,)V Wi,
and 6 (Y, ) [ Wi, |V Wi, converge strongly in L, (0, T; Lo (2;R3)),
where my, denotes a subsequence. O

THEOREM 3.1 A subsequence of solutions (i, , @, ) € X, of (3.1) converges strongly in X to a solu-
tion (i, @) of (2.4).

Proof. Owing to Lemma 3.1 and the reflexivity of X, there exists a subsequence my, and (¥, ¥) € X such
that

(ﬁmk7¢mk)4\()~)alp) inXa aSk*)OO.

Because initial conditions are L,-projected onto V% it follows that i, (0) — $(0) = (0) in Ly (£2).
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The compactness of the embedding (Aubin-Lions lemma)
Ly(0,T; H (Q: ) NH' (0, T; H (Q; ;1)) — L2(0,T; L2 (R)),
implies that there exist a subsequence, still denoted my, such that i&,, — § strongly and pointwise a.e. in
L,(0,T;Ly(Q)).
Owing to Lemma 3.3 we can pass to subsequences, without change of notation, so that @, V@, ,
O (U, )V @, and 6 () [ @, |V @, converge strongly in Lp(0,T,Lr(£2)).
Now choose v(t) € L»(0,T;V,; ) in (3.1a). Integrating from 0 to T gives,

T

T
| it )+ Vit 90t = [ (= (01 [, 1V )

+ (6 (tt, ) VP - V8o, v)) dr.
Fixing v we may now let k — oo to get that
T T
| o+ (T = [C—(0)9IVY. V) + (o) VY- V) dr

which holds forall v € L,(0,T; H' (£;1Ip)), since UgenL2(0,T; Vm“k) is dense in this space and u, k., O k
are bounded according to Lemma 3.1, see Yosida (1995, Theorem 3, p. 121). In the spirit of Lemma 3.3
we may also prove that { satisfies (2.4b). This together with the convergence of initial conditions imply
that the limit (¥, ) is a solution to (2.4).

To prove that {iiy, }+ converges strongly in L,(0,7; H'(Q;I}})), we write

T
| V=), V5 =)
_/ (V$,V5) = 2(V$, Vi) + (Vit,, Vi, )) dt =: 1+ 1 +111.

Then 11 — —2 [, (V§,V5)dr since i, converges weakly in L,(0,7;H'(;I;})). For the third term we
use (3.1a) to get

I = / ({Dytlimy , i) — (D1 &us i) — (V&u, Vil )
— (0 (1) [ B, 1V P Vi) + (6 (i, )V Py - Vs my ) )
/ ((Di3,5) — (D18, 7) — (V&u, V§)
(e WV, V3) +(0(y)Vy - Vge.5)) dt

as k — oo, recalling that D, i, converges weakly, u,,, strongly, and the statement of Lemma 3.3. Now,

(2.4a) gives I11 = [| (V§,V3)dt so that I 4+ 11 + 11T — 0.
Finally, to show strong convergence of the time derivative, we note that

1DiF =Dt || 1 (@: 10y

g sup <Dt)~’_Pmth)~’7V> <Pmth)7_Dtﬂmk>V>
veH (@) ”VHHl(.Q) veH ! (QiTf) HV||H1(Q)
v#£0 v£0

= amk + bmk7
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where Py, is the Ly-projection onto V,“. It follows, due to the density of L, in (H')*, that jg a2 dt —0

ny

as k — oo. Now, we use the self-adjointness of the L,-projection, (2.4a), and (3.1a) to get fOT b%lk dt—0

as k — 0 since Vi, 6 (tp, ) [ @, |V Oy.» and & (1, )V @, - Vg converge strongly in L»(0,7;L,(R2)).
We conclude that ||D,§ — Dy, ||L2<0’T;H1(Q;Fg)*) — 0.

O

COROLLARY 3.1 If the solution (u, @) to (2.4) is unique, then the full sequence of Galerkin solutions
(tt, @) € X converges.

Proof. Due to Lemma 3.1 the sequence is bounded in X. From the proof of Theorem 3.1 we deduce
that any accumulation point of the sequence is a solution to (2.4) and that an accumulation point exists.
If the solution to (2.4) is unique there can only be one accumulation point and, hence, the full sequence
{(m, Om) } m must converge. O

4. Fully discrete methods

In this section we analyze fully discrete methods based on a backward Euler scheme in time and hierar-
chical families of finite dimensional subspaces, as introduced in Section 3, in space. We prove existence
and uniqueness of fully discrete solutions and strong convergence to a weak solution satisfying (2.4).

4.1 Fully discrete formulation

Let {J/;}/en be a family of nested partitions of the time interval J = [0, 7], which subordinate to the
decomposition of (A2). For each partition 0 =y < t; < ... <ty = T we denote the subintervals I, :=
(tn—1,ty] and f™ := f(t,). We consider a uniform time discretization in the analysis, that is, we assume
tn —to_1 = T with 7, = 27!T. Tt simplifies some of the analysis, but it is also a requirement for the
compactness argument in Walkington (2010).

Fix m and let V* and V, be as in Section 3 and define the discrete space

Xy ={v(x,1):VnIweV, v, )=w, t€l,}
x{v(x,t):VnIwe Vi v(t,)=w,t €1l,}.

This means that functions in X,,,; are piecewise constant in time and on each interval equal to a func-
tion from V; x v, Note that X1 € X since X, ; discontinuous in time. However, we have X,,; C
Ly(0,T;VY) x Ly (0,T; V).

We use the backward Euler scheme to define a fully discrete solution. Find a pair (Mm,z, (Pm,z) =
(8u~+im 1,89 + @) such that (i, 1, @py) € Xy and forn=1,...,N,

n n—1
Uy — Uy n n n n
<fl_lvl,v> + (Vi 1, Vv) = —(0 () [ @1, 1V 031, VV) (4.1a)
+ (0 (U ) VP, - VEo,V),
(0 (U )V, VW) =0, (4.1b)
<“2,,172> = (uo,z), 4.1¢)

for all (v,w) € Vi x V,} and z € V¥, where u | =y, (t,) and " ; = @y (ty).
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LEMMA 4.1 A solution (¢, 1, @) to (4.1) fulfils the following bounds

||V¢g1,1||i2(g) <C(0,80); 4.2)
n
||ﬁm,l||%,2(_Q) +/0 HVﬁm,lHiz(Q) dr < C(“OacvguaDlguag(P)a (43)
- 1
Yol — i 17, 0) < C(uo, 0,84 Digus g9)- (4.4)
n=1

forn=20,...,N.

PREED)

Proof. Choosing w= @), , in (4.1b) we have [V} |17 o) < C(0)]|gp ||y (2)- To prove (4.3), we note
that

~ n—1 ~ ~ ~n—1 ~ ~n—1
<uf§1ru’:ﬂ,z,um:§Ilum,ll\Lz<g)ﬁll" 1Zy00) + 10 = 7 ML )

and by choosing v = 71, , in (4.1a) and summing fromn = 1 to N

1Y 3 N N
EZ (Hum,zlliz — |z :111||L2(Q)+||”Z,1 iy, | 1||L2 ) (4.5)
n=1

1 TV~ 2
5 [ 19y

N T
== Z<gu & 17~f,’1,1>—/0 (Vgu, Viiy, ;) dt
n=1

T
— [0 1) [0 1V Vi)
+/ () V Pt - V8t ) dt =1 [+ TT+IIT 4 1V.

For the first term we get

In

N 1, 1 T
Diganty )t <C Y. [ 108 gy i+ [ V0
n= n—1

—1In—1
The remaining terms I — IV can be estimated as in the proof of Lemma 3.1. Using the telescoping
effect of the first two terms in the sum in (4.5) completes the proof. |

LEMMA 4.2 There exists a solution (i, i, @) € X, to (4.1). Furthermore, for any fixed m, there is an
L € N, such that the solution (i, ;, @, ;) is unique for any / > L.

Proof.  To prove this we use the ODE setting introduced in the proof of Lemma 3.2. Let i, ; =
Z/ 10 Jk forn=1,...,N. Then (4.1) corresponds to finding o' € RM such that

n n—1
Moy — Moy

. +Ko = F(a]' ) + G(t), (4.6)
i
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forn=1,..,N, with MOtl0 = b, where b; = (up — g,(0),A;), F as in (3.7), and G slightly modified as

gn o gnfl
Gltn) 1= =5 A = (Ve VA).
Note that (4.6) is the backward Euler discretization of the ODE (3.7).
To apply Brouwer’s fixed point theorem we define the mapping f : R¥ — RM such that § = f(y) is
the solution to the system

MB —Mo!
ﬁr,l +KB = F(1.ta) +G(ta),
which is equivalent to
B=(M+aK)" (Mo ™"+ 0F (v,02) + 1G(ta). 4.7)

Let ¥ be the function corresponding to the vector 7, that is, 7" = j{l y;?), ;. From the definitions of F;
and G; in the proof of Lemma 3.2, and with { = S(3) it follows that
[ (7:10)| < C(0,89) VWl @) IV AillLy @)
+0°[IVY i, @) llge ()l Ly @) 1Al (@) < Cn(0,80),
|Gi(tn)| < Cin(Dr8us &u)-
Here the boundedness of ||V, (o) follows from Lemma 4.1 with i/, , = 5. Hence, letting By € RY

denote the ball with radius R > 0, it is clear that f: B — Bg if R éufﬁciently large. Now define
Bi=f(n),B = f(r) € RM. From (4.7) we have

(B' = B*) = u(M+ 1K) (F(n,tx) = F(2,1));
and using the Lipschitz continuity of F(-,¢), see proof of Lemma 3.2, we get
IB' = B?llew < Cral(M + k)~ M|r (1 — 1oz,

where || - || denotes the matrix Frobenius norm which is finite since M + 7K is invertible. This proves
that f is continuous and the existence of a solution follows from Brouwer’s fixed point theorem. Further-
more, it is clear that if 7; is sufficiently small, or equivalently / sufficiently large, then f is a contraction
on RM and Banach’s fixed point theorem gives uniqueness. O

4.2 Convergence of fully discrete solutions

To prove convergence of the fully discrete method we introduce the continuous and piecewise affine
interpolant Uy, ;(t) of iy, ;

. 1, —1 t—1,—
~n—1 ~ 1
Ui (t) =it ' —= o ———, 1€, (4.8)
Tl — I e |
Note that
it — Iznfl
~ i !
DUy (t) = 22— tEl,. (4.9)
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Using (4.1a), we have for¢ € I, and v € H'! ;1)
(D10 (1), v) < ([l il (0) +C(0,80) IV Ol 5 (2)
+0°IVonllry@) I VEllLy@) + I9gull i @iy ) VIl ()

where 9,¢" = (¢" — g2~") /7. Note that 9,g" = 7, ' | 5, Digudt. This, together with Lemma 4.1 and (A2),
gives

HDtUm,l ||L2(0,T;(\/,g)*) < C(”Oa O-7gu,Dtgu,g(p)~
In addition, using (A5) as in the proof of Lemma 3.1, we get
HDtﬁm,l||L2(0,T;H1(Q;rg)*) < C(uo, GvguaDlgu;g(P)' (4.10)
In the analysis we also use the following reformulation of (4.1a)
{1ty = 10307 V) = (Fung,v), (@.11)
with
(Fina,v) i= =1 (Vi 1, Vv) = (0 () [ @1 1V @1, V)
+ Tl<6(unm,l)V(pr71,l ’ Vg:lp7v>a e V;Z

THEOREM 4.1 A subsequence of solutions (i, 1, , @m, 1,) € Xm
Lr(0,T;H'(2;I,))) to a solution (i, @) of (2.4).

of (4.1) converges strongly in L, (0, T; H' (Q2; ;%)) x

folk

Proof. From Lemma 4.1, (4.10), and the reflexivity of the spaces
L(0,T;H' (2;1}Y)), L0, T;H' (1)), L(0,T;H (Q:;174)")
there exists a subsequence such that

(ﬁmk,lka (pmk,lk) - (}N)a ITI) in LZ(Ov T;HI(Q;FK)) X L2(07T;H1(‘Q;FD¢))7
DUy, — DU in Ly(0,T;H' (2;I}1)"),

for some
(7, 9) € La(0, T H' (2:13)) x Lo (0, T; H' (1)), DiU € Lx(0,T;H' (2:15)").

The convergence of the initial conditions follows as in the semi-discrete case and we conclude
”&k,lk — (0) = u(0).

Next, we prove that D;§ = D,U. First, we note that Uy, ;, — i, j, — 0 weakly in L,(0,T;L(Q)).
To see this, pick X(zq,z5) @V : (1,%) = Xjza,z) (1) v(x), for v € L(2), a < b, and some T > 0. Now, due
to Roubicek (2013, Theorem 8.9), for 7, < 7

T T - =
~ B I T/ _Talt,
/o Uyt = iy > Xjza,ep) @ V) dt = 7<”mk,zkk — il ) <Ch =0,
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where we used (4.8) and the bounds in Lemma 4.1. Since U, is bounded in L (0;7;L,(£2)) and func-
tions of the form Xz, z,) ®v are dense in L, (0, T; L (£2)) this implies U, j, — i 5, — 0in L2(0, T3 Ly (L)),
see Yosida (1995, Theorem 3 p. 121). Thus we get, for v € C'(0,T;H' (2; ;%)) with v(0) = v(T) = 0,

T

T T T
/0 (DO, vy dr + /0 (DO gV dt = — /0 (O, Drv) dt 5 — /O (5, Do),

and we conclude D5 = D,U, due to (4.10) and since C' (0, T; H' (2; ;%)) with v(0) = v(T) = 0 is dense
in L,(0,T;L,(£2)), see see Yosida (1995, Theorem 3 p. 121). This implies that (¥, ¥) € X.

In Walkington (2010, Theorem 3.1) it is proved that if {u,,, ; }x and {F,, ;, }« in (4.11) are bounded
in L,(0,7;H' (Q;I;%)) and L,(0,T; (Vin,)"), respectively, uniformly in k, then {u,,, s } is precompact in
L(0,T;L>(£2)). Here, the boundedness of {u,, ; } and {F,, ; } follows from Lemma 4.1, (A2), and
the bounds on ¢ and [-]. Hence, there exists a subsequence, still denoted (m, [), such that i, ;, — 7
strongly and pointwise a.e. in Ly(0,7;L2(2)).

Owing to Lemma 3.3 we have for some subsequence, still denoted (my,l), that @, 1,V @u, i
O (U 1,)V Oy > and O (U 1)V Py 1y | Py, » converges strongly in L (0,75 L,(L2)). Using (4.1a) we
getforv € L,(0,T; V%)

T
/0 (DU, i, + 918u,v) + Vit 4, Vv) dt

T
= /0 ( - <G(umk7lk) |—(Pmk,lk-| V(Pmk,lk7vv> + <G(umk,lk)V(Pmk,lk : Vg([)a V>) dt?

where J,g" = (g — g» ')/ 7. Keeping v fixed we get as k — oo

./()‘T(Dti+D,gu,v> + (Vu,Vv)dr = ./O.T (— (0 (ttmy) [ P, |V Py, VV)

+ (0 () VO, -Vg(p,v>) dr,

where we used the weak convergence of U, and Vi, , the strong convergence of & (i, 1, )V @y i,
and 6 (uny 1, )V [ Py, | Pmy.i» and gy — D1 gy Now, due to the density of {v(x,t) : v[;, € V/} and the
boundedness of i, ;, , @, 1, - this holds for all v € L (0, T:H! (£;I})) Yosida (1995, Theorem 3 p. 121).
Furthermore, in the spirit of Lemma 3.8 we may prove that { solves (2.4b). Hence, (7, ) is a solution
to (2.4).

To prove that iy, ;, — ¥ strongly in L,(0,T;H'(22;I}¥)) we may mimic the argument in the proof
of Theorem 3.1 (recall (4.9)). Il

COROLLARY 4.1 If the solution (u,¢) to (2.4) is unique, then the whole sequence of fully discrete
approximations (i, ;, @) € X, converges.

Proof. If the solution to (2.4) is unique there can only be one accumulation point, cf. Corollary 3.1. O

REMARK 4.1 There are many other time discretizations available, see, e.g., Thomée (2006, Chapter 16)
for discretizations of a parabolic nonlinear problem. For instance, one could use linearized schemes to
avoid solving a nonlinear problem in each time step. In this case the existence and uniqueness result
follows easily. Convergence may be deduced by comparing the linearized solution to the backward
Euler solution. However, to avoid overloading the paper, we shall not analyze this here.
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5. Regularity and uniqueness

In this section we prove additional regularity and uniqueness of a solution to the weak problem (2.4).
For this purpose we use Theorem 5.2 below, which is based on Hieber & Rehberg (2008); Meinlschmidt
et al. (2017), see, in particular, Hieber & Rehberg (2008, Theorem 3.1). The theory in Mitrea & Mitrea
(2007) gives a setting where assumption (B5) below is satisfied, so called creased domains. We recall
here the definition, cf. Brown & Mitrea (2009).

DEFINITION 5.1 (Creased domains) Since 2 C R3? is a bounded Lipschitz domain there is a con-
stant M > 0 such that for all x € JQ there exists a coordinate system (x;,x2,x3), a cylinder C,(x) =
{1,2,y3) : |1,y2) — (x1,%2)| < 1, |y3 — x3] < 2Mr} for some r > 0, and a Lipschitz function & :
R? — R with ||V&||.. < M such that

Cr(x) N2 = {(y1,52,53) : y3 > &E(y1,52) } NCr(x),
Cr(x) NI = {(y1,y2,y3) : ¥3 = E(y1,72) } NCy(x).
Let I'p and Iy be the Dirichlet and Neumann E)un@ries, respectively. We call Q a creased domain if
there is a constant m > 0 such that for all x € I, NIy one can find a Lipschitz function y : R — R and
r > 0 such that
INNCr(x) =Cr(x) NI N{(x1,x2,x3) 1 x1 = Y(x2)},
IpNCr(x) =Cr(x) NI N {(x1,x2,%3) 1 x1 < W(x2)}

and
9¢

7 > m almost everywhere where x; > y(x2),

% < —m almost everywhere where x; < y(xp).

Our aim is to combine the results in Hieber & Rehberg (2008) and Meinlschmidt ef al. (2017) to
obtain additional regularity for the Joule heating problem with mixed boundary conditions on creased
domains. For similar settings, see Meinlschmidt et al. (2017, Section 3), where regularity for the Joule
heating problem with pure Robin boundary conditions for the temperature and mixed boundary con-
ditions for the potential is studied. In addition, we also prove higher regularity of the solution in the
interior of the domain. We emphasize that the differences in the regularity within the domain makes the
problem well suited for /- and hp-adaptive finite elements.

In Hieber & Rehberg (2008) the following type of systems are studied

Diu—Au=R(u), inQ x(0,T), (5.1a)
u=gy, onIp x(0,7) (5.1b)
n-Vu=0, on Iy x (0,7), (5.1¢)
u(+,0) = up, in Q. (5.1d)

If we define R(u) = o(u)|VS(u)|? such that ¢ = S(u) solves
~V-(c(u)Ve)=0, inQ2x(0,T), (5.2a)
¢=gp, onl; x(0,7) (5.2b)
n-Vo=0, onI} x(0,T), (5.2¢)
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then (5.1) is equivalent to (2.1).
For p > % and a fixed r > % we consider the following assumptions.

(B1) Q is a bounded domain with Lipschitz boundary (in the sense of Groger, see Hieber & Rehberg
(2008)), meas(I;¥) > 0, and meas(I}}) > 0.

(B2) g, € C([0,T|;W,,(2))NW(0,T;L,(2)), Agu(t) = 0,1 € (0,T), and gg € L,(0,T;W;,(Q)).
B3) ug— gu(O) S (Lp(Q),D(Ap»l_%J.
(B4) o € C'(R), Lipschitz continuous, and 0 < 6, < 6(x) < 6° < o0, Vx € R.
(BS) A is1 a topological isomorphism from Wzlp(.Q;F ) onto Wz;l(.Q;F 1) and from Wzlp(.Q;F ¥) onto
Wa) (1)
Here D(A) denotes the domain of the operator A, that is
D(A) = {ve H'(;Ip) : 3f € Lr(R), —a(v,w) = (f,w), Yw € H (2;Ip)},

for Iy C 9. The semigroup generated by A extends to a Cp-semigroup on L,(2), 1 < p < oo, and
we denote its generator by A, see Hieber & Rehberg (2008) and references therein. In particular, we
use A, for the Laplacian that maps onto L,(£2). Furthermore, for Banach spaces V and W forming an
interpolation couple, (V,W), g denotes the real interpolation space.

The following theorem relies on Hieber & Rehberg (2008, Theorem 3.1).

THEOREM 5.2 Let p > % and r > 2;1—1:3. Under the assumptions (B1)-(B5), there exists a unique solution
to (2.1) satisfying

i1 € W0, T Ly(R)) NLA (0, T: Wy, (Q:T3)), ¢ € Ly(0,T: Wy, (Q:13))), (5.3)
forsome 0 < 7T, < T.
Proof. Consider
(B6) The function R: Wzlp(.Q) — L,(£) is continuous.

(B7) R(0) € L,(0,T;L,(£2)) and for B > 0 there exist gg € L,(0,T) such that
IR(ur) ~ R(uo) ey @) < 850t — allyy (o 1€ (O.T),

provided max (ut g (0 12y (0)) < B

In Hieber & Rehberg (2008, Theorem 3.1) it is proved that if the conditions (B1)-(B5) together with
(B6)-(B7) on the operator R are satisfied, then there is a unique solution to (5.1) satisfying

uec Wr1(07T*;LP(Q)) er(Ov T*’D(AP))a
forsome 0 < T, < T.

Our aim is now to prove that if R(u) = o/(u)|VS(u)|?> with S : Wzlp(.Q) — Wzlp(.Q) defined as in (5.2),
then R satisfies (B6)-(B7) and we may conclude that (u, @) solves (2.1) and (5.3) is fulfilled.
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From Meinlschmidt et al. (2017, Corollary 3.24) it follows that the operator (—V¢ - V)__l is a linear
homeom(zrphism from WZ;I (Q;I; D(p) to Wzlp(.Q;F D(p), if ¢ € € is uniformly continuous on £, € compact
setin C(Q), ¢ admits a positive lower bound, and (B5) holds. It also holds that (—V - ¢V)~! is Lipschitz
with respect to ¢. B B

In our setting, we have due to Morrey’s inequality Wzlp(.Q) C C%%(Q), for some o > 0, and C**(Q)
embeds compactly into C(2). This implies that € = {c(u) : u € W,,(2)} is compact and &(u) is
uniformly continuous, since & is Lipschitz continuous. Furthermore, 6(-) > 0, > 0. Hence, given
¢ = o(u) we deduce that there exists a unique solution ¢(z) € Wzlp(.Q;F ¥) to (5.2). This proves that
the mappings S and R are well defined in the given spaces.

Given u fixed, let F : Wz;l (Q:;0) — WZIP(Q;FD(P), such that y = F(g) is the solution to

V-(0W)VY) =g Wipe=0.

By letting G = V- (0(u)Vgy) and using ¢ = @ + g it follows from (5.2a) that ¢ = F(G). Since the
operator F is bounded we get

54

) (V- (c(u)Vge),w)
191wy (@irg) < ClGllw, 1 gy =€ sup W s
/ » weWh  (2:)\{0} Wpy (@)

Vgo,V
o wp  (000VEeYw)

<Cligellw; Q)
wewl  (@:0)\{0} ||WHW(12p)/(9) »

where (2p)’ is the Holder conjugate exponent to 2p. Thus, ¢ € L, (0, T;WZIP(Q)), since
8¢ € L,(0, T;WZIP(Q)), which implies R(0) € L,(0,T;L,(£2)) in (B7).
For ¢; = S(u;) and @, = S(up) we get

<[(o(w) = o) [Vei Pl ) + 6(w2) (Vo P = Vo2 |11, 0)
< Cllur = w2l @) IVLIZ,, @) + 1V (91 + @2)l|L,, 0) IV (@1 = 92)I1,, (2))-

Using Sobolev’s inequality we get |[u1 —ua |1 (@) < C|lur — u2|y; @ Due to the Lipschitz property of
2p(L2
(=V-o(u)V)~! we get

161 = @2llyy (@) < Cllo(ur) — o ()l < Cllur — 2z, < Cllur = w2lyy (-
which proves (B7) and the continuity in (B6). Hence there exists a unique solution
u €W, (0,75 L, (2)) N L0, T:sD(4)))

for some T, > 0.
Finally, by definition, D(A,) denotes the domain such that the Laplacian maps into L,(£2). Let p/
and (2p)’ be the Holder conjugates to p and 2p, respectively. Then

Lp(Q) = (Ly(Q))", W, (Q:iI}) = (W, (:1F))".
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By Sobolev’s inequality we have,
1
Wiy (2) € Lopjap-3) (L),

and since p' = p/(p—1) < 6p/(4p—3) when p > 3/2 we conclude W(lzp),(.Q;Fé‘) C L, (L), orequiv-
alently L,(2) C Wz;l (2;I}). Now, since we know that A is an isomorphism between Wzlp(Q;F ) and
Wy, (Q:1) and L, () C W, (Q;T}%) we deduce D(4,) C Wy, (2;T7) and (5.3) follows. O

Note that the result is only local in time, that is, the additional regularity and uniqueness are only
guaranteed up to some 7, < T.

We provide an example of a geometric setting for which (B5) is satisfied. Assume instead of (B1)
the following

(B1’) Qisacreased domain with respect to the boundary conditions for u and ¢. In addition meas(I}}) >
0 and meas(I;}) > 0.

COROLLARY 5.1 Let r > 2;)‘%3. Under the assumptions (B1’) and (B2)-(B4), there exists p > % such
that there is a unique solution to (2.1) satisfying

e er (O’ T*;LP(“Q)) er(Oa T*;WZIp(Q;Flst))v (p € LF(O7T*;W21p(“Q;FD(P)>7
forsome 0 < 7, < T.

Proof. To see that condition (BY) is fulfilled we use the result on equations of Poisson type in Mitrea &
Mitrea (2007). If € is a creased domain, I'p C d€2, and g € B, (ID), then there exists € € (0, %) such
that Poisson’s equation is well-posed in the spaces

-5

L1 2-s-1 *
vEW, {(:Ip), —Av=rfe (W, (D))", vIr, = gu, (5.5)

and (s, %) € J¢ where J# is the polygon with vertices in

0,0), (£,0), (1,%_3), (L1, (1—e1), (0,2+¢).

2
. _ 8+¢ _ 12 —_6 3
Choosing s = 55- and ¢ = 7=; we have for p= ;> > 3
W‘”i—w1 =W, and WH*% = (W) =wy!
q - %_ 21)an( q )_( 8]4%8)_ 2p

and since Wzlp(Q) I, = Bj, ,(ID) assumption (B2) gives g,(t),g¢() € B ,(I}5). We conclude that (B5)

holds. D

REMARK 5.1 There are other geometric settings where condition (BS) is fulfilled, see, for instance,
Hieber & Rehberg (2008); Meinlschmidt et al. (2017); Disser et al. (2015).

REMARK 5.2 In Antontsev & Chipot (1994, Section 4) it is established that Vo € Ly, /(,—3)(0,T; Ly (R2)),
for g > 3, is sufficient for a unique solution, see also Theorem 2.1. This agrees with the regularity we
get in Theorem 5.2.

The next theorem shows that higher regularity achieved in the interior of the domain, cf. the station-
ary case Jensen & Malqvist (2013, Theorem 4.2). Here we use the notation D(A, ) for the domain such
that A maps into Wy (). Note that D(4,) = D(A,0).
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THEOREM 5.3 Let 0 < Tp < T and let ) be a relatively compact domain in 2: Qp € Q. Let (u, @) be
the solution to (2.1) such that

i1 € W0, T:Ly(R2)) NLA(0, T: Wy, (:13)), ¢ € Ly(0,Tu: Wy, (:13))), (5.6)

for some p > 3 and r > 2;:—’13. Then i, ¢ € L, (Tp, T.; W2(£2)) for all s € (1,). If o € C*(R), then
i, € L,(Tp,T.;C(£L0)).

Proof. Let Q. and {£;}7, be smooth domains such that Q;_| € £; and Q; C Q.. € Q,fori=0,1,....
Assume, without loss of generality, that the boundary data g, and g, have smooth extensions to £
such that g,,D;gu,8¢ € Ly(0,T;C”(£.)). Without loss of generality, we also assume p = 6/(4 — €) for
some € > 0.

Let {; € C*(£2;,]0,1]), such that §i|39i =0and {g, , = 1. Furthermore, let {7;};, and Ty be
positive numbers such that 7; < T;_1, and 0 < T; < Ty < T. for all i. Define n;(t) € C*([T;,T.],[0,1])
such that 1;(7;) = 0 and ;|7 | 7,) = 1. Let & := 1;;, then (i, §; @) satisfies the following system in
Q; x (7—;’ T*)'

Dy (&) — A(Giii) = §io(u)|V|* — §i(Digu — Agu) + iy §; — 2V §;- Vi (5.7a)
—iAG,
A(60) = L E V- Vo - Ggy ~ 295 V9 pAL, 670

with homogeneous Dirichlet conditions and zero initial data. Note that we have used

o'(u)
o(u)
in the second equation. Because of the assumed regularity in (5.6) and the smoothness of {;, g,,, and g¢,
the right-hand sides in (5.7) are in L,(T;, T%; L, (£2;)).

There exists a unique solution in W,,Z(Q,-) to Poisson’s equation with homogeneous Dirichlet bound-
ary conditions, if the domain is smooth and the right-hand side in L,(£2;), 1 < p < o, see e.g. Gilbarg
& Trudinger (2001, Theorem 9.15). We conclude that, for a fixed 7, §;(#)@(z) € sz(.Q,-). We may now
use elliptic regularity in L,, see Gilbarg & Trudinger (2001, Lemma 9.17), to deduce

V- (c(u)Vp)=0& Ap = Vu-Ve,

/
1&@llwz () < C||Cic;((:))VM Vo —GiAge —2VE VP — QAL L, q-
The regularity in time of the right hand side implies §;¢ € L,(T;, Ts; W,?(.Q,-)). Thus ¢ € L, (T;—1,T; sz(.Qi,l)),
since §;=1on [T;_1,T.] x Q.

For the parabolic equation we use the theory for maximal L,-regularity with homogeneous Dirichlet
boundary conditions on smooth domains, see, e.g., Hieber & Priiss (1997, Theorem 3.1). If the right-
hand side is in L,(0,7;L,(£2)) and the initial data is zero, then the solution belongs to L,(0,T;D(A,)) N
W (0,T;L,(2)). From the results on Poisson’s equation we deduce D(A,) C Wg(Qi) and thus i €
Lo(Ti1, T W3 (1)) "WHT 1, T Ly (i)

From the Sobolev inequality we have ng(Qi—l) C W3lp/(37p) (Q;_1). Using that 2p = 12 /(4 —¢) for
some € > 0 we get 3p/(3 — p) = 12/(4 —2¢). Hence, we can substitute € by 2¢, pass from i to i — 1
and repeat the argument. Note that if 12/(4 — €) becomes negative, the right-hand side is in L. (£2;). By
induction i, ¢ € L,(Tp, Te; W2(£2y)) for any s € (1,0).
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Now assume 6 € C*(R). A solution to Poisson’s equation on a smooth domain is in W/,‘”(.Qi) if the
right-hand side is in Wlﬂ‘ (©)), see e.g. Gilbarg & Trudinger (2001, Theorem 9.19). By applying Leibniz’s
rule it is clear that there is an s such that the right-hand sides in (5.7) belongs to L, (T;, T.; WX (€2;)) if
Q,ie L, (T, T*;Wslf+l (£;)). Hence, we may perform induction over k and pass from i to i — 1, to achieve
i, ¢ € L(Ty, T; WE2(Qp)), for any k,s > 1. This implies i, ¢ € L,(Ty, T.; C*(£0)). O

6. Numerical Examples

In this section we consider four different examples. The first two are designed to test the convergence
rates for different settings. In the first example we choose the domain and the data such that the exact
solution is known. To achieve this we add a function f(x,¢) to the right-hand side in (2.4a) and consider
non-zero Neumann data for @, see Subsection 6.1 below. For the second example we consider a setting
that does not fulfil the creased domain conditions. For this problem we expect low regularity and reduced
convergence rates. Finally, in the last two examples we test a goal oriented adaptivity method.

In all cases we consider a continuous, piecewise affine finite element discretization. We let {7, },
denote a family of uniform triangulations of the domain such that 4,11 = 27 1h,., ho € R, where hy, is
the maximal mesh size on .7,,. With this notation we may define

Vi={ve H'(Q:I;})NC’(Q) : v|x is a polynomial of degree
Ve = {ve H' (Q;I;})NC’(Q) : v|x is a polynomial of degree

1,VK € 9},
1,VK € Z,}.

NN

For the time discretization, we let 7, = 2~'T and the fully discrete space X,,; is defined as in Section 4.
In the first two experiments we keep the time step proportional to the mesh size in each refinement.
That is, we consider spaces of the form Xz, for k = 1,2,3,.... This means that if the solution has
sufficient regularity, then we expect at most linear convergence rate in the norm L, (0,7;H' (R2)), see
also Elliott & Larsson (1995); Malqvist & Stillfjord (2017); Gao (2014).
All computations are made using the FEniCS software Logg et al. (2012).

6.1 Example 1

We let T = 0.1, Q be the unit cube, I} = dQ, and FDQ’ =dQ\{x3 =0o0rx3 = 1}. To construct
an example where the exact solution is known, we consider non-zero Neumann data gy for ¢ and an
additional function f in the right-hand side of (2.4a). We get

(Deu,v) + (Vu, Vv) = —(c(u) [@VQ,Vv) + (c(u)VQ - Vge,v) + (f,V),
(0(u)Ve,Vw) = (gn, W) Lo,

where (-,-) r denotes integration on the boundary I;’.
Letting g, =t,8p = X2,g8v = —1+2x2, 0 =1, and

f= 2()61)62(1 —xl)(l —X2) —|—)C1)C3(1 —xl)(l —)C3) +XQX3(1 —xz)(l —)C3)),
uop :xl(l 7)61))62(1 7)62))63(1 7)63),

the exact solution is given by u = x1(1 —x1)x2(1 —x2)x3(1 —x3) +1 and @ = x». Note that ¢ = § + g¢
and thus @ = 0. In our setting, the approximations ¢, ; are all close to zero and, hence, we omit to plot
the error for ¢ below.
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We compute the finite element approximation on meshes with tetrahedra of maximal diameter
h = 27%\/3 and time step size T = 27XT = 27%0.1 for k = 1,..,6. With this refinement, the finest
approximation (k = 6) is computed on a mesh with 274625 nodes. The error in L,(0,T; H'()) is ap-
proximated using Simpson’s rule in time on each interval 7, and the FEniCS function errornorm in
space. The relative error is depicted in Figure 1. The convergence rate is approximately linear, which is
expected for sufficiently regular problems.

100 i i T T T i i T T T ]
* |
S
= 1L 4
A 10
10»2 . . . P . . . L)
102 1071 10°

h

FIG. 1: Relative errors for the temperature u (blue o) of Example 1 plotted against the mesh size 4. The

dashed line is Ch.

6.2 Example 2

Welet T = 0.1 and 2 be the Fichera cube depicted in Figure 2 (left). We consider non-creased boundary
conditions by imposing Dirichlet conditions on the striped areas, Iy and I in the figure (left), and
homogeneous Neumann conditions on the remaining parts. On I we set g, = 0 and g, = 10 and on I3
we set g, = go = 0. Furthermore, we let 6(u) = 27! (x — arctan(u)) and up = 0.

We compute the finite element approximation on meshes with tetrahedra of maximal diameter
h=2"*"1/2 and time step size T =27%T = 27%0.1 for k = 1,..,5. Since the exact solution is not
known, the approximations are compared to a reference solution computed for k = 6 corresponding to
a mesh with 471233 nodes. The relative error in L, (0,7; H' (£2))-norm is plotted in Figure 3. We have
convergence, but not with order one. This is due to the low regularity in the vicinity of the edges where
the Dirichlet and Neumann boundaries meet with an angle greater than 7, that is, where the creased
domain condition fails.
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(a) Non-creased (b) Creased

F1G. 2: Two settings of the Fichera cube with centre in the origin. Dirichlet boundary conditions are
imposed on the striped areas (I and I7).

6.3 Example 3

We continue in the setting of the Fichera cube as in Example 2, but with a choice of boundary conditions
that fulfil the creased domain condition. We choose I and I as in Figure 2 (right), with g, = 0 and
8o(x,1) =2x2(x2 + 1)+ 5 on both Iy and I7.

The aim is to utilize the observation that the solution has higher regularity in the interior of the
domain, see Theorem 5.3, and that the problem thus is suitable for h-adaptive finite elements. In this
example we use a goal-oriented approach for the mesh refinement, which is supported for stationary
problems in the FEniCS software, see Rognes & Logg (2013).

We summarize the goal-oriented procedure here, and refer to Rognes & Logg (2013) and references
therein for details. Consider a nonlinear variational problem; find u € V such that

F(u,v) =0, Wwev, (6.1)
and the corresponding finite element problem; find u;, € V), such that
F(up,v) =0, WeW, (6.2)

for some triangulation .7, and appropriate finite element space V, C V,V, C V. Let .# : V — R denote
a linear goal functional and define the dual problem; find z € V* such that

F(z,v) =M (), Wwel*,

where V* = Vo = {v—w:v,w € V} and V* = V. The bilinear form F’" denotes the following average
of the Fréchet derivative F’ of F,

() :/OIF/(su—i—(l—s)uh;-,-)ds,

and by the chain rule we have F/(u—uy,-) = F(u,-) — F (up, ).
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F1G. 3: Relative errors for the temperature u (blue o) and the potential ¢ (red *) of Example 2 plotted

against the mesh size h. The dashed line is Ch.

Using the definition of the dual problem we may now express the error in the goal functional as

M) — M) = M (u—up) =F (z,u—up) =F (u—up,2)
=F(u,z) = F(un,z) = —F (up,2) =: r(2),

where r(z) denotes the residual. The residual can be decomposed into local contributions from each cell
TeS

r(v) = Z rr(v) = Z (/TRTde+/aTR8TVdS>»

TeI, TeIy

where Ry and Ry7 are the cell and facet residuals. In Rognes & Logg (2013, Theorem 4.1) it is proved
that the error indicators Ry, Ry7 can be determined by solving a set of local problems on each cell 7.

The procedure of computing the error indicators Ry and Ry7 and refining the mesh accordingly is
performed in FEniCS by using solve together with the goal functional and a given tolerance. In our
case, the fully discrete problem (4.1) is a stationary problem of the form (6.1) with

u o — un—l

F (0 @)y () o= () + (Vi 1, V)

(0 (U ) [Pt [V O V)
— (0 (U )V Py Ve, v) + (0 (uyy, )V Oy 1, VW)

In each time step the error indicators are computed and the mesh refined. Note that the refined mesh is
reused in the next time step and additionally refined if needed.
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In this example we choose .# (1) = [ udx. The initial data remains the same as in Example 2. We
choose to have fixed (small) time step T = 2797 in this experiment, since the the spatial error is the
main concern here. The relative error in the goal functional for 4 = 27%1/2 compared to the reference
solution, here denoted u,.f and computed on mesh with 471233 nodes, is

max | (uyy) — A (u,
OénéN‘ ( h) ( rcf)|

max [ (urer)|

0<n<N

~ 0.0254.

We note that our uniform mesh of size # = 2~%1/2 corresponds to 7985 nodes. Using the goal oriented
adaptivity, denoted u,q below, we get
X [ (u6) — A (1)

max. |7 (ureq)|

0<n<N

~0.0282,

already for 1628 nodes.

This example indicates that the problem is suitable for h-adaptive finite elements and motivates a
further analysis of a posteriori methods for the Joule heating problem, which will be considered in later
works.

6.4  Example 4

In this example, we use the non-creased Fichera cube as in Example 2, see Figure 2 (left). The aim is
to investigate the use of goal-oriented adaptivity for non-creased domains. We emphasize that, in this
setting, Theorem 5.3 is not directly applicable.

As in Example 3 we choose .# (1) = [, udx. The initial and boundary data remain the same as in
Example 2 and the time step is T = 2797". The error in the goal functional for & = 27>+/2 compared to
the reference solution is

omax | (uy) — A (urer)|

n
OgagXN |% (uref) ‘

~0.0271.

Here h = 27>+/2 corresponds to 60513 nodes. For the goal oriented adaptivity we get
omax | A (uzg) — M (trer)]

max [/ (urer)|

0<n<N

~ 0.0254,

for 6560 nodes.

This example indicates that the goal oriented adaptivity is applicable also in non-creased domain
settings. However, it is still an open problem to show that the solution to such a problem enjoys the
appropriate regularity to be suitable for h-adaptivity.
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