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It is a pleasure to comment upon Raja et al. [1]. Responding to philosophical deconstructions of the 

FEP has now become a familiar part of my monthly routine. I am starting to realise that philosophy is 

quintessentially adversarial, much like good practice in litigation. Philosophical deconstructions of the 

FEP are unique in this regard; for example, the FEP has been applied constructively in mathematics [2], 

quantum physics [3], ethology [4], psychiatry [5], robotics [6], governance [7], et cetera. However, in 

(argumentative) philosophical discourse, I have to remind myself that I am a “proponent of the FEP” 

and a “defender” of its claims and commitments.  

My slight problem, in this instance, is that I tend to agree with many of the points made in [1]. This is 

exemplified by an excerpt from a recent introduction to the FEP [8]: 

“Before starting, it might help to clarify what the free energy principle is—and why it is useful. 

Many theories in the biological sciences are answers to the question: “what must things do, in 

order to exist?” The FEP turns this question on its head and asks: “if things exist, what must 

they do?” More formally, if we can define what it means to be something, can we identify the 

physics or dynamics that a thing must possess? To answer this question, the FEP calls on some 

mathematical truisms that follow from each other. Much like Hamilton's principle of least 

action1, it is not a falsifiable theory about the way ‘things’ behave—it is a description of ‘things’ 

that are defined in a particular way.” 

Indeed, the core claim of Raja et al. [1] is that the FEP is a principle or method, which (heuristically) 

allows us to say that, if a system has a Markov blanket, then we can model its dynamics as a path of 

least surprisal or, equivalently, as minimizing a free energy functional of Bayesian beliefs. This seems 

uncontroversial to me. 

Having said this, in the spirit of adversarial exchange—and to entertain readers—I will do my best to 

expose some issues with the arguments in Raja et al; in the style of responses to a curmudgeonly 

reviewer. 
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Response to Raja et al 

“Direct experimental support for predictive processing in general, and for FEP and active inference in 

particular is, at best, scarce.” P51 

I did not know this. I thought the empirical evidence for predictive processing and active inference was 

overwhelming, ranging from hierarchical connectomes in the brain [9-11] through to the synaptopathies 

that underwrite psychopathology; e.g., [12, 13]. Figure 1 shows the number of publications (excluding 

reviews and conference proceedings) referring to active inference or predictive processing, with 

currently over 400 scientific articles per year, attracting over 13,000 citations per year. The majority are 

in the empirical sciences, with 5.6% in philosophy. Clearly, these metrics only provide evidence of 

evidence but speak to the fecundity of active inference, in terms of generating “experimental support”. 

 

 

 
 

Figure 1: the left panel lists the number of scientific articles referring to the free energy principle, active inference or predictive 

processing, sorted according to Web of Science categories. The right panel shows the number of publications and citations 

from 2001 through to 2021. Source: Document search - Web of Science Core Collection.  

 

“To date, the best existing empirical evidence for FEP amounts to no more than a set of simulations 

that bear, perhaps, metaphorical resemblance to actual biological and cognitive processes.” P51 

I found this statement upsetting and unsettling. I was upset because I was impressed by the fact that one 

could simulate things like insight [14], curiosity [15] and narrative exchange [16] from first principles. 

I now realise that not everyone is quite so impressed. 

 

I was unsettled because demeaning simulations in this way takes the pressure off people to provide 

proof of principle that this is how the world (or brain) works. I have in mind here Feynman’s notion: 

“What I cannot create, I do not understand”. Dismissing simulations of cognitive processes licences a 

return to narrative formulations of 20th-century cognitive science. Informal narrative accounts represent 

the opposite direction of travel in cognitive neuroscience, as illustrated by the advent of computational 

phenotyping [17, 18]; namely, fitting simulations or ‘digital twins’ to an individual's behavioural or 

neurophysiological responses; e.g., [19]. 

 

https://www.webofscience.com/wos/woscc/basic-search
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“What follows can be read as a series of suggestions for issues that proponents of FEP and active 

inference will need to pay further attention to, especially if they wish to maintain the more ambitious 

claims they have made.” P51 

Thank you. I undertake to pay attention to these issues. 

 

“Some things or systems cannot be described in terms of a Markov blanket. This is acknowledged in 

the FEP literature. The canonical example of a thing that cannot possess a Markov blanket is a candle 

flame [28,29]. … Therefore, it is impossible to apply the Markov blanket formalism and to say that 

candle flames are things although they are clearly things.” P58 

This made me smile: “although they [flames] are clearly things” would not really count as a killer 

argument in my world. We ask slightly more fundamental questions, such as “is a state a thing?” The 

answers usually rest upon the apparatus of the renormalisation group [20], in the following sense: things 

are defined in terms of particular partitions (i.e., groups) of states. And states are attributes of things at 

a finer scale. Here, particular partitions are Markov blanket partitions, obtained by the renormalisation 

group operator. In short, things are constituted by states and states inherit from things. Crucially, as we 

go from one scale to the next, things get bigger and slow down.  

 

On this reading of Markov blankets, questions about candle flames could be about why we (or at least 

philosophers) perceive a flame as a thing—i.e. Markov blanket—when the constituent molecules—i.e., 

constituent Markov blankets—are transient and effervescent (e.g., the collapse of the Markov blanket 

of an oxygen molecule as it becomes part of a water molecule). The answer—currently entertained by 

theorists in the field—rests upon the scale-free nature of the FEP [3, 21, 22]. In brief, it is perfectly 

admissible for a Markov blanket at one scale to persist and thereby be perceived, inferred or measured, 

while its constituent states derive from Markov blankets at a finer (e.g., molecular) scale that come and 

go very quickly.  

 

So, does a flame have a Markov blanket? I think the answer depends upon the scale at which the question 

is posed. From the perspective of the flame—or the philosopher observing flame—the blanket states 

could be the states of incandescent plasmas that influence (and are influenced by) states beyond the 

flame, including the philosopher’s sensory states. Conversely, from the perspective of the molecular 

constituents of the plasma there is no flame, because the coupling of concern is at the fast scale of 

molecular fluctuations. In short, the Markov blanket is just a way of formalising the coupling among 

the states of things at a particular scale. The implicit separation of temporal scales—and how Markov 

blankets at one scale couple to blankets at another—is probably what we should be paying attention to. 

 

“[T]here seems to be no reason to choose the beam and not the atoms in the surface of the pendulums 

as the blanket states of the system or vice versa, other than that the beam might be a better selection to 

model the coupling event. Namely, the selection of the Markov blanket partition in the case of coupled 

pendulums does not prescribe the way they count as things.” P59 

If one wants to understand or simulate how two things are coupled, then drawing a Markov blanket 

between two clocks is the way to go: e.g., [23]. If you wanted to understand and realise the inner 

workings of a clock, you can apply your Markov blanket to the things that constitute its inner 

machinations. The claim of the FEP is that, for every thing, at every scale, there is a Markov blanket. 

This is just a definition of what it is to be a thing. If there were alternative formal (i.e., mathematical) 

definitions of things, then one could argue about who has the best claim to ‘thingness’. 
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“The application of the Markov blanket formalism under FEP entails an (at least) implicit commitment 

to the idea that the relevant aspects of the systems of interest can be modeled in terms of these 

networks—i.e., in terms of directed and acyclic interactions.” P61 

This is a foundational error in Raja et al. The application of the Markov blanket formalism entails a 

commitment to the opposite; namely, cyclical interactions. Indeed, it is precisely the circular causality 

inherent in the two-way traffic across the Markov blanket that lends the FEP its explanatory power. In 

other words, it takes us from the world of closed systems and equilibrium physics into the world of 

open systems and nonequilibria, necessary to describe the exchange of something with everything else. 

 

It may help to understand that the FEP (and physics in general) is not concerned with the directed 

acyclic graphs (DAG) that underwrite causal inference [24]. The FEP concerns itself with the 

emergence of conditional independencies from sparsely coupled dynamics. Causality is baked into 

dynamics, in the sense that states cause the motion of other states. In other words, causality is inherent 

in universes that admit time in their metric geometry. The FEP simply shows that inference is an 

emergent property of causal structure. If one wanted to apply the FEP to make inferences about 

causality, one would not use a DAG, rather, some form of dynamic causal modelling (DCM) [25]. 

 

“The problem pointed out by [26] … cast doubt on the ability of Markov blankets to capture all possible 

conditional independences and, more importantly, likely reduces the general applicability of the 

formalism.” P39 

But the formalism is applied generally (see Figure 1). So, is there a problem? The reason these 

critiques—e.g., [26-28]—have found little purchase beyond philosophy (and Twitter) is that they deal 

with the wrong kind of systems (usually, linear edge cases) [26] or ask the wrong questions [27]. A 

question that could have been asked is: “what is the probability of Markov blankets emerging, as a 

system grows in size or scale?” An answer could be that any system, of sufficient size, will feature 

Markov blankets, because the probability of there not being a blanket tends to zero with the number of 

states [22]. 

Raja et al. grant that the FEP explains all things as defined FEP-theoretically; they just argue for things 

are not things in this sense. Conversely, I would submit that to be a thing is to have a Markov blanket. 

But nuance this claim by noting that not all things are created equal: for example, only a certain kind of 

thing can show sentient behaviour (e.g., things that possess active states). 

 

“The property of ‘heading’ seems to be difficult to describe in terms of just internal states of the agent 

or just external states of the environment. …Thus, it is not clear that the partition entailed by the Markov 

blanket formalism is the best way to characterize this kind of situation.” P61 

The best way to characterise this kind of situation is to apply the method of the FEP to relational aspects 

of the sensed world. Perhaps the most obvious example is navigation and the emergence of ‘place’ and 

‘direction [path] cells’ in realisations of active (planning as) inference [29]. I found this part of the 

argumentation in Raja et al. naïve: the FEP explains why “the internal states of the agent” can be read 

as describing “the external states of the environment”. 
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“However, the example of the “climbability” of a step clearly shows that affordances themselves do 

not have to do with selecting one action or another but with the very possibility of action given a 

relational property in the organism-environment system. The re-definition of affordances in terms of 

action-selection preferences is a good demonstration of FEP’s inability to capture relational 

properties.” P62 

The authors seem to be adopting a position of physical realism, which would please radical enactivists 

and, possibly, Gibson. However, remember the candle is in the philosopher’s head just in the same way 

as the consequences of her action. These consequences underwrite the epistemic and pragmatic 

affordances—celebrated in decompositions of expected free energy—which “capture relational 

properties” that matter for action [30]. Put simply, in active (planning as) inference, affordances have 

to be recognised or inferred before plans can be realised through action. 

 

“The question, however, is whether these principled ways to derive formalisms of physics are something 

more than a mathematical exercise. It is well known that MaxEnt suffers from a lack of results and 

empirical predictions … Wolfram’s proposal likely shares this problem.” P64 

I was curiously ambivalent about this assertion. On the one hand, it is pleasing to see that people 

appreciate that the FEP is an instance of Jaynes’ maximum entropy principle (specifically, the 

maximum entropy principle under constraints afforded by a Markov blanket) [2]. One might hope that 

Wolfram’s proposal can be brought into the same fold, possibly via variational message passing on 

normal style factor graphs [31]. 

On the other hand, I was mortified to realise that the fundaments of the natural sciences, such as the 

maximum entropy principle, are nothing more than a mathematical exercise. I presume that, in 

philosophy, gauge theoretic treatments and variational principles of stationary action are equally 

vacuous, and have no currency in terms of how we make sense of our world. Perhaps the authors meant 

that maximum entropy principle—from which the FEP inherits—is a method and therefore cannot be 

used to make claims or predictions? [which is difficult to reconcile with its use in climate and ecology 

modelling: e.g., [32]]. 

 

“If FEP holds, so the story goes, the Bayesian mechanics instantiated by biological or cognitive systems 

can be described in terms of active inference, which can be understood as a specific model within the 

reinforcement learning framework.” P66 

I had always understood reinforcement learning (RL) as a specific model within Bayesian mechanics 

(sometimes referred to as Bayesian RL). Philosophically, active inference tries to distance itself from 

RL, which is regarded as a distant cousin of ill repute. In brief, active inference admits RL as a special 

case, when there is no reducible uncertainty in play. The problem with RL is that it does not offer a 

mechanics of (Bayesian) belief updating. This is because it optimises functions of states as opposed to 

functionals of beliefs about states. The requisite functionals are the variational and expected free energy, 

nicely summarised in [1].  

 

I note that Raja et al. made no reference to reward in their derivations. Perhaps they have in mind a 

reward-free kind of reinforcement learning? 
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“The more recent literature tells a story that goes like this: if you have random dynamical systems with 

a NESS and a Markov blanket, then you have FEP, and then you have a principled justification for 

Bayesian inference.” P65 

I am not sure the FEP ‘justifies’ Bayesian inference. All the FEP says is that you can realise or reproduce 

sentient behaviour using an enactive form of Bayesian inference. Alternatively, you can describe self-

organisation in terms of maximising Bayesian model evidence; i.e., self-evidencing [33]—should you 

want to.  

 

“However, the historical development of FEP suggests that the actual logical flow is: if you are able to 

model any system as if it were an autoencoder/a Helmholtz machine, you can describe any system as 

engaging in Bayesian inference; Markov blankets permit you to model almost anything as if it were an 

autoencoder/a Helmholtz machine; thus we can model anything as engaging in Bayesian inference; 

therefore FEP holds.” P65 

I think this is correct. However, autoencoders and Helmholtz machines have nothing to say about action 

or active inference. In consequence, if you were observing something that never moved, you would 

never know it was “engaging in Bayesian inference”. This speaks to another issue that the “proponents 

of the FEP” could pay attention to, namely, the particular kinds of things permitted under the Markov 

blanket formalism and the different kinds of behaviour and sentience they exhibit. 

I appreciate that Raja et al. are trying to stake out an adversarial position for themselves, by telling a 

story about the historical development of the FEP. However, I think there is a greater (non-adversarial) 

utility in considering the legacies on which the FEP builds. Foregrounding variational autoencoders is 

one story, but this story does not speak to enactive aspect of the FEP and ensuing (normative) accounts 

of sentient behaviour. A better story would appeal to the observation of Kalman—that optimal control 

has the same functional form as Bayesian filtering [34]—an observation that portended control and 

planning as inference [35-37].  

However, planning as inference is not the end of the story. The (current) dénouement rests upon 

expected free energy [38] that inherits from a third foundational theme; namely, the principles that 

underwrite optional Bayesian design [39], that re-emerged in the form of active learning [40] and, 

subsequently, active inference [41]. This story rests upon the decomposition of expected free energy 

into expected information gain and expected cost—see Equation 20 in [1]—thereby reconciling optional 

Bayesian design and Bayesian decision theory, under a first principle account.  

There are other foundations that could usefully be exposed; for example, the relationship between 

compression, algorithmic complexity and universal computation [42-44] on the one hand, and 

formulations of salience and curiosity on the other [45-48]. There are also legacy stories that could be 

told about the good regulator theorem [49], perceptual control theory [50], reinforcement learning [51], 

predictive coding [52, 53], autopoiesis [54] and so on. All these stories lead to the FEP. 

 

“Additionally, although formally plausible and regularly used in data analysis, the practicality of 

empirical Bayes for guiding inference in active agents remains to be established.” P68 

Empirical Bayes is thoroughly established in computational neuroscience, machine learning and 

neurorobotics, in the form of predictive processing; e.g., [37, 55, 56]. I am reading predictive processing 

here as an enactive version of perceptual inference. Perhaps it would help to note that deep inference 
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and learning are exactly hierarchical inference and learning, which just is empirical Bayes (where the 

likelihood at one level of a hierarchical model plays the role of a prior on a lower level). 

 

“If otherwise the NESS is assumed to be present but not known, how can we even start knowing anything 

about the generative model that is not fully arbitrary?” P69 

This kind of question suggests that Raja et al. have a slightly magical conception of the FEP. The FEP 

provides a more deflationary account of things. It is just a method;  heuristically, it allows us to say that 

should something have characteristic states of being, it is more likely to be found in those states. This 

is the ultimate deflationary trick of the FEP. If you accept this, then you can interpret the accompanying 

self-organisation and dynamics in terms of self-evidencing or active inference.  

 

On this view, formulating the Jaynesian constraints above—that define the characteristics states of 

something—in terms of a generative model has the following advantage: you can build or realise things 

under specified constraints. Furthermore, by optimising the constraints one can explain the behaviour 

of other things—or people—in terms of their generative models, in the spirit of computational 

phenotyping [5, 19]. In short, the FEP supplies a methodology for realising self-organisation or self-

evidencing under an “arbitrary” generative model.  

 

“There are both theoretical and empirical questions that must be addressed before we can consider 

FEP and active inference as serious contenders in the field.” P70 

This leaves me feeling suitably admonished. It also makes me realise that I was rather hoping that the 

FEP would attain “serious contender” status, at some point. 
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