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A B S T R A C T 

Type Ia supernovae (SNe Ia) are used as standardizable candles to measure cosmological distances, but differences remain in 

their corrected luminosities which display a magnitude step as a function of host galaxy properties such as stellar mass and 

rest-frame U −R colour. Identifying the cause of these steps is key to cosmological analyses and provides insight into SN physics. 
Here we investigate the effects of SN progenitor ages on their light-curve properties using a galaxy-based forward model that 
we compare to the Dark Energy Surv e y 5-yr SN Ia sample. We trace SN Ia progenitors through time and draw their light-curve 
width parameters from a bimodal distribution according to their age. We find that an intrinsic luminosity difference between 

SNe of different ages cannot explain the observed trend between step size and SN colour. The data split by stellar mass are 
better reproduced by following recent work implementing a step in total-to-selective dust extinction ratio ( R V ) between low- 
and high-mass hosts, although an additional intrinsic luminosity step is still required to explain the data split by host galaxy 

U −R . Modelling the R V step as a function of galaxy age provides a better match o v erall. Additional age v ersus luminosity steps 
marginally impro v e the match to the data, although most of the step is absorbed by the width versus luminosity coefficient α. 
Furthermore, we find no evidence that α varies with SN age. 

K ey words: supernov ae: general – dust, extinction – galaxies: evolution – cosmology: observations. 
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 I N T RO D U C T I O N  

mpirical relationships among light-curve properties of type Ia 
upernovae (SNe Ia) are routinely used to standardize their peak 
rightnesses (Pskovskii 1977 ; Phillips 1993 ; Riess, Press & Kirshner
996 ; Tripp 1998 ; Mandel et al. 2017 ) and facilitate their use
s distance indicators in cosmological measurements (Riess et al. 
998 ; Perlmutter et al. 1999 ; Sulli v an et al. 2011 ; Betoule et al.
014 ; DES Collaboration 2018 ; Scolnic et al. 2018 ; Brout et al.
022 ). This standardization typically exploits the ‘f aster–f ainter’ 
elation between peak brightness and SN light-curve width, and the 
bluer–brighter’ relation between peak brightness and SN optical 
olour. A detailed astrophysical understanding of these relationships 
s not yet in place, but they are assumed to derive from physical
 E-mail: P.S.Wiseman@soton.ac.uk 
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rocesses intrinsic to the SN progenitors and their explosions (e.g. 
N explosion mechanism and physics, or progenitor white dwarf 
ass, age or metallicity), or in the circumstellar medium surrounding 

he explosion, or in the interstellar medium between the SN and the
bserver (e.g. dust). Established correlations between the observed 
N light-curve width and the properties of the SN host galaxy,
ith faster-declining SNe more readily located in more massive, 

ess actively star-forming galaxies, presumably reflect some of this 
nderlying astrophysics. 
After standardizing SN luminosities for SN light-curve width 

nd SN colour, any remaining difference between inferred distances 
nd those predicted by the cosmological model are termed ‘Hubble 
esiduals’ . These Hubble residuals are also observed to correlate with 
ost galaxy properties, both those local to the SN and the integrated
lobal properties. The most commonly used of these correlations 
s the between Hubble residual and host galaxy stellar mass (Kelly
t al. 2010 ; Lampeitl et al. 2010 ; Sulli v an et al. 2010 ; Childress
t al. 2013 ), which is typically represented by a step function in
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N peak brightness of order 0.1 mag at a host galaxy stellar mass
f around log ( M ∗/M �) = 10. A similar step in peak brightness is
lso observed when considering other host galaxy properties, such as
pecific star-formation rate (sSFR; Sulli v an et al. 2010 ; Rigault et al.
020 ), gas phase metallicity (Gallagher et al. 2005 ; Childress et al.
013 ), rest-frame galaxy colour (Roman et al. 2018 ; Kelsey et al.
021 ), and emission line equi v alent widths (Dixon et al. 2022 ). By
ssuming that the step is caused by two populations of SNe Ia that
an be (imperfectly) probed by one of these environmental tracers,
riday et al. ( 2022 ) showed that the size of the step is correlated
ith the level of population contamination across the step location
f the given host galaxy tracer, with spectroscopically observed local
SFR and global stellar mass displaying the least contamination and
argest steps. One interpretation of local sSFR being the best step
racer is that SNe Ia of different ages have different standardized
uminosities, perhaps representing two (or more) SN Ia populations.
ndeed, the case for multiple populations is strengthened by Nicolas
t al. ( 2021 ) who show that the distribution of light-curve widths can
e modelled as a combination of a young, slow-declining population
nd an old, fast-declining population. 

Recent analyses hav e rev ealed a dichotomy in sizes of host galaxy–
ubble residual steps when the SN samples are divided based on the

olour of the SNe. In the 3-yr spectroscopically-confirmed sample of
Ne Ia from the Dark Energy Surv e y (DES3YR; Brout et al. 2019a ),
edder SNe have large steps as a function of host stellar mass, while
luer SNe have negligible steps (Kelsey et al. 2021 ). This effect is
lso present in the larger, photometrically-classified DES5YR sample
elsey et al. ( 2022 , hereafter K22 ), who also showed that the effect

s present when considering host galaxy rest-frame U −R colour in
lace of stellar mass. 
To explain the complex relationships between host galaxy Hubble

esidual steps and SN colour Brout et al. 2021 (hereafter BS21 )
ntroduced a framework where the slope of the dust extinction law
long the SN line-of-sight, as go v erned by the total-to-selective
xtinction parameter R V , is different in low mass (mean R V = 2.75)
nd high mass (mean R V = 1.5) SN host galaxies. The effect of this
odel is that dustier SNe are redder and fainter, but the level of

imming is different for a SN with the same colour depending on
he stellar mass of its host galaxy. Recent analysis by Popovic et al.
 2021a ) of the larger Pantheon + SN Ia compilation (Scolnic et al.
021 ) confirms the results from BS21, and shows that correcting
N Ia luminosities using this model may impro v e their use as
osmological probes. Ho we ver, although the BS21 model reproduces
he divergence of the stellar mass step as a function of SN colour, K22
how that after correcting for the trend of Hubble residual versus SN
olour when split by stellar mass, there remains a small residual step
n host galaxy U −R , with SNe in redder galaxies appearing brighter
fter correction. As this U −R colour is related to stellar population
ge, this suggests there may also be an age-based effect in addition
o dust. 

In this work, we build upon the model of BS21 to qualitatively
nvestigate the relationships between host g alaxy mass, R V , g alaxy
olour, and age, with the aim of explaining the residual U −R
tep observed by K22 by expanding upon the multiple SN Ia age
opulations modelled by Nicolas et al. ( 2021 ). 
Most modern simulations of SN Ia data sets use the SuperNova

nalysis ( SN AN A ; Kessler et al. 2009 ) software which constructs an
ccurate representation of how a large sample of SNe would appear
n a surv e y, at the image lev el, by passing synthesized light curves
hrough telescope responses and surv e y cadences. In this analysis we
uild a simplified toy model of the DES-SN surv e y by approximating
any of the complex steps involved in SN AN A , such as the light
NRAS 515, 4587–4605 (2022) 
urve generation and fitting. This streamlining reduces computation
ime, allowing us to explore a broad parameter space while tracing
ndividual stellar populations through a large simulation of galaxies.
esults of this qualitative analysis will then be used to inform full

cale simulations using SN AN A in the future. 
We base our simulation on a forward model of host galaxy prop-

rties, and test the effects of galaxy and SN age on the light curves,
ust extinctions and HRs of SNe Ia. While most SN simulations
se empirical relationships to assign SNe to host galaxies that have
inimal information (usually stellar mass and SFR), here we use

he stellar mass assembly models of Wiseman et al. ( 2021 , hereafter
21 ) in order to create a library of host galaxies for which the stellar

ge distribution of the galaxy is known at an y giv en look-back time.
e then derive a SN progenitor age distribution for each galaxy in

he library, allowing us to trace the age of each simulated SN. In
ection 2 we describe the galaxy simulation process and how we
se stellar population synthesis models to translate star-formation
istories into observables used in K22 : stellar mass and rest-frame
olour. In Section 3 we describe various models that we use to sample
ight-curve parameters for the SNe, paying notable attention to the SN
rogenitor age and host stellar ages. Section 4 presents a validation
hat the model approximates the observed SN parameter distributions
nd light-curve parameter–host galaxy relations. In Section 5 we
 v aluate the models based on their ability to reproduce the Hubble
esidual trends with SN colour, and in Section 6 we discuss the
nterpretations and implications of the results. 

Where appropriate we assume a flat � CDM cosmological model
ith H 0 = 70 km s −1 Mpc −1 and �M 

= 0.3. Uncertainties are given
s 1 σ confidence intervals. 

 G A L A X Y  SI MULATI ONS  

he main aim of this work is to create a realistic simulation of
 population of SNe Ia with an accurate representation of the
inks between the light-curve properties of the SNe and the global
roperties of their host galaxies. This library is then used to link
he host galaxy properties to Hubble residuals. In this section, we
utline the method used to simulate the SN Ia host galaxies and their
roperties. In Section 3 we describe how we use the host galaxy
ibrary to simulate the SNe themselves. 

We base our host galaxy simulation on the stellar mass assembly
odels of W21 , which themselves are based on those of Childress,
olf & Zahid ( 2014 ). These simple analytical models of galaxy evo-

ution are derived empirically from observed relationships between
tellar mass, SFR and redshift, and take into account mass loss and
uenching. The ability of the models to reproduce observed stellar
ass and SFR distributions is presented in Childress et al. ( 2014 )

nd W21 . 

.1 Updated galaxy models 

n the simulations of W21 , galaxies evolve following a deterministic
et of equations, such that a simulated galaxy represents the average
alaxy of a given stellar mass and redshift. While such a prescription
s adequate for an o v erall modelling of SN rates as a function of

ass and redshift, it does not result in an accurate distribution of host
alaxy star formation rates, which is important when considering host
alaxy colours. To mitigate this issue, we update our prescription of
alaxy quenching to be more stochastic. We also add bursts of star
ormation to the models. These two additions are detailed in turn
elow. 
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.1.1 Quenching 

ach galaxy track in the simulation is represented by 100 imple- 
entations. At each time step of the simulation, each galaxy im-

lementation is designated as either ‘non-quenched’ or ‘quenched’. 
uenched galaxies remain quenched, while non-quenched galaxies 

re subject to being quenched according to a quenching probability. 
his probability is a function of the stellar mass, similar to the
verage quenching penalty in the Childress et al. ( 2014 ) and W21
mplementations of the model, 

 Q 

( M ∗, z) = 

1 

2 

[
1 − erf 

(
log ( M ∗) − log ( M Q 

( z)) 

σQ 

)]
− f Q , (1) 

here f Q is the fraction of the 100 implementations that have already
uenched. In order to accurately reproduce the star formation main 
equence and quenched fraction, we slightly adjust the reference 
uenching mass from W21 by 0.2 dex to 

log 
(
M Q 

( z) / M �
) = 10 . 377 + 0 . 636 z , (2) 

nd the transition scale σ Q from 1.1 to 1.5. 

.1.2 Bursts of star formation 

 second update to the models of W21 is the addition of random
ursts of star formation to the models. We add instantaneous, delta- 
unction bursts that form stars at a rate of half of the main sequence
alue for the mass and redshift of the galaxy. Bursts occur at a
onstant probability of 0.05 for every time step in the simulation. 

.2 Simulating obser v able galaxy properties 

e build upon the model SFHs by ascribing observable properties 
o each of the simulated galaxies. In particular, we are interested 
n the observed and rest frame spectral energy distributions, which 
re the observed data used to infer global galaxy properties such 
s stellar mass, SFR, and stellar population age. For the latter, we
ocus on the rest frame absolute magnitudes in Bessell following 
oman et al. ( 2018 ), Kelsey et al. ( 2021 ), and K22 . In the simulation,
e link the model SFHs (with known stellar mass, SFR, and age
istributions) to synthetic broad-band photometry using a similar 
ethod to that widely used in the inference of those observables: 
e convolve the SFHs with a grid of spectral templates of simple

tellar populations (SSPs, Section 2.2.1 ) of different ages, summing 
p the individual SSP spectra according to the relative weights 
iven by the SFH to produce a final composite spectrum S gal . The
uminosities of the combined spectra are scaled by the stellar mass
f the galaxy, resulting in an accurate representation of the intrinsic
est-frame galaxy spectra. We add nebular emission from ionized 
as (Section 2.2.2 ), and apply a reddening due to interstellar dust
ia attenuation (Section 2.2.3 ). This grid of host galaxies acts as
 host galaxy library from which we sample a realistic SN Ia host
opulation in Section 3 . 

.2.1 Template libraries 

he choice of spectral templates affects the relationship between 
alaxy properties and observables. We use the common Bruzual & 

harlot ( 2003 , hereafter BC03 ) library, and for consistency with the
N host galaxy literature we generate SSPs with a Chabrier ( 2003 )

nitial mass function. The BC03 code draws upon the Padova 1994 
volutionary tracks (Bertelli et al. 1994 ). For simplicity, all SSPs are
enerated at solar metallicity ( Z �). 
.2.2 Nebular emission 

n addition to the stellar continuum, our spectral templates incor- 
orate nebular emission lines from H II regions. The BC03 models
o not incorporate nebular emission, and thus we add it separately
ollowing Boquien et al. ( 2019 ). The line strengths are set relative
o the ionizing photon flux, and are determined by the ratios at solar
etallicity presented in Inoue ( 2011 ). The ionization parameter U is

et at log ( U ) = −2. 

.2.3 Dust attenuation 

o arrive at realistic simulation of galaxy spectra, we apply the
ffects of dust attenuation to the final scaled spectral templates. We
dd dust according to the attenuation law of Cardelli, Clayton &
athis ( 1989 ). For each galaxy there are 15 realizations with dust

dded in steps of equal size in V -band extinction A V in the range 0
A V ≤ 1.5 mag; the final value of A V for each host is chosen at

 later stage along with the SN parameters, such that host has the
ame reddening E ( B − V ) as the SN. To calculate the host extinction
 V we follow the results of Salim, Boquien & Lee ( 2018 ) and use a

otal-to-selectiv e e xtinction R V of 2.61 for star-forming galaxies with
og ( M /M �) < 9.5, 2.99 for 9.5 ≤ log ( M /M �) < 10.5, and 3.47 for
og ( M /M �) ≥ 10.5. For passive galaxies with log (sSFR) < −11 we
ollow Salim et al. ( 2018 ) and assume the quiescent galaxy R V of
.61. 

.2.4 Synthetic galaxy photometry 

e convert our simulated galaxy spectra into photometric observ- 
bles by multiplying them with the transmission functions of desired 
assbands. This is possible with any filter at any wavelength – the
alaxy templates extend from the far -ultra violet to the far-infrared
but here we focus on optical wav elengths. F or rest-frame galaxy

hotometry we calculate absolute magnitudes in the UBVRI filters of 
essell ( 1990 ) following K22 , and in the observer frame we calculate
pparent magnitudes in the DES griz filters (e.g. m 

host 
g , m 

host 
r ; Flaugher

t al. 2015 ) for use in SN surv e y simulations (e.g. Vincenzi et al.
021 ). 
The resulting library of simulated galaxy stellar masses and rest- 

rame colours are shown in Fig. 1 , with DES SN Ia hosts shown
o illustrate how the simulation co v ers the necessary stellar-mass–
olour parameter space from which to accurately draw SN hosts. 

 SUPERNOVA E  

e next describe how we simulate a sample of SNe Ia. This includes
nsuring a realistic association with their host galaxies, accurate 
istributions of their light-curve parameters, and the principle effects 
ntroduced by observational noise. We discuss each in turn. 

.1 SN host galaxy association 

e start with our simulated galaxy models from Section 2 , and take a
at distribution in stellar mass o v er the range 7 < log ( M ∗/M �) < 12.
e use a SN Ia delay-time distribution (DTD), which describes the

ate at which SNe Ia occur as a function of the delay time τA since an
pisode of star formation, and convolve this DTD with each galaxy’s
FH. In our simulations we use the DTD of W21 , which takes a
ower-law form with index −1.13 and takes effect 40 Myr after star
ormation. The result is a SN Ia rate per year in each model galaxy
 R G ). We then calculate a volumetric rate of SNe by multiplying R G 
MNRAS 515, 4587–4605 (2022) 
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M

Figure 1. Rest frame galaxy U −R colour versus stellar mass for the full 
simulated galaxy catalogue (blue contours) using the star-formation history 
models from W21 , updated to include better quenching prescription. Magenta 
points are the observed stellar masses and colours from the DES5YR sample 
of SN Ia host galaxies ( K22 ), and indicate where SN Ia hosts lie in this 
parameter space. The vertical dotted line indicates the log ( M ∗/M �) = 10 
location assumed for mass-related transitions throughout this work, while the 
horizontal dashed line is located at the corresponding point used to separate 
galaxy colours, U −R = 1. 
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y a stellar-mass function ( φ( M ∗, z)) at the redshift of the simulated
alaxy. The combination R G × φ( M ∗, z) is then used as a weighting
o select a representative sample of SN Ia host galaxies in which
Ne can be simulated. We use the redshift-dependent stellar-mass
unction from ZFOURGE (Tomczak et al. 2014 ). 

The relationship between observed galaxy colour and SN and
alaxy ages is shown in Fig. 2 . There is a distinction between
he host U −R populations for young and old SNe, although there
s a significant fraction of old SNe that exist in blue hosts. The
elationship between galaxy colour and galaxy age is even clearer,
ith very little crossover between the old-and-red, and young-and-
lue populations. 

.2 Light-cur v e properties 

or each simulated SN in a given host galaxy, we then assign ‘ob-
erv ed’ light-curv e properties by dra wing randomly from statistical
istributions. We use the standard SALT2 light-curve fitter (Guy et al.
007 ) framework of x 1 (light-curve width, or ‘stretch’) and c (SN
eak rest-frame optical colour), together with a Tripp ( 1998 )-like
tandardization relation that relates the inferred distance modulus
obs to SN Ia light-curve parameters. In most current SN Ia analyses,

his takes the form 

obs = m B − M B + αx 1 − βc + μbias , (3) 

here M B is the peak SN absolute magnitude in the rest-frame
 band, m B is the peak rest-frame apparent magnitude, the α

nd β coefficients parametrize the stretch–luminosity and colour–
uminosity relationships, and the μbias term is a correction for biases
ntroduced by surv e y selection effects. Hubble residuals, μres , can
hen be calculated using 

res = μobs − μmodel , (4) 

here μmodel depends on the cosmological parameters, which in this
nalysis we hold fixed at our fiducial model. 
NRAS 515, 4587–4605 (2022) 
This simple framework assumes all colour variation in SNe Ia
an be captured in a simple ‘ βc ’ term. Ho we ver, we are explicitly
nterested in this analysis in the effect of dust extinction and
eddening on SNe Ia, and thus we also assign each simulated SN
 colour excess (i.e. E ( B − V )) due to dust reddening that we denote
 SN , and a total-to-selective extinction parameter R V . We next outline

he methods used to draw the samples for each light-curve and dust
arameter. A summary of the main model variations used in this
ork is presented in Table 1 . 

.2.1 SN Ia absolute magnitude 

e simulate SNe using a fixed peak B -band absolute magnitude of
 B = −19.325 mag. We allow for the possibility of host galaxy

steps’ of size γ , where SNe on either side of a threshold in a given
ost galaxy property X (such as stellar mass) have a factor of � ×
added to their simulated absolute magnitude, where � = + 0.5 for

osts below the threshold and � = −0.5 for hosts abo v e the threshold
 split . Thus, 

 B = −19 . 325 + � X × γX mag , (5) 

ith 

 X = 

{
0 . 5 , X < X split 

−0 . 5 , X ≥ X split 
, (6) 

here X step is the location of the step in the given host parameter. 

.2.2 SN x 1 

e include two prescriptions for the SALT2 x 1 parameter. The first
arametrizes the x 1 distribution as an asymmetric Gaussian, while
he second assumes two Gaussians dependent on the age of the SN
rogenitor’s stellar population. 
The first x 1 population model is used in BS21, which in turn

ollows Scolnic & Kessler ( 2016 ), where x 1 is drawn from an
symmetric Gaussian model defined by parameters σ−, σ+ 

, x 1 , 1 

iving a probability distribution 

 ( x 1 ) = 

{ 

e [ −( x 1 −x 1 ) 2 / 2 σ 2 −] , x 1 < x 1 

e [ −( x 1 −x 1 ) 2 / 2 σ 2 + ] , x 1 > x 1 
. (7) 

The second x 1 model builds upon the evolving double-Gaussian of
icolas et al. ( 2021 ) with the x 1 probability distribution represented

s a Gaussian mixture model – a combination of two Gaussian
istributions, one for a ‘young’ SN population and one an ‘old’
opulation. In the Nicolas et al. ( 2021 ) model, environmental age is
raced by the local specific SFR (lsSFR). SNe in young (high lsSFR)
nvironments are assumed to belong solely the old x 1 population,
hile SNe in old (low lsSFR) environments can be drawn from

ither the old or young x 1 modes, with the relative weight of each
etermined by a mixing probability a x 1 . Since the fraction of old and
oung SNe varies with redshift, so does the x 1 distribution (see fig. 8
n Nicolas et al. 2021 ). 

Instead of using lsSFR as an observational indicator of progenitor
ge, our simulations allow us to track the progenitors directly. For

art/stac1984_f1.eps
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Figure 2. Left: Galaxy rest frame U −R colour versus SN progenitor age at the time of explosion for SNe in the simulation. Contours represent lines of equal 
relative density. The horizontal line represents the colour U −R = 1 used to split observed populations, while the vertical line is the age used to split the young 
and old SN populations. Right: As left, but galaxy rest frame U −R colour versus galaxy mass weighted mean stellar age. The vertical line shows the 3 Gyr split 
used for distinguishing young and old galaxies. 
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ach galaxy, the likelihood that a SN exploding at time t 0 comes from
 progenitor of age τA is 

 ( t 0 , τA ) = ψ( t 0 − τA ) 
 ( τA ) , (8) 

here ψ( t 0 − τA ) is the SFH and 
 ( τA ) the DTD. We sample SN
ge τA from this distribution, and subsequently derive x 1 from the 
ge by adapting the Nicolas et al. ( 2021 ) prescription 

 1 ∼
⎧ ⎨ 

⎩ 

N ( x 1 , 1 , σx 1 , 1 ) , τA < τA , thresh 

a x 1 × N ( x 1 , 1 , σx 1 , 1 ) + 

(1 − a x 1 ) × N ( x 1 , 2 , σx 1 , 2 ) , τA > τA , thresh 

(9) 

here x 1 , [1 , 2] and σx 1 , [1 , 2] are the mean and standard deviation of the 

oung and old Gaussians, respectively, a x 1 is the mixing coefficient 
hich corresponds to the probability that the progenitor belongs to 

he young x 1 mode, and τA, thresh is the age which separates young 
nd old timescales. 

.2.3 SN colour 

e follow the method of BS21, which itself builds on Jha, Riess &
irshner ( 2007 ), Mandel, Narayan & Kirshner ( 2011 ), and Mandel

t al. ( 2017 ). These model the observed SN Ia colour distribution as
 combination of an intrinsic colour c int and the colour excess due to
ust reddening E SN . c int is normally distributed 

 int ∼ N ( c int , σc int ) , (10) 

nd E SN is drawn from an exponential distribution following BS21 

 ( E SN ) = 

1 

τE 

e −E SN /τE , (11) 

here τE is the mean reddening of the SN population. 

.2.4 Extinction law R V 

elated to the SN dust reddening E SN is the slope of the reddening
aw R V , such that the absolute V -band extinction A V is 

 V = R V E SN , (12) 
nd for the B -band magnitudes typically used in SN Ia analyses, 

 B = R B E SN ≡ ( R V + 1) E SN . (13) 

We investigate three models for ho w R V v aries among SNe. These
re inspired by the model of BS21, where R V follows a step with
tellar mass, and moti v ated by the evidence that the x 1 distribution is
elated to SN or host galaxy age. Our R V that depend on some host
alaxy property Y are: 

(i) BS21 ( Y = M ∗): R V is drawn from a Gaussian distribution, 

 V ∼ N ( R V , σR V ) , (14) 

ith R V and σR V taking on different values for host galaxies on either

ide of Y split , a split point in stellar mass; 
(ii) Age R V ( Y = τG ): The same model as BS21, but using mass-

eighted mean stellar age of the host galaxy, τG , instead of host
tellar mass, as the parameter to split R V . τG is linked to both the
bserved stellar mass and the U −R colour; 
(iii) Age R V Linear ( Y = τA ): R V follows a linear relationship

ith progenitor age τA . We parametrize the relationship by fixing 
he value of R V for very young ( t 1 ) and very old ( t 2 ) progenitors as 

 V = R 

t 1 
V + ( τA − t 1 ) 

R 

t 2 
V − R 

t 1 
V 

t 2 − t 1 
, (15) 

nd the standard de viation σR V follo wing a similar relationship in
rder to encapsulate having more diverse dust in younger systems: 

R V = σ
t 1 
R V 

+ ( τA − t 1 ) 
σ

t 2 
R V 

− σ
t 1 
R V 

t 2 − t 1 
. (16) 

.2.5 Mean reddening τE 

or setting the mean reddening τE we follow BS21, fixing the value
eparately in low- and high-mass galaxies. We also implement a slight 
ariation where the split is defined on the mass-weighted mean stellar
ge of the galaxy. 
MNRAS 515, 4587–4605 (2022) 
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.2.6 Colour-luminosity coefficient β

s per BS21 we do not assume a universal relationship between
N peak brightness and c int . Instead we allow the coefficient relating

hem, denoted βsim 

, to vary between SNe, and draw it from a Gaussian
istribution, 

sim 

∼ N ( β, σβ ) , (17) 

ith mean β and standard deviation σβ . In this model βsim 

is
ndependent of any host galaxy, progenitor, or dust property. 

.2.7 Stretch-luminosity coefficient α

or the baseline model we adopt a value of 0.15 for the stretch-
uminosity coefficient αsim 

. In cases where a mass or age luminosity
tep are introduced, the measured value of α can be different to the
nput value αsim 

. In such cases we vary αsim 

such that the measured
alue matches that found by K22 . We further investigate the effects
f α and its importance in age-based models in Section 6.3.1 . 

.3 Obser v ables 

iven a set of simulated SN Ia light-curve parameters, the synthetic
 B is then calculated by analogy to equation ( 3 ), modified to

xplicitly distinguish dust from SN colour variations, i.e. 

 B = M B + μ( z) sim 

− αsim 

x 1 + βsim 

c int + E SN ( R V + 1) + �m B , 

(18)

here μ( z) sim 

is the distance modulus at the simulated redshift z
iven by the reference cosmology. 
Even following the standardization of SNe Ia there remains

dditional scatter in their observed M B . We describe this in our
imulated SNe using the parameter σ int . We draw an offset ( � M B )
o M B from this scatter according to the distribution, 

M B ∼ N ( 0 , σint ) . (19) 

he value of σ int is tuned so that in combination with the rest of
he model the o v erall une xplained scatter in the Hubble residuals
atches that of the data, which is of the order ∼0.1 mag. 

.4 Application to DES5YR data 

he models introduced abo v e are generic and intended to approxi-
ate the intrinsic universal properties of SNe Ia. Here we describe the

ata set against which we compare the simulations, and the surv e y-
pecific additions to the simulation that are necessary in order to
eplicate the selection effects of the data set. 

We use an identical sample to that presented in K22 : namely
 photometrically classified SN Ia sample using 5 yr of DES
bservations (DES5YR), as described in Vincenzi et al. ( 2021 ) and
 ̈oller et al. ( 2022 ), with a redshift limit of z ≤ 0.7. Despite the

edshift cut, the sample is magnitude-limited, and thus there are
election effects which we must approximate, which we discuss
elow. 

.4.1 Host galaxy spectroscopic efficiency 

o be included in the sample, DES SNe Ia require a spectroscopic
edshift of the host galaxy, and the efficiency of obtaining one in the
pectroscopic follow-up campaigns is a strong function of host galaxy
pparent magnitude, m 

host 
r . Vincenzi et al. ( 2021 ) presented the DES
NRAS 515, 4587–4605 (2022) 
N spectroscopic-redshift efficiency function εz spec ( m 

host 
r ), which we

pply to our simulated SN hosts. In the simulation, we assign a
robability of successfully obtaining a spectroscopic redshift for each
alaxy at random from a Bernoulli distribution with success proba-
ility p = εz spec ( m 

host 
r ). In this work we do not model further surv e y

f ficiencies (e.g. SN detection ef ficiency; Brout et al. 2019b ; K essler
t al. 2019 ). Therefore, instead of simulating a population of SNe that
ollows the true intrinsic volumetric rate as a function of redshift, we
ample redshift from an ad hoc probability distribution that matches
he observed DES5YR redshift distribution. We find that sampling
ith a probability that increases directly proportional to redshift (up
ntil z = 0.7) matches the data well. We validate this z distribution in 
ection 4 . 

.4.2 Supernova uncertainties 

ithout fully simulating SN light curves and their subsequent
bservation by the surv e y, we must approximate the uncertainties
n our SN light-curve parameters. We simulate uncertainties σm B 

n m B by approximating the relationship between σm B , obs and m B , obs 

n the DES5YR data. The uncertainty on x 1 ( σx 1 ) is then simulated
ccording to σm B 

following a linear least-squares fit to the observed
ES5YR σm B 

and σx 1 . The same procedure is followed for the colour
ncertainty, σ c . A full description of the uncertainties is presented in
ppendix A . 

.4.3 Bias corrections 

ith simulated brightnesses and light-curve parameters, their respec-
ive uncertainties, as well as a redshift distribution that all match the
ata, the simulation mimics the selection effects and observational
iases inherent in the data. We therefore calculate the distance moduli
o each simulated SN Ia using an identical method to K22 using
he BEAMS with Bias Corrections (BBC; Kessler & Scolnic 2017 )
rame work. BBC follo ws the method of Marriner et al. ( 2011 ), a χ2 

inimization of Hubble residuals binned in redshift. The BEAMS
art of BBC is not used, as we do not deal with contamination from
ore-collapse SNe and all simulated SNe are assigned as SNe Ia with
robability 1.0. In BBC, we fit for equation ( 3 ). We do not fit for
he additional host step terms γ X , as we investigate how these terms
volve as a function of SN colour in this work. 

The simplest form of bias correction ( μbias ; equation ( 3 )) imple-
ented in BBC is dependent on redshift only: a one-dimensional

orrection (‘BBC-1D’). Ho we ver, Scolnic & K essler ( 2016 ) sho wed
hat the asymmetric nature of the c and x 1 distributions leads to
istance biases as a function of those parameters, which must be
orrected as a function of α, x 1 , β, and c in addition to z (a ‘BBC-
D’ bias correction). In implementations of such 5D corrections,
he treatment of relationships between x 1 and host stellar mass must
lso be carefully accounted for to a v oid introducing subtle biases
Smith et al. 2020 ). Popovic et al. ( 2021b ) introduced a further two
imensions to account for such correlations between light-curves
nd host galaxies (‘BBC-7D’), as well as a method that assumes the
S21 colour model (‘BBC-BS20’). 
In this work we use the 1D (redshift only) bias correction to

alidate and compare models, and also compare our best models to
he data with the BBC-BS20 corrections. We include a x 1 -host mass
orrelation in the bias correction simulation as per Vincenzi et al.
 2021 ), and for BBC-BS20 we use the best-fitting R V values from
S21 in the bias correction simulation. Both approaches require that

he simulation adequately includes the same observational biases
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Figure 3. Average magnitude of a one-dimensional (BBC-1D; blue circles) 
and four-dimensional (BBC-BS20; magenta diamonds) bias correction as a 
function of redshift for a representative simulation. Points show the median 
in redshift bins; point sizes are proportional to the number of SNe in each 
redshift bin, while shaded regions show the 16th–84th percentiles. 

Table 1. Outline of the different SN Ia models used in this analysis. 

Model name SN x 1 SN c R V 

distribution distribution distribution 

BS21 SK16 Gauss + exp (mass) Step (stellar mass) 
Age R V N21 Gauss + exp (age) Step (galaxy age) 
Age R V Linear N21 Gauss + exp (age) Linear (WD age) 
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nd selection effects that have been introduced on to the data, which
lthough not guaranteed has been well validated in the following 
ection. The average and range of bias correction magnitudes for 
oth cases are shown in Fig. 3 and show that, in particular for the
BC-1D case, the corrections are small compared to the step size in

he redshift range considered. 

.5 Baseline model 

or the validation of the model (Section 4 ), we introduce baseline
imulations on top of which the dust and luminosity step parameters 
re subsequently varied (Section 5 ). For the BS21 model we fix the x 1 
nd c population parameters similarly to those used in BS21. We use
he x 1, sim 

parameters from Scolnic & Kessler ( 2016 ), while for c sim 

we
se the values in Table 2 . The parameters for both x 1, sim 

and c sim 

used
n our baseline age-based model are also presented in Table 2 . Dust
arameters R V are held constant at 2.75, although R V is not important
or the validation presented below. The width-luminosity coefficient 
s fixed at αsim 

= 0.15 and the colour-luminosity coefficient has mean 
= 1 . 98 and standard deviation σβ = 0.35 

 VA LIDATION  

efore presenting the results, we describe the metrics used to validate 
he simulations introduced in Sections 2 and 3 . We validate our model
y comparing it to the DES5YR SN Ia data presented in K22 . A set
f qualitative and quantitative validations are outlined as follows. 
n the following sections, we define the chi-squared statistic on a 
istogram with both the data and simulation in equi v alent bins, 

2 = 

∑ 

i 

(
N 

data 
i − N 

sim 

i 

)2 

e 2 i 
, (20) 

here N 

data 
i is the count of the observed data in the i th bin, N 

sim 

i 

s the equi v alent for the simulation, and e 2 i the error on the data
pproximated by 
√ 

N 

data 
i . While this estimate of the error does not

ake into account uncertainty on the measurements themselves, doing 
o would require a further level of resampling that would render the
rocedure computationally prohibitiv e. F or goodness of fit and model 
omparison, we also employ the reduced chi-squared: 

2 
ν = χ2 /N bins . (21) 

.1 Host galaxies 

e validate the host galaxy simulations by investigating the one- 
imensional distributions of redshift, stellar mass ( M ∗), and rest-
rame U −R (Fig. 4 ). The o v erall trend of the redshift distribution is
eco v ered by construction, as outlined in Section 3.4.1 . The distri-
ution of observed M ∗ is well-replicated. The observed distribution 
f U −R is bimodal, and this general behaviour is reco v ered by the
odel, although the peak of red galaxies in the simulation lies around
 −R ∼ 1.5, compared to the data which peak closer to 1.8. This
ifference could be due to a number of reasons, such as the simplistic
reatment of metallicity and an incomplete implementation of galaxy 
uenching. While not perfect, we proceed satisfied that both the 
bserved and simulated distributions can be separated at U −R = 1.
ince the Hubble residual steps tested using this split point, differing
hape of the red peak of the distribution should not affect the results
ignificantly. 

We further validate this argument by comparing the observed 
nd simulated correlations between M ∗ and U −R (Fig. 1 ): the
imulations accurately replicate the positive trend between U −R and 
 ∗, as well as the characteristic step from majority blue to majority

ed galaxies as their mass increases beyond log ( M ∗/M �) = 10.
his qualitative validation reinforces trust that our galaxy evolution 
odel reproduces, on a general level, the complex relationships 

etween galaxy stellar mass, age, and colour, and that the DTD–
FH convolution selects a representative sample of SN Ia hosts from

he global galaxy population. 

.2 Light-cur v e parameters 

e next validate the simulated distributions of SN x 1 and c , and
heir relationships with host galaxy attributes M ∗ and U −R . The
imulated distributions are shown in Fig. 5 , and the parameters used
or the baseline age-based model are presented in Table 2 . 

The c distribution is well-matched by the ‘Gaussian plus dust 
eddening’ model. We find the data are described well ( χ2 

ν = 0 . 95)
sing similar parameters to BS21 for both the intrinsic Gaussian and
xponential tail, with the mean of the colour distribution shifting 
arginally bluer. We find a single value of τE = 0.135 describes the

ata well, which implies there is no strong difference in the mean
eddening for SNe in different galaxies, whether they are split by
heir stellar mass or their age. 

Both the asymmetric Gaussian model and Gaussian mixture model 
rovide good fits to the x 1 distribution, with the mixture model
ffering a slightly impro v ed fit around the peak. The best-matching
arameters for the mixture model are similar to those from N21,
ith the only significant difference being the mixture coefficient a x 1 ,

or which N21 report ∼0.5 while we find 0.38. In our model, the
alue of a x 1 is degenerate with the choice of age threshold τA , an
nvestigation into which is left for future work. There is a degree of
 v erfitting, with the best-fitting model having χ2 

ν = 0 . 65, due to the
arge uncertainties on measured x 1 in the SN Ia data. 

The relationship between x 1 and host galaxy properties is shown 
n Fig. 6 . The N21 model implemented in our simulations reproduces
MNRAS 515, 4587–4605 (2022) 
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M

Table 2. SN population parameters for the age-based models. Explanation of parameters can be found in 
Section 3.2 . 

x 1 , 1 σx 1 , 1 x 1 , 2 σx 1 , 2 a x 1 τA, thresh c int σc int τE , 1 τE , 2 

0.22 0.61 −1.22 0.56 0.38 0.75 Gyr −0.075 0.042 0.135 0.135 

(a) (b) (c)

Figure 4. Population distributions of observed DES5YR SNe Ia compared to SNe Ia samples simulated in this work, in redshift, host galaxy stellar mass, and 
host galaxy rest-frame U - R colour. Counts from the simulation have been scaled to match the total number of DES5YR SNe. 

Figure 5. Left: distribution of SN SALT2 colour c for DES5YR and simulations drawing c from an intrinsic Gaussian and an exponential dust distribution. 
Right: distribution of SN SALT2 stretch x 1 for DES5YR and simulations drawing from an asymmetric Gaussian (yellow dashed) as per Scolnic & Kessler 
( 2016 ) and a double Gaussian based on SN progenitor age (red solid) as per N21. 
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he general trends in the data, but does not achieve the same
trength of relation, despite the one-dimensional x 1 distribution being
dequately replicated (Fig. 5 ). The likely cause is the inconsistency
etween the simulated and observed U −R distribution, due to
he under-representation of passive/red galaxies in the simulation.
he underprediction of the slope of the x 1 versus M ∗ relation has
onsequences in the reco v ery of the α parameter (Dixon 2021 ; Rose
t al. 2021 ). 

 RESU LTS  

he principle aim of this work is to explain the observed trends
etween Hubble residual and SN c , with the sample divided by both
NRAS 515, 4587–4605 (2022) 
ost galaxy M ∗ and host galaxy U −R colour. In this section, we
resent the results of simulating a sample of SN Ia host galaxies
Section 2 ), light-curve properties (Section 3.2 ), and fitting their
ubble residuals (Section 3.4.3 ) using different assumptions of the
enerative models for x 1 and R V and various forms of intrinsic
uminosity step. 

For each of our model variations, all of the parameters defining the
opulation distributions are held fixed apart from three parameters of
nterest, for which we simulate a course grid. These parameters are
he two extinction law R V parameters and the luminosity step size.

e vary R V , 1 between [1.5 − 2.75] in steps of 0.25, R V , 2 in the range
2.5 − 3.75] with steps of 0.25, and γ X between [0 − 0.2] with steps of
.05. Future analyses will employ inference techniques to precisely

art/stac1984_f4.eps
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Figure 6. Left: Distribution of SN x 1 as a function of host galaxy stellar mass for DES5YR data and simulations using the N21 double Gaussian x 1 model 
based on SN progenitor age; Right: as left, but for host galaxy U −R colour. 
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onstrain the best-fitting parameters of these models for their use in 
osmological analyses, as has been performed for the BS21 model 
n Popovic et al. ( 2021a ). The relationship between simulated SN R V 

s a function of host galaxy stellar mass and U −R colour is shown in
ig. 7 , for a representative simulation with R V , 1 = 1 . 75, R V , 2 = 3 . 0.
t is clear that an R V step in age is better reco v ered by U −R colour
han stellar mass, and that stellar mass steps are not particularly well
eco v ered by splitting colour at U −R = 1, highlighting the need for
oth diagnostics. 
Each model is compared to the Hubble residuals measured in the 

ES5YR data of K22 split by M ∗ and U −R . A summary of the
esults of our simulations and comparison to the data is presented in
ables 3 and 4 . 
Since SNe are simulated stochastically by sampling from a number 

f interlinked distributions and a numerical host galaxy library, an 
nalytical e v aluation of the relationship between Hubble residual and 
 in the model is not possible. We thus compare the simulated and
bserved trends in a similar way to the one-dimensional parameter 
istributions (Section 4.2 ). 
For each bin i in a host galaxy property X , we group simulated

Ne in the same bins c j as used for the data. The reduced chi-squared
s then 

2 
ν, μres 

= 

1 

N bins 

X ∑ 

i 

N bins ∑ 

j 

(
μres , data ,i,j − μres , sim ,i,j 

)2 

e 2 i,j 
, (22) 

here μres , data ,i,j and μres , sim ,i,j are the weighted mean Hubble 
esiduals in each host bin i and colour bin j for data and simulations,
espectively, and e i , j is the standard error on the means of the data. 

Each of the following sections present the results for one model of
o w R V v aries with host or SN properties. For each model we present
he data and simulations (Figs 8 –10 ) split by their stellar mass (left-
and panels) and U −R (right-hand panels). The values from our grid
earch that result in the smallest χ2 

ν, μres 
for each model when split by

tellar mass and U −R are presented in Tables 3 and 4 , respectively.
nless otherwise stated, parameters reported below are determined 
sing a 1D (BBC-1D) bias correction. Corresponding figures and 
ables for BBC-BS20 can be found in Appendix B . We stress that the
 V values here are indicative only, since the generative models for

he simulated data and bias corrections are not the same. A thorough
tting via the method of Popovic et al. ( 2021a ) is left for future work.
.1 Fixed R V , no luminosity step 

e begin by simulating SNe from a baseline model with no lumi-
osity step and R V fixed at 2.5 across all host galaxies. The resulting
ubble residuals shown in Fig. 8 (panels a and b) display a trend with
N colour c , as expected due to the effects of parameter migration
Scolnic & Kessler 2016 ), but they do not reproduce the differences
etween low and high stellar mass, or between blue and red host
alaxies. To test whether a simple luminosity step as a function
f SN age can explain the diverging Hubble residuals, we add a
uminosity age step γτA 

= 0 . 2 mag to the simulation (Fig. 8 , panels
 and d). Again, the diverging Hubble residuals are not reproduced.
otably the simulated 0.2 mag luminosity step is not reco v ered in

he Hubble residuals, with a step of only around 0.05 mag appearing.
he reasons behind this are discussed in Section 6.3 . 

.2 R V split on stellar mass (BS21) 

oti v ated by the clear signal in the data of diverging Hubble residuals
s a function of SN c , we continue by implementing the model
f BS21. Our BS21 simulation is shown in Fig. 9 (upper panels),
nd qualitatively replicates the trend in the data when split by
tellar mass. Simulations with R V = 3 . 0 in low mass galaxies and
.75 in high mass hosts match the data well ( χ2 

ν = 1 . 63), values
hat are consistent with those found by BS21 and Popovic et al.
 2021a ). 

Ho we ver, this model that describes the mass-split data adequately 
erforms less well when the data are split by host U −R colour
 χ2 

ν = 2 . 81), and neither the difference between Hubble residuals in
lue nor red SNe are matched as well. The best match ( χ2 

ν = 1 . 70),
hown in the lower panels of Fig. 9 , has a steeper extinction law
n high mass galaxies with R V = 1 . 5, as well as the addition of
n intrinsic 0.1 mag luminosity step on stellar mass. Ho we ver, the
ddition of this step has the effect of drastically reducing the quality
f the match when the data are split by stellar mass ( χ2 

ν = 4 . 93). 

.3 R V split on galaxy age 

he BS21 model is able to reproduce the observed trends between
ubble residual and SN c when split by stellar mass but the model

equires different parameters and an intrinsic luminosity step when 
atching the data split by host U −R colour. Moti v ated by a hypoth-

sis that dust parameters could be driven by stellar age rather than
alaxy mass, we implement the ‘Age R V ’ model, which is identical
o the BS21 model but with R V described by a step function at a mean
MNRAS 515, 4587–4605 (2022) 
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Figure 7. Left: Relationship between total-to-selective dust extinction R V and host galaxy stellar mass for the three models used in this work. Right: As left, 
but shown against host galaxy U −R colour. 

(a) (b)

(c) (d)

Figure 8. SN Ia Hubble residual versus SN colour, with the DES5YR SN Ia sample shown as the data points and the simulations shown as the solid lines. 
Left-hand panels show SNe split by their host stellar mass at split at log ( M / M ∗) = 10, and right-hand panels show SNe split by their host colour at U −R = 1. 
Panel (a) shows simulations from the baseline model with R V fixed across all hosts and no intrinsic luminosity step. Hubble residuals for data and simulations 
have been measured with BBC-1D. b): as the left panel, but for the data and simulations split at a host galaxy rest-frame U −R colour of U −R = 1. The χ2 

ν

statistic for both comparisons is shown. (c): as (a) but for simulations with an additional 0.2 mag intrinsic luminosity step at a SN progenitor age of 0.75 Gyr. 
(d): as (c) but with SNe split by their host galaxy colour. 
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tellar age of 3 Gyr rather than log ( M /M �) = 10. This model also
ncorporates the age-based Nicolas et al. ( 2021 ) model of x 1 . 

As with the mass-based model, the better matching simulations
re those with differing R V in young and old galaxies, with larger
ifferences in R V required compared to the BS21 model. When split-
ing Hubble residuals on stellar mass (Fig. 10 upper panels, Table 3 ),
he fa v oured models ( χ2 = 1 . 94) include a similar difference in R V 
NRAS 515, 4587–4605 (2022) 

ν

etween old (1.5) and young (2.75) hosts and no intrinsic luminosity
tep is required. When splitting the data on U −R this model provides
 significantly better match than the mass- R V -step model of BS21
when implemented with no further luminosity step, i.e. Fig. 10 (b)
as χ2 

ν = 1 . 70 compared to Fig. 9 (b) with χ2 
ν = 2 . 44). The best

atch to the U −R split data has a smaller difference between R V 

alues (1.5 and 2.5) plus additional 0.1 mag intrinsic luminosity step
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(a) (b)

(c) (d)

Figure 9. SN Ia Hubble residual versus SN colour, as in Fig. 8 , but for models with R V that varies with host galaxy stellar mass. (a): Simulations from the BS21 
model with R V = 2 . 5 in low mass host galaxies and R V = 1 . 5 in high mass host galaxies. Hubble residuals for data and simulations have been measured with 
BBC-1D; (b): as (a), but for the data and simulations split host galaxy U −R = 1. The model that describes the mass-split data well does not reproduce the full 
difference between Hubble residuals split on U −R . (c) and (d): as (a) and (b) but for the model parameters that best describe the U −R data (right-hand panel): 
R V = 3 . 0 in low mass host galaxies and R V = 1 . 5 in high mass host galaxies, and an intrinsic luminosity step at log ( M /M �) = 10 of size 0.1 mag. 

Table 3. Dust population parameters for the models presented in this work when compared to DES5YR data split at host stellar mass log ( M ∗/M �) = 

10 (left-hand panels of Figs 9 and 10 .) Y represents the host galaxy or SN property used to determine R V , while X is the property on which an intrinsic 
luminosity step (of magnitude γ X ; equation 6 ) is placed. 

Model Name BiasCor R V , 1 σR V , 1 R V , 2 σR V , 2 Y Y split Y 1 Y 2 X X split γ X χ2 
ν,μres 

( M ∗) 

BS21 1D 1.75 1.0 3.0 1.0 M ∗ 10 10 M � – – M ∗ 10 10 M � 0.0 1.63 
BS21 1D 1.75 1.0 3.0 1.0 M ∗ 10 10 M � – – τA 0.75 Gyr 0.0 2.03 
Age R V 1D 1.5 1.0 3.0 1.0 τG 3 Gyr – – τA 0.75 Gyr 0.0 1.94 
Age R V 1D 1.5 1.0 2.75 1.0 τG 3 Gyr – – M ∗ 10 10 M � 0.0 1.86 
Age R V Linear 1D 1.5 1.0 2.5 1.0 τA – 0.1 Gyr 10 Gyr τA 0.75 Gyr 0.15 2.27 

Table 4. Dust population parameters for the models presented in this work when compared to DES5YR data split at host U −R = 1 (right-hand panels of 
Figs 9 and 10 .). 

Model Name BiasCor R V , 1 σR V , 1 R V , 2 σR V , 2 Y Y split Y 1 Y 2 X X split γ X χ2 
ν,μres 

( U − R) 

BS21 1D 1.5 1.0 3.0 1.0 M ∗ 10 10 M � – – M ∗ 10 10 M � 0.05 1.70 
BS21 1D 1.5 1.0 3.0 1.0 M ∗ 10 10 M � – – τA 0.75 Gyr 0.10 1.59 
Age R V 1D 1.75 1.0 2.5 1.0 τG 3 Gyr – – τA 0.75 Gyr 0.15 1.70 
Age R V 1D 1.5 1.0 2.5 1.0 τG 3 Gyr – – M ∗ 10 10 M � 0.1 1.65 
Age R V Linear 1D 1.5 1.0 2.5 1.0 τA – 0.1 Gyr 10 Gyr τA 0.75 Gyr 0.20 1.99 
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(a) (b)

(c) (d)

Figure 10. SN Ia Hubble residual versus SN colour, as in Fig. 9 but for the model with R V changing with galaxy age. (a): The model that best fits the SN data 
when split by stellar mass includes R V = 3 . 0 in young hosts, R V = 1 . 5 in old hosts and no intrinsic luminosity step. (b): as (a), but showing SNe split at host 
galaxy U −R = 1. (c) and (d): as for (a) and (b) but for the best-fitting model to the data split by host U −R colour: R V = 2 . 5 in young hosts, R V = 1 . 75 in old 
hosts, and a 0.15 mag intrinsic luminosity step at a progenitor age of 0.75 Gyr. 
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n stellar mass, or an even smaller R V difference (1.75 and 2.5) and a
.15 mag step on stellar age (Fig. 10 , lower panels). As described in
he results of the previous models, a much smaller step is evident in
he Hubble residuals than the age step input into the SNe. We address
his effect in Section 6.3 . 

.4 R V linear with SN age 

odelling R V as a linear function of SN progenitor age is not
s successful as the previous step-based models, with consistently
igher χ2 

ν (Tables 3 and 4 ). This R V model is the only one that also
equires an age-luminosity step to explain both the mass-split and
 −R split data, with γ X ≥ 0.15 mag. 

 DISCUSSION  

he results of our comparisons of simulations to data support the
otion that the SN colour–luminosity relation in SNe Ia is not linear
ith SN colour, consistent with the model of BS21 where the dust
 xtinction la w along the line-of-sight to SNe Ia correlates with the
lobal properties of host galaxies. The reason for, and best tracer of,
he difference in R V is less clear and is discussed in the following
ections. As with the previous section, the discussion here focuses on
BC-1D bias corrections, but the results are consistent when using
BC-BS20 bias corrections. 
NRAS 515, 4587–4605 (2022) 
.1 R V in young, low mass galaxies 

e find no significant difference in the fit quality when the R V 

hanges with stellar mass or stellar age, the two of which are
hemselves strongly correlated. When implementing the BS21 model
e find R V , 2 is broadly consistent with the results from BS21 and
opovic et al. ( 2021a ) when splitting on stellar mass. When R V 

hanges with stellar age the simulations are more consistent with
he data across both stellar mass and U −R , but 2 . 5 ≤ R V , 2 ≤ 3 . 0
re generally smaller than the 3.0 in Popovic et al. ( 2021a ). These
alues for R V consistent with those typically measured in SN Ia
ight curves and spectra for similar hosts, with Cikota, Deustua &

arleau ( 2016 ) finding R V values of 2.71 ± 1.58 in spiral 
alaxies. 

.2 R V in old, high mass galaxies 

n all of the models trialled the R V value in high mass/old galaxies
 R V , 1 ) is required to be significantly lower than that for low
ass/young galaxies in order to replicate the trends of Hubble resid-

al against SN colour. Generally, lower values are preferred when the
ata are split on U −R . Values in the range 1 . 5 ≤ R V , 1 ≤ 1 . 75 indicate
he dust in older, more massive SN hosts is composed mainly of small
rains leading to a steep e xtinction curv e. Ho w this observ ation
elates to studies of the general galaxy population is complicated
y different relationships seen between dust and different galaxy
escriptors. While Reddy et al. ( 2018 ) and Salim et al. ( 2018 ) show
hat R V increases with stellar mass for star-forming galaxies, Salim
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t al. ( 2018 ) also show that R V is lower in passive (and starburst)
alaxies than those on the star forming main sequence, and that the
 V of star-forming galaxies is more closely related to its o v erall
xtinction A V than its stellar mass. Ho we ver, the quiescent galaxies
n Salim et al. ( 2018 ) still have an average R V of 2.61, far greater
han that found here and indicating that the SNe do not trace the
verage dust composition in the galaxy. We note ho we ver that the SN
 V measurements are somewhat dependent on the assumed SALT2 
olour law, rendering direct comparisons less informative. 

.3 The effect of intrinsic luminosity steps 

hile models of an R V step in stellar mass or galaxy age provide
easonable matches to the Hubble residuals split by either stellar mass 
r host U −R colour, they do not fully match both host properties
imultaneously – different R V steps are required to match mass and 
o match U −R . Furthermore, K22 show that there are residual steps
n the data in one parameter (e.g. stellar mass) if the effect of another
e.g. U −R ) is subtracted. We find that in general the step seen in our
imulated HRs is smaller in U −R than in M ∗, but that step is rarely
ully remo v ed using R V only and that adding an intrinsic luminosity
tep is required. Ho we ver, such a step introduces a number of its own
ssues. 

Firstly we consider adding a step based on the SN age. We find
hat adding a 0.2 mag step has only a marginal effect on the HRs –
nstead, the best-fitting value α is much smaller than the simulated 
 alue αsim 

. This ef fect is caused in this model by the dependence on
ge of both the intrinsic step and x 1 , which act on the SN luminosity
n the opposite direction to each other. Such an affect has been
bserved before (e.g. Rose et al. 2021 ), who suggest that steps γ X 

hould be fit simultaneously with the other nuisance parameters. 
o we ver, with the step size evolving with SN colour, this is not 

rivial. 
An intrinsic mass step is affected much less absorbed by α, with

 0.1 mag step able to explain the U −R data for most R V model and
ias correction combinations (e.g. Fig. 9 ). Ho we ver, this means that
he discrepancy between models with an intrinsic mass step and the 
ata split by mass is much larger than when the intrinsic step is on
ge and no particularly good combinations are found. 

.3.1 Varying the width-luminosity coefficient α

either an intrinsic luminosity step based on SN age or host mass
re able to simultaneously model the data split by stellar mass and
y U −R . One logical explanation for this is that the relationships
etween SN age, x 1 , and α are linked with different strengths to the
ost parameters M ∗ and U −R . The U −R colour traces age more
irectly than M ∗, and with the bimodal N21 model x 1 is strongly
inked to SN age, meaning intrinsic steps in luminosity are washed 
ut by being absorbed into the alpha parameter, and this occurs more
trongly in the age-like U −R than M ∗ which is less related to SN age.
o counter this effect, we hypothesize that the two x 1 populations 
ould follo w dif ferent intrinsic v alues of α while simultaneously 
aving different mean absolute magnitudes. 
To test the two- α hypothesis we run a further set of simulations.
e fix R V to those from the best Age- R V model as measured with
BC-1D and as compared to data split by mass: ( R V , 1 = 1.5, R V , 2 =
.0). We simulate o v er a ne w grid, v arying αsim 

from 0.05 to 0.30
or the young and old populations, as well as the intrinsic luminosity
tep γ X . The combinations of αsim 

and γ X that we investigate are 
onstrained by the fitted α. For X , we trial both mass and age steps
etween zero and 0.25 mag. 
The results of varying αsim 

are summarized in Fig. 11 , for which
he models included a 0.1 mag step on M ∗. Varying αsim 

for the
oung and old SNe makes no difference to the inferred step in either
 ∗ or U −R and does not solve the discrepancy between the size of

eco v ered steps – whatever the values of αsim 

, the resulting HRs are
plit much more strongly by M ∗ than by U −R . The same results were
ound when including a 0.2 mag luminosity step on SN age. These
imulations thus indicate a universal value for α even if the SNe are
ivided into two populations of x 1 . Such a lack of bimodality for α
s consistent with previous results, e.g. Sullivan et al. ( 2011 ). 

.3.2 Reconciling mass and U −R steps 

ith multiple α values improbable, we investigate whether the 
iscrepancy is caused by limitations in our model. For example, 
he smooth SFHs lead to a single Gaussian distribution of U −R
hile the data show bimodality, while the simulation also slightly 
nderestimates the number of hosts in the stellar mass range 9 ≤
og ( M /M �). Although Fig. 1 shows that the models do reproduce
he M ∗–U −R relation in general, there may be subtle second order
ffects introducing inconsistencies for individual simulated SNe. 
uch effects include the treatment of metallicity which is fixed at
olar in the simulation but evolves over both the mass and redshift
ange of the data (e.g. Tremonti et al. 2004 ; Zahid et al. 2014 ),
he lack of bursts of star formation in the simulation, the choice of
C03 templates for the simulation, and incorrect modelling of surv e y

election effects. These effects will be investigated in subsequent 
ork. 
A second possibility is that the inconsistencies between the 
odel and data are caused by physical effects that have not been

ully incorporated or accurately implemented in the model. The 
elationships between the R V along a SN sight line and its host
alaxy properties are evidently more complicated that a simple 
tep function of galaxy age or stellar mass – when dealing with
ntegrated galaxy attenuation, R V is inversely correlated with A V , 
hich we have not included in the model for SN R V . Meanwhile, A V 

orrelates strongly with stellar mass (Zahid et al. 2013 ), meaning the
 V of galaxies also increases with stellar mass (Salim et al. 2018 ).
n the contrary, the results of BS21, Popovic et al. ( 2021a ), and

his work, indicate that R V on SN sightlines decreases with stellar
ass, suggesting that SN sightlines are systematically different than 

hose of the integrated galaxy light. Meanwhile, Salim et al. ( 2018 )
lso show that galaxies with old stellar populations have lower R V 

han those with young populations, which is in line with the age
R V steps found here. Because our the models track individual 

tellar populations, it is possible to use our method to compare
he predictions to measurements from integral field spectroscopy 
e.g. Galbany et al. 2014 , 2016 , 2018 ) to measure dust properties
n the very local environments of SNe, which we defer to future
ork. 
Our model has no implementation of a relation between galaxy 
ass and metallicity. Metallicity is strongly correlated with stellar 
ass and more weakly with SFR (e.g. Yates, Kauffmann & Guo

012 ), and is tied to the SFH (Bellstedt et al. 2020 ) as well as
ffecting the strengths of nebular emission lines (e.g. K e wley &
llison 2008 ), themselves affecting the U −R colour. If there is an

ntrinsic correlation between metallicity and SN luminosity (e.g. 
 ̈oflich, Wheeler & Thielemann 1998 ; Kasen, R ̈opke & Woosley
009 ; Moreno-Raya et al. 2016 ) it may affect the observed mass
nd age steps in different amounts, but be hidden amongst the more
ominant R V effects. 
MNRAS 515, 4587–4605 (2022) 
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Figure 11. Left: As Fig. 10 with fixed R V ( R V , 1 = 2.0; R V , 2 = 3.75, Y = τG ), an intrinsic mass step γM ∗ = 0 . 1 mag, and varying αsim 

for young and old 
populations of SNe. There is no significant difference in the trend of HRs with c , nor the size of the measured mass step, despite large variations in αsim 

; Right: 
As left, but for host galaxy U −R colour. As with mass, there is no significant difference in the HRs despite large variations in αsim 

and the reco v ered U −R step 
is not affected. 
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 C O N C L U S I O N S  A N D  F U T U R E  WO R K  

his work presents a host-galaxy oriented framework for simulating
opulations of SNe Ia in a cosmological context. We trace stellar
opulation ages throughout the build up of stellar mass of galaxies,
nd use this information combined with the SN Ia DTD from W21
n order to associate SNe to hosts at realistic rates. The resulting host
alaxy library is made available to the community for use in future
osmological SN Ia simulations. 2 SNe are then simulated according
o their host galaxy properties as highlighted below: 

(i) light-curve width x 1 is drawn from a two-population age-based
odel based on N21, which accurate reproduces the x 1 distribution.
he x 1 versus stellar mass and x 1 versus U −R relations are also

elatively well modelled, although the strength of the relation is
tronger in the data than we reco v er in the model. 

(ii) we find that 68 per cent of SNe in old environments belong
o the low-stretch mode. Further work is necessary in order to
etermine the cause of these two modes, whether they are related
o the progenitor scenario, white dwarf composition, or explosion
echanism, and why the transition occurs around 0.75 Gyr; 
(iii) SN colour c is well described by a combination of an intrinsic

aussian and a supplementary exponential distribution attributed to
ust reddening. The DES5YR data is best modelled by very similar
alues to those for the Pantheon + data set (Popovic et al. 2021a ). 

By running simulations and data through the same BBC framework
e obtain distance estimates and compare the evolution of the Hubble

esiduals with c . Our results support the findings of BS21 and Popovic
t al. ( 2021a ) that the extinction law slope R V changes depending on
ost galaxy properties. Additionally we find that: 
NRAS 515, 4587–4605 (2022) 
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(i) if galaxy age is the driver of R V change, then the evolution is
ifferent to if it is driven by stellar mass. However the change (with
ass) is opposite to that observed in the galaxy population, while

he change with age is consistent with the difference between star
orming and passive galaxies; 

(ii) when Hubble residuals are split based on host stellar mass, the
 V models can fully explain the trends between Hubble residual and
 ; 

(iii) when the data are split by host U −R , the addition of an
ntrinsic luminosity step to the model slightly impro v es the fit to the
ata. 
(iv) there is no preference for the intrinsic luminosity step to be

ased on stellar mass or SN age, but neither are able to simultaneously
eproduce the data when split by host stellar mass and by host U −R .

(v) varying the width-luminosity coefficient α between popula-
ions does not solve the discrepancy. 
he reason for the discrepancy is therefore either a shortcoming of

he simulation or an unmodelled physical effect such as metallicity. 

Future work will build upon the host galaxy models developed
ere. In order to test for effects such as metallicity, the galaxy
volution model needs to be treated in a more complex way by
ntroducing metallicity evolution and bursts of star formation. Such

odels have been used in the modelling of SN Ia rates and DTDs
e.g. Gandhi et al. 2022 ) and can be extended to cosmological
mplementation using the methods outlined in this paper. 

OFTWARE  

ll software used in this publication are publicly available. The
N and galaxy evolution code can be found at https://github.com

wisemanp/des sn hosts . Additionally we made e xtensiv e use of
UMPY (Harris et al. 2020 ), ASTROPY (Astropy Collaboration 2018 ),

art/stac1984_f11.eps
https://github.com/wisemanp/des_sn_hosts/tree/main/simulations/data
https://github.com/wisemanp/des_sn_hosts
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ATPLOTLIB (Hunter 2007 ), SCIPY (Virtanen et al. 2020 ), and PANDAS

McKinney 2010 ). 
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Figure A1. The relationship between peak B -band brightness m B and its 
uncertainty, σm B . Points are from the DES5YR data and the relationship used 
in equation ( A2 ). 

Figure A2. Relationships between σm B and σx 1 (upper), and σ c lower. Points 
are from the DES5YR data and the relationship used in equation ( A2 ). 
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PPENDIX  A :  SIMULATING  UNCERTAINTI ES  

e simulate uncertainties σm B 
on m B by approximating the relation-

hip between σm B , obs and m B , obs in the observed data set of K22 . 

m B 
∼ Max 

{
N ( σm B 

, σσm B 
) 

0 . 025 
, (A1) 

here 

m B 
= 10 (0 . 395( m B −1 . 5) −10) + 0 . 03 , (A2) 

here σm B 
is represented by the dashed line in Fig. A1 . The scatter

n the uncertainties σσm B 
also increases as a function of m B : 

σm B 
= Max 

{
0 . 003( m B − 20) 

0 . 003 
. (A3) 

he uncertainty σm B 
is calculated after the intrinsic m B has been

djusted for x 1 and c via equation ( 18 ). 
NRAS 515, 4587–4605 (2022) 
Uncertainties on x 1 and c are estimated by linear least squares
ts to the DES5YR σx 1 − σm B 

and σc − σm B 
relations, respectively.

he observed and fitted relationships between the uncertainties are
hown in Figs A1 and A2 . We use these uncertainties to add noise to
 B , x 1 , and c by drawing them randomly from Gaussian distributions

entred at 0 as per equation ( 19 ). 

PPENDI X  B:  BBC-BS20  BI AS  C O R R E C T I O N S  

ere we present results in the same was as Section 5 but with
ubble residuals measured using a BBC-BS20 bias correction, which

nherently assumes R V changing with stellar mass. The models
hown in Figs B1 –B3 correspond to the best match parameters when
plitting on stellar mass (blue) and U −R (green), which are presented
n Tables B1 and B2 , respectively. 

http://dx.doi.org/10.1088/0067-0049/185/1/32
http://dx.doi.org/10.1093/mnras/stz463
http://dx.doi.org/10.1086/587500
http://dx.doi.org/10.1111/j.1365-2966.2009.15851.x
http://dx.doi.org/10.1088/0004-637X/731/2/120
http://dx.doi.org/10.3847/1538-4357/aa6038
http://dx.doi.org/10.1088/0004-637X/740/2/72
http://dx.doi.org/10.3847/2041-8205/818/1/l19
http://dx.doi.org/10.1051/0004-6361/202038447
http://dx.doi.org/10.1086/307221
http://dx.doi.org/10.1086/186970
http://arxiv.org/abs/2112.04456
http://dx.doi.org/10.3847/1538-4357/abf14f
http://dx.doi.org/10.3847/1538-4357/aaa3e7
http://dx.doi.org/10.1086/178129
http://dx.doi.org/10.1086/300499
http://dx.doi.org/10.1051/0004-6361/201730404
http://dx.doi.org/10.1051/0004-6361/201731425
http://dx.doi.org/10.3847/1538-4357/abd550
http://dx.doi.org/10.3847/1538-4357/aabf3c
http://dx.doi.org/10.3847/2041-8205/822/2/L35
http://dx.doi.org/10.3847/1538-4357/aab9bb
http://arxiv.org/abs/2112.03863
http://dx.doi.org/10.1093/mnras/staa946
http://dx.doi.org/10.1111/j.1365-2966.2010.16731.x
http://dx.doi.org/10.1088/0004-637X/737/2/102
http://dx.doi.org/10.1088/0004-637X/783/2/85
http://dx.doi.org/10.1093/mnras/stab1353
http://dx.doi.org/10.1038/s41592-019-0686-2
http://dx.doi.org/10.1093/mnras/stab1943
http://dx.doi.org/10.1111/J.1365-2966.2012.20595.X
http://dx.doi.org/10.1088/0004-637X/763/2/92
http://dx.doi.org/10.1088/0004-637X/791/2/130
art/stac1984_f1A1.eps
art/stac1984_f1A2.eps


SN Ia host dust and a g e model 4603 

(a) (b)

(c) (d)

Figure B1. BS21 models as Fig. 9 but where Hubble residuals for data and simulations have been measured with BBC-BS20. (a): Simulations from the BS21 
model with R V = 3 . 25 in low mass host galaxies and R V = 2 . 5 in high mass host galaxies; (b): as a, but for the data and simulations split host galaxy U −R = 1. 
(c) and (d): as (a) and (b) but for the model parameters that best describe the U −R data (right-hand panel): R V = 3 . 25 in low mass host galaxies and R V = 2 . 25 
in low mass host galaxies, and an intrinsic luminosity step at log ( M /M �) = 10 of size 0.1 mag. 

(a) (b)

(c) (d)

Figure B2. Age- R V split models as Fig. 10 , but where Hubble residuals for data and simulations have been measured with BBC-BS20. 
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M

(a) (b)

(c) (d)

Figure B3. As Fig. B3 but for the models best-fitting when introducing an intrinsic stellar mass step instead of a SN age step. 

Table B1. Dust population parameters for the models presented in this work when compared to DES5YR data split at host log ( M ∗/M �) = 10 and fit with 
BBC-BS20 (left-hand panels of Figs B1 –B3 .). 

Model Name BiasCor R V , 1 σR V , 1 R V , 2 σR V , 2 Y Y split Y 1 Y 2 X X split γ X χ2 
ν,μres 

( U − R) 

BS21 BS20 2.5 1.0 3.25 1.0 M ∗ 10 10 M � – – M ∗ 10 10 M � 0.00 1.16 
BS21 BS20 2.25 1.0 3.0 1.0 M ∗ 10 10 M � – – τA 0.75 Gyr 0.05 1.23 
Age R V BS20 1.75 1.0 3.25 1.0 τG 3 Gyr – – τA 0.75 Gyr 0.0 1.11 
Age R V BS20 1.75 1.0 3.25 1.0 τG 3 Gyr – – M ∗ 10 10 M � 0.0 1.11 
Age R V Linear BS20 1.5 1.0 3.75 1.0 τA – 0.1 Gyr 10 Gyr τA 0.75 Gyr 0.20 1.40 

Table B2. Dust population parameters for the models presented in this work when compared to DES5YR data split at host U −R = 1 and fit with 
BBC-BS20 (right-hand panels of Figs B1 –B3 .). 

Model Name BiasCor R V , 1 σR V , 1 R V , 2 σR V , 2 Y Y split Y 1 Y 2 X X split γ X χ2 
ν,μres 

( U − R) 

BS21 BS20 2.25 1.0 3.25 1.0 M ∗ 10 10 M � – – M ∗ 10 10 M � 0.1 0.80 
BS21 BS20 1.75 1.0 3.75 1.0 M ∗ 10 10 M � – – τA 0.75 Gyr 0.05 0.76 
Age R V BS20 2.0 1.0 2.5 1.0 τG 3 Gyr – – τA 0.75 Gyr 0.15 0.89 
Age R V BS20 1.5 1.0 2.5 1.0 τG 3 Gyr – – M ∗ 10 10 M � 0.05 0.82 
Age R V Linear BS20 1.5 1.0 3.75 1.0 τA – 0.1 Gyr 10 Gyr τA 0.75 Gyr 0.20 1.22 
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