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Abstract— 2D-3D registration is a crucial step in Image-
Guided Intervention, such as spine surgery, total hip re-
placement, and kinematic analysis. To find the information
in common between pre-operative 3D CT images and intra-
operative X-ray 2D images is vital to plan and navigate. In
a nutshell, the goal is to find the movement and rotation
of the 3D body’s volume to make them reorient with the
patient body in the 2D image space. Due to the loss of
dimensionality and different sources of images, efficient and
fast registration is challenging. To this end, we propose a
novel approach to incorporate a point set Neural Network to
combine the information from different views, which enjoys
the robustness of the traditional method and the geometrical
information extraction ability. The pre-trained Deep BlindPnP
captures the global information and local connectivity, and
each implementation of view-independent Deep BlindPnP in
different view pairs will select top-priority pairs candidates. The
transformation of different viewpoints into the same coordinate
will accumulate the correspondence. Finally, a POSEST-based
module will output the final 6 DoF pose. Extensive experiments
on a real-world clinical dataset show the effectiveness of the
proposed framework compared to the single view. The accuracy
and computation speed are improved by incorporating the point
set neural network.

I. INTRODUCTION

Different modalities, dimensions, and viewpoints of the
same object of a scene are various in appearance, the
intuition is they have some hidden correspondence. In this
work, we study how we determine the relation among the
same object’s images, in 3D dimension and multi-view 2D
dimension, namely multi-view 2D-3D registration.

The 2D-3D registration is widely applied in Autonomous
Vehicles [1], [2], Image-Guided Intervention [3], and
Robotics [4]. In Image-guided Intervention of Hip Joint [5],
pre-operative 3D CT is implemented to provide the patient’s
information to plan the surgery [6], [7]. While in the intra-
operative stage, the 2D X-rays from different viewpoints are
used to observe the updated state of the patient, for the
navigation of the surgical instrument.
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To fuse the information is a useful tool for visualization
and monitoring. The input of the problem is 3d and 2d image
modalities, with underlying connection, i.e., capturing the
same patient from different types of medical equipment. The
objective is to search for the rigid motion for a good mapping
between the aligned images so that 3D images’ projection
best aligns with the 2D images. The different modalities and
dimensions of CT and X-ray, making the registration problem
challenging.

With ground truth, the 2D images and 3D images will
be well organized in order. However, we face a problem of
the unordered situation with infinite solutions. To convert
the disorder into order, there are many previous attempts
in the community. The related literature can be divided
into two branches: Optimization-based methods [8]–[10]
and learning-based methods [11]–[14]. Optimization-based
methods usually model the 2d-3d registration problem into
how to minimize an objective error function which describes
the mismatch between the 2 point sets. In another direction,
learning-based methods usually solve the problem in an
end-to-end manner. They build a learning-based method to
capture different-level features, learning the parameters with
the training data.

The optimization-based methods are easier to understand
and the result can be guaranteed, while the computation is
heavy, therefore, is hard to be implemented in real-world
scenarios. The learning-based methods usually take up less
time for testing, while the lack of training data and robustness
limits these methods. As a result, we make use of the speed
of the learning-based method to speed up the optimization-
based method, meanwhile making the result reasonable. The
intuition is to incorporate a learning-based method into a
traditional optimization framework [15], guaranteeing the
robustness and computation time.

In this work, we explore how to incorporate a novel
learning-based method Deep BlindPnP [16], [17] into a tradi-
tional framework, and combine all the information from dif-
ferent views. The entire framework of the proposed method
is as follows: Each point set will undertake feature extraction
by a Pointnet-based module. The distance in feature space
between 3D point set and each 2D point set is calculated,
pair by pair. After calculation, the top possible pair candidate
will be accumulated, to vote for a final result. The outputting
6 DoF pose by adapted POSEST [18] will make the 3D
volume’s projection matchable with 2D point set.

We evaluate our method in the public Hip Joint
Dataset [5], the additional views improve the accuracy com-
pared to the single-view setting.



The main contribution of our paper is two-fold:
• We explore the Globally learnable 2D-3D Point Set

Registration in multi-view settings.
• We implement the method in the real-world clinical

dataset, hip joint dataset. The images captured from dif-
ferent views can speed up the convergence of searching
and improve the accuracy.

II. RELATED WORK

To fuse images from different modalities, the key salient
points such as boundary and edge are selected to represent
the image. Point set registrationc̃itepomerleau2015review is
utilized to merge multiple data source or map new measure-
ment to prior model [19].

From the perspective of dimension, the point set reg-
istration can be generally divided into 3D-3D point set
registration [20], [21], 3D-2D registration [3].

The scenarios of this work focus on the 2D-3D registra-
tion. In general, the 2D-3D registration methods consist of
optimization-based methods and learning-based methods.

For optimization category [22], the direction is to define an
objective function on how the 3D images’ projection aligns
with 2D images, then optimize it. As the setting of single
view [23] is ill-posed, other methods extend the method into
multi-view setting [24], [25], improving the accuracy and
speed.

For learning-based algorithms [11], several novel deep
learning approaches are proposed to match the 3D-2D im-
ages. The 2d3d-matchnet [4] is proposed to build an end-
to-end deep network to jointly learn the feature descrip-
tors for keypoint of 2D image and 3D point cloud. Deep
BlindPnP [16], [26] is proposed to end-to-end output pose
given 2d-3d point sets. But these methods are hungry for
training data, which is not applicable in medical scenarios.
Here the pre-trained model is implemented to capture the
local geometry information of point set.

Other than dimension, we will review the point set reg-
istration viewpoint setting. The typical problem is single-
view [27] where the capturing of images is easy to realize.
In the case of easy acquisition of multi-view setting or small
capture angle [28], the problem can be extended. Multi-
view Point-To-Plane correspondence model [29] extends the
PPC model. POINT2 [14] makes use of Neural Network to
find 2D point-to-point correspondences by tracking a small
number of 3D POI.

III. PROBLEM FORMULATION AND METHODOLOGY

This work focuses on a global 2D-3D Point set rigid
registration problem. Taking a 3D volume and several 2D
images as input, acquiring the visual information of the same
scene or object, a desired 6 DoF pose can be the bridge
between the two modalities. With the transformation of 6
DoF pose, the projection of transformed 3D data can be
aligned well by the 2d images, pair to pair.

Reviewing the problem, the potential candidates are inex-
haustible, and the geometric property of rotation makes the

Fig. 1: The setting of registration between Multiple 2D
images and 3D image. The optimal pose between the initial
red 3D points with the projected 2D points will make the
overlay of 3D points(in red) matching the 2D points (in
black). The multi-view setting is simplified to only 2 views
for visualization.

computation heavy. The key challenge is to find the candidate
globally in an efficient method.

To make the challenging problem easier to handle, we
treat the key points of the 3D volume and 2D images
to represent the corresponding image modalities. The key
geometric information, local and global, is reserved in the
extracted point set.

We will formulate the problem in two steps, the single
view firstly and then extend it into a multiple view setting.

A. 2D-3D Rigid Point Set Registration

In a camera coordinate system P , the 3D point set is
M = {mj}, j = 1, ...,M , where mj ∈ R3 are 3D point
coordinates. And 2D point set D = {di}, i = 1, ..., N
where di ∈ R2 are 2D point coordinates. The 3D point set
and 2D point set are paired by an implicit 6D pose, a 3D
rotation R∈SO(3) and translation t∈R3. In the ideal case,
the projections of the transformed 3D points into different
projection plane and 2D points should satisfy

P (R ∗M + t)→ D (1)

To make the computation easier, we refer to Liu et al. [23]
to calculate the cardinality of matching set:

Q(R, t) =
∑
i

max
j

1(||P (R ∗mj + t)− di|| ≤ δ) (2)

where 1(·) is an indicator function, the indicator function
outputs 1 if the inside part is true, otherwise 0.

Therefore, the problem is transformed to search for the
pose to maximize the cardinality of inlier set. The pair
between the 3d point set and its inlier 2d points will be
the correspondence.

The above definition of the problem is ideal, where the 3d
point has a one-by-one paired 2D point. However, the prac-
tical scenarios are that the 3d points’ projection is partially
overlapped by the 2D points, or that the key points extracted
in different modalities have no direct pairs. Therefore, there
are no explicit and specific correspondences. During finding
the optimal pose, the correspondence will be established.



Fig. 2: The entire framework of the proposed method. Each point set will undertake feature extraction by a Pointnet-based
module. The distance in feature space between the 3D point set and each 2D point set is calculated, pair by pair. After
calculation, the top possible pair candidate will be selected to accumulate, to vote for a final result. The outputting 6 DoF
pose by adapted POSEST [18] will make the 3D volume’s projection matchable with 2D point set.

Here we define the correspondence of 3d point mj as
CP (mj):

CP (mj) = {di, i = 1, ..., N ||P (R∗mj+t)−di|| ≤ δ} (3)

where the points di has a distance less than a threshold δ
with transformed mj’s projection.

B. Introduce New Viewpoints

Now we turn to the scenario of multi-view shown in Fig. 1,
we need to add a notation v corresponding to each view.

P v(R ∗M + t)→ Dv (4)

Therefore, the correspondences optimization of has trans-
formed as follows:

max
R,t

∑
j

1(CP v(mj) 6= ∅)

s.t.R∈SO(3), t∈R3

(5)

where the CP v(mj) can be multiple points or null.

Therefore, the problem is transformed to search for the
pose to maximize the cardinality of inlier set, i.e. the quality
of the registration.

So far the objective and standard to evaluate how the two
point sets are connected, is formulated shown in Fig. 1. In
the next section, we will introduce how to search for the
optimal 6 DoF pose.

C. Methodology

With the objective defined in the last section, we need
to find the optimal pose to optimize the total number of
matchable sets’ cardinality.

As depicted in Fig. 2, the entire framework of the proposed
method is as follows: Each point set will undertake feature
extraction by Pointnet-based module. The distance in feature
space between 3D point set and each 2D point set is
calculated, pair by pair. After calculation, the top possible
pair candidate will be accumulated, to vote for a final result.
The outputting 6 DoF pose by adapted POSEST [18] will
make the 3D volume’s projection matchable with 2D point
set.



Fig. 3: The extraction of 3D point set from 3D CT volume. The 3D volume is initially segmented to output a surface of hip
joint, then the mask of fiducial landmarks (for gold standard) is used to prune the landmark volumes. The noise is filtered
and then downsampled, outputting the preprocessed point cloud.

The Deep BlindPnP neural network [16], [17] is a neural
network to output the 6 DoF pose of the 3D point set to
make its projection align with the 2D point set. While it is
not applicable in the medical scenario for lack of data. In this
work, we want to use the pre-trained model to accelerate the
registration of different data distributions.

1) Deep BlindPnP Algorithm: In this section, we will
introduce Deep BlindPnP, the important part to speed up
backbone BnB. This is the first neural network to end-to-
end output the 6 DoF pose given 2D points and 3D points.

The intuition of Deep BlindPnP is that the 2D and 3D
structures share similar features although in different dimen-
sions. Therefore, the input 2D and 3D point sets are fed
into PointNet-based feature extractor, and the correspondence
matrix is calculated by Deep Declarative Networks [30]. The
top possible correspondence (inline) will be treated as known
and correct correspondence, now the problem is collapsed
into a classic PnP problem.

The input is 2D and 3D point set, the output will be end-
to-end 6 DoF pose. It is worth mentioning that the optimal
pose acquired by a pre-trained neural network, is likely to
be optimal pose without any guarantee.

2) Extension to Multiple View Setting: With different
viewpoints, each view-independent setting will undertake

the same feature extraction and inlier classification by pre-
trained Deep BlindPnP neural network, then the candidate
pseudo known pairs of different views are transformed into
the same coordinate system.

The entire framework of the proposed method is as
follows: Each point set will undertake feature extraction
by Pointnet-based module. The distance in feature space
between 3D point set and each 2D point set is calculated,
pair by pair. After calculation, the top possible pair candidate
will be accumulated, to vote for a final result. The outputting
6 DoF pose by adapted POSEST [18] will make the 3D
volume’s projection matchable with 2D point set.

The pre-trained Deep BlindPnP neural network of cor-
responding 2D-3D set pairs will output the potential 2D-
3D point pairs. With the candidate pairs in different views
outputting the previous step, the candidate pair will be
transformed into the same projection setting depicted in
Fig. 1. Finally, a combination of different point pairs will
output a 6 DoF pose by POSEST.

IV. EXPERIMENTS

In this section, we show the performance of experiments in
a public clinical dataset, Hip Joint gold-standard Dataset [5].
This solid work collects a full scan computed tomography
of a female patient. The capture site is a hip phantom.



And 19 2D X-Ray Images are collected in different views.
And fiducial marks are used to offer the gold standard. We
conduct the experiment to prove that the matchable error and
computation time of our proposed method can be improved
compared with the single settings.

We pre-process the 3D images and 2D images, segment
and extract the surface points, which model the shape in-
formation of volume and images. We feed it into the pre-
trained end-to-end neural network, then implement the result
from different views’ 2D-3D sets pairs to speed up the
computation.

A. Pre-processing

The original data consists of one CT and 19 viewpoint
groups and different views of a phantom with landmarks.
The data is noisy, which has to undertake preprocessing.
As illustrated in Fig. 3, the 3D images are segmented, then
extracted as a surface point set. Now that the bone is rigid,
there is no motion between the bone and the surface will
represent the image.

Firstly, initial segmentation is conducted, then the mask of
landmarks is used to prune the noise of markers. Finally, we
downsample to acquire a more sparse point set. It is worth
mentioning that we don’t need the input point to be sparse
in our scenario. The training of Deep BlindPnP takes up a
long time, while testing needs only 1-2s.

The number of the extracted 3D points is 1372, and the
number of the extracted 2D points of four views ranged from
411 to 606.

B. Implementation Details

In this section, we will introduce how we select the hyper-
parameters empirically. After three times’ test, the average
inline number and computation time of different methods is
evaluated.

The Deep BlindPnP is designed for end-to-end 2d-3d
point set registration, and the feature extraction part is based
on PointNet. Therefore, it needs enough training data to
feed. In the medical scenario, the lack of medical data is
very common. So we choose to feed our medical data into
the pre-trained models. By empirically testing, we find the
pre-trained data in ModelNet40 [31] and NYU-RGBD [32]
work well. And the results of twice utilization, of Deep
BlindPnP of these two models pre-trained on two datasets,
are averaged.

And we implement the POSEST, we set PROBABILITY
CLOSE TO ONE as 0.991, MINIMUM INLIERS ADAPT
as 0.07, MINIMUM ITERATIONS FRAC as 0.10,
MIN TRIANG AREA as 150.0 , and for the RANSAC
parameters RANSAC OUTL THRESH as 3.0.

C. Results

We compare the inline number and computation time of
our methods and baseline methods. The quantitative results
are depicted in Table I.

The number of 3D point set is 1372 in all cases, and the
average 2D point set is 497.3, 510.2, 547.2, and 519.0 for

TABLE I: The average inline numbers and computation time
performance.

Total 3d, 2d numbers Inline number Time (s)

ICP 1372, 497.3 101.1 ± 10.8 0.4 ± 0.1
Pretrained BlindPnP 1372, 510.2 255.5 ± 50.2 1.2 ± 0.2

Two Views 1372, 547.2 370.1 ± 19.1 5.9 ± 0.4
Three Views 1372, 519.0 393.5 ± 13.8 5.7 ± 0.4

four cases. The first experiment is ICP [33], a local method. It
is very efficient, while very easy to fall in the local minimum.
The second pre-trained BlindPnP is trained in other datasets.
The computation time is 1.2s, while the accuracy is better.
The percentage of inline is 0.20 and 0.50.

The above two methods take the single view as input.
The Two View and Three View have a total of 547.2 and
519.0. The computation of these two methods is more than
the formal two. And the percentage of inline is 0.68 and 0.76.
The three views case outperforms in four experiments. And
the computation time of ICP is the least, while the Three
View can achieve the best inline percentage.

The experiment shows the effectiveness of our method.
With the combined information provided by Deep BlindPnP,
the POSEST can be sped up. The performance of inline
numbers is improved.

V. CONCLUSIONS

In this work, we focus on how to register 3D point
set of hip CT and several 2D X-rays shot in different
viewpoints. A novel approach is proposed to incorporate a
point set neural network to combine the information from
different views, which enjoys the robustness of the traditional
method and the geometrical information extraction ability.
The pre-trained Deep BlindPnP captures the global infor-
mation and local connectivity, and each implementation of
view-independent Deep BlindPnP in different view pairs can
accumulate the information. By transforming the different
viewpoints’ pairs into the same coordinate, the collection’s
pairs can be combined. Finally, a POSEST-based module will
output the final 6 DoF pose. Extensive experiments on a
real-world clinical dataset show the efficacy of the proposed
framework compared to the single view. The accuracy and
computation speed are improved by incorporating the point
set neural network. In the future, we will go deep into
different strategies to combine the view, e.g., alternating or
selection of viewpoints to improve the performance.
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