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Abstract 

How do formal time allocations in teams affect team learning trajectories and performance? We 

argue that allocating more time for transition phases induces steeper learning trajectories that 

engender a positive group atmosphere, which in turn improves team performance by improving 

coordination quality. We tested our hypotheses in a laboratory experiment in which teams 

worked on a creative design task over multiple iterations. Using a latent growth modeling 

approach, we found that teams with shorter action and longer transition phases during 

prototyping had lower initial performance but steeper learning trajectories, which indirectly led 

to better final team performance. 

 

 Keywords: time, learning trajectories, group process, performance, latent growth 

modeling  
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The Effect of Formal Time Allocations on Learning Trajectories and Team Performance 

Teams often have to learn continuously to address important problems. In such situations, 

solutions may only emerge from multiple iterations of trial-and-error experimentation (Argote & 

Miron-Spektor, 2011; Eisenhardt & Tabrizi, 1995; Haas & Cummings, 2020; Goh et al., 2013; 

Lee et al., 2004). For example, software engineering teams cycle between writing code, testing it, 

and discussing how to correct errors and improve the program. Military teams also routinely 

conduct after-action reviews following completed simulations or events (Villado & Arthur Jr., 

2013). When learning new procedures, surgical teams iterate between off-line practice sessions, 

trials of the new procedure, and reflecting on lessons learned (Edmondson et al., 2001). Teams 

like these need to both carefully harvest lessons from prior experiences and experiment with 

ways to use them to learn and improve their performance over time. 

Given the temporal nature of team learning (Cronin, Weingart, & Todorova, 2011; 

Lehmann-Willenbrock, 2017; Wiese & Burke, 2019), teams face the challenge of how to allocate 

time to reflection versus hands-on experience to accelerate learning. As much as teams would 

like to spend time on both reflection and practice, they must make trade-offs because time is a 

finite resource in organizations. Consider a product development team experimenting with 

possible solutions by constructing rough prototypes of potential designs: Allocating time for 

building prototypes means less time for reflecting on their performance (Goh et al., 2013). 

Figuring out how to balance learning through task performance and reflection is thus a critical 

decision for teams learning new tasks. 

Scholars have recognized that teams need to balance their time and attention between 

action phases and transition phases (Ilgen et al., 2005; Marks et al., 2001). Action phases are 

“periods of time when teams are engaged in acts that contribute directly to goal accomplishment 
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(i.e., task work),” while transition phases are “periods of time when teams focus primarily on 

evaluation and/or planning activities to guide their accomplishment of a team goal or objective” 

(Marks et al., 2001, p. 360). Teams often iterate through cycles of action and transition phases, 

with transitions setting the stage for future action (Ilgen et al., 2005; Marks et al., 2001). When a 

team is focused on learning, such as in practicing, prototyping, or trial-and-error 

experimentation, action phases take the form of simulation (i.e., realistic, but less consequential, 

attempts to perform the task), and transition phases take the form of pauses (i.e., reflecting on 

lessons learned from a given simulation and planning for future iterations) (Ishak & Ballard, 

2012). 

Research has shown that teams that devote more attention to reflecting on their 

objectives, strategies, and processes perform better because they can adapt their strategies and 

address failures (e.g., Moreland & McMinn, 2010; Schippers et al., 2014; Widmer et al., 2009). 

In practice, however, teams tend to undervalue transition activities, such as discussing task 

strategies (Gruenfeld et al., 1996; Hackman et al., 1976; Wittenbaum & Stasser, 1998; Woolley, 

1998) and planning for complex tasks (Weingart, 1992). Teams thus tend to show an action bias, 

in which they naturally favor activities associated with task completion over those associated 

with reflection and learning (Gurtner et al., 2007). Because teams tend to under-allocate time to 

reflection and learning, scholars have focused on a variety of interventions to induce teams to 

engage in them, such as formal debriefs (e.g., Eddy et al., 2013; Keith & Frese, 2005; Okhuysen 

& Eisenhardt, 2002; Villado & Arthur Jr., 2013) and reflexivity interventions (Gurtner et al., 

2007). When teams are given interventions that dictate what to do during reflection, they tend to 

learn faster and perform better (DeRue et al., 2012; Gurtner et al., 2007; Vashdi et al., 2013). 

Such interventions are effective because they can help to create shared understandings amongst 
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team members, make use of their diverse perspectives, and help them to learn from the past 

(Schippers et al., 2013). Thus, interventions to promote effective reflection have the potential to 

improve team performance. 

Although research on interventions to promote and structure transition phases has 

uncovered insights about what interventions to use, it has yet to address the temporal trade-offs 

inherent in doing so – devoting more time and attention to transitions means less time and 

attention for action. Time and temporality are thus crucial to understanding team intervention 

effectiveness (Fisher, 2017; Hackman & Wageman, 2005). In this research, we examine this 

temporal trade-off by addressing the question of how the formal allocation of time to action 

and transition phases shapes group learning trajectories and performance. 

We build and test a model of how the formal allocation of time to action and transition 

phases shapes group learning trajectories and performance. We argue that longer transition 

phases will depress initial performance because they allow less time for action phases. However, 

this temporal investment in reflection and planning will result in steeper learning trajectories 

over time (i.e., performance will improve more quickly). These steeper learning trajectories 

should create a more positive group atmosphere, which reflects the overall quality of 

relationships among team members (Cronin, Bezrukova, Weingart, & Tinsley, 2011; Jehn et al., 

2010). Groups with a more positive atmosphere will coordinate their activities more effectively, 

improving their performance in subsequent trials. 

We tested these hypotheses in a laboratory experiment in which teams designed and built 

a boat out of Lego blocks. Group members had three practice attempts to (a) build and test 

prototypes (action phases), and (b) reflect on their performance and plan for the next iteration 

(transition phases), before building a final product. We manipulated the length of transition 
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phases, randomly assigning groups to shorter transition phases/longer action phases or longer 

transition phases/shorter action phases, and compared these to a control condition in which 

groups decided on their own how much time to allocate to transitions. Using a Latent Growth 

Modeling (LGM) approach, we examined how these different time allocations for action and 

transition activities affected group performance through learning trajectories, group atmosphere, 

and coordination. We found that groups assigned longer transition phases demonstrated steeper 

learning trajectories, which improved their group atmosphere and coordination. Thus, although 

longer transition phases constrained the initial quality of prototypes, their steeper improvement 

trajectory created a positive context for group members to work together and coordinate their 

efforts. 

This research contributes to theory on team process and performance in the following 

ways. First, team learning is typically considered as a post-performance activity and has mostly 

been considered as an outcome. However, the dynamic and iterative nature of team learning 

(Bell et al., 2012; Lehmann-Willenbrock, 2017; Wiese & Burke, 2019) means that learning can 

affect team functioning through both processes and emergent states, i.e., the cognitive, 

motivational, and affective states of teams (Marks et al., 2001). While often theorized, empirical 

evidence that accounts for the dynamics of team learning trajectories is scarce (Cronin, 

Weingart, & Todorova, 2011; Waller et al., 2016), which this research explicitly addresses. 

Second, our research points to time allocation as a promising intervention for accelerating team 

learning. Interventions to decrease action bias in groups can catalyze learning and performance. 

We extend research in the timing of interventions for learning (Fisher, 2017; Hackman & 

Wageman, 2005; Mathieu et al., 2014; Shuffler et al., 2011) by emphasizing the importance of 

time allocations between action and transition phases. Our research contributes to the literature 



TIME ALLOCATION AND TRAJECTORIES      7 

 

 

by helping to explain how groups that invest early in learning activities can benefit in the long 

run. More broadly, it emphasizes the importance of planning and routinizing reflection time in 

team learning. Third, we add to research on team process and performance by examining time 

allocation between action and transition phases as a type of contextual input that shapes team 

emergent states and outcomes. Overall, our emphasis on the effect of learning trajectories on 

team emergent states presents a different way of theorizing about the dynamics of team process 

and responds to calls for more research on dynamic processes in teams. 

Hypothesis Development 

Formal Time Allocations and Initial Performance 

We propose that devoting more time to transitions is costly in the short term but 

beneficial in the long term. We take an attention-based view of team processes, which begins 

with the premise that time and attention are valued, finite resources for teams in organizations 

(Cummings & Haas, 2012; March & Simon, 1958; Perlow, 1999). At the organizational level, 

scholars have posited that organizational structures are intended to focus people’s attention on 

essential activities while diverting it from less essential ones (Ocasio, 1997). The same logic can 

apply to teams (Cummings & Haas, 2012) – formal process structures and interventions orient 

members’ attention toward particular activities at the expense of others. 

Formal time allocation interventions for action and transition activities follow the logic 

above: devoting more time to transition activities, such as planning and reflection, inherently 

leaves less time for action activities – actual hands-on work on the task. By spending less time on 

action, groups that devote more time to transitions should have weaker first attempts than groups 

that spend more time on action for two reasons. First, for new tasks, first-hand experience is 

necessary to fully learn and understand the demands of the task (Riedl & Seidel, 2018) – it is 
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often futile to forecast what the task is like through planning (e.g., Gino et al., 2010) or 

instruction (e.g., Fisher, 2017). Thus, action phases will initially be the best way to get familiar 

with a task. Second, time allocations have a social symbolic meaning – the relative amount of 

time devoted to an activity conveys its importance (e.,g., Fisher et al., 2018; Zerubavel, 1981). 

Formally allocating more time to transition phases should signal to team members that these 

activities are valued, which should make members more learning-oriented (Bunderson & 

Sutcliffe, 2003). Additionally, formally allocating less time to action phases should make 

members less performance-oriented, thus making them less concerned with initial performance. 

This reasoning leads to the following hypothesis: 

Hypothesis 1: Longer transition phases will be negatively associated with initial 

performance. 

Formal Time Allocations and Learning Trajectories 

Learning is not an isolated event but instead unfolds in multiple episodes over time 

(Edmondson et al., 2001; Lehmann-Willenbrock, 2017; Rockart & Wilson, 2019; Wiese & 

Burke, 2019). Although teams that devote more time to transition activities may perform worse 

initially, devoting more time to transitions should pay dividends in the long run in the form of 

steeper learning trajectories. We define learning trajectories as the rate of performance 

improvement that team members exhibit over time. For instance, on a task with scores from 1 to 

7, a team that scores 1, 4, 7 on successive trials would have a steeper learning trajectory than a 

team that scores 5, 6, 7, although the final level of performance in the two teams is the same. 

 Three complementary logics suggest that longer transition phases will lead to steeper 

learning trajectories. The first reason is purely statistical, following the logic of Hypothesis 1. 

Assuming that there is a theoretical maximum level of performance, teams that have lower initial 
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performance have more room for improvement. Thus, even simple regression to the mean should 

allow teams with lower initial improvement to improve more quickly, yielding a steeper learning 

trajectory. 

 Second, longer transitions allow more time for team learning behaviors. Team learning 

behaviors include voicing and reconciling different member perspectives, reflecting on past 

successes and failures, and challenging assumptions (Edmondson, 1999; Gibson & Vermeulen, 

2003; van der Vegt & Bunderson, 2005). Such behaviors are most likely to emerge naturally 

during transitions that follow significant periods of action. As Hackman and Wageman (2005) 

note, teams are less likely to engage in learning behaviors during action phases, when their focus 

is on task performance, but are more likely to reflect immediately following an action cycle. 

Longer durations should allow more members to share their views and lead to more thorough 

processing of members’ perspectives (e.g., Fisher, 2017; Kelly & Karau, 1999). Thus, teams that 

spend more time on transitions should have more robust analyses of their prior behavior and 

form better plans for subsequent performance, leading to greater improvements in performance 

than teams that devote less time to transitions. 

 Last, longer transitions should signal to group members that learning is more valued, 

leading them to become more learning-oriented (Bunderson & Sutcliffe, 2003). As mentioned 

above, teams can infer the importance of activities from the amount of time allocated to them 

(Fisher et al., 2018), which should lead teams with longer transition phases to value reflection 

and planning more than teams with shorter transition phases. Additionally, team members may 

also be less attached to their initial ideas and plans from the initial action phase when they spend 

less time on them, thus making them more willing to change. This logic leads to our second 

hypothesis: 



TIME ALLOCATION AND TRAJECTORIES      10 

 

 

Hypothesis 2: Longer transition phases will be positively associated with steeper 

learning trajectories. 

Learning Trajectories and Group Atmosphere 

A steeper learning trajectory is not an end in itself – with better initial performance, a 

team with a flat learning trajectory can perform just as well as one with a steeper trajectory. The 

second major facet of our model is that steeper learning trajectories will have effects beyond 

their absolute levels of performance because they improve group atmosphere. Group atmosphere 

is defined as “positive attitudes and cognitions of group members about their group” (Jehn et al., 

2010, p. 603) and describes the positive regard members have for each other in terms of trust, 

respect, and commitment (Jehn et al., 2010; Mannix & Jehn, 2004). Group atmosphere is a 

global assessment of the overall positivity of these team emergent states (Marks et al., 2001), 

developing over time as team members work together (Cronin, Weingart, & Todorova, 2011). 

Group atmosphere is a predictor of social processes such as conflict (Jehn et al., 2010; Maltarich 

et al., 2021; Sinha et al., 2016) and, ultimately, team performance (Breugst & Shepherd, 2017; 

Jehn & Mannix, 2001; Weingart et al., 2005). 

Two major theoretical perspectives help explain why steeper learning trajectories should 

improve group atmosphere. First, research on social judgments and decision-making has shown 

that people prefer their rewards and outcomes to increase over time, even when the total value of 

those outcomes may not be higher than flat or decreasing values (e.g., Ariely, 1998; Prelec & 

Loewenstein, 1991). People tend to weight the ends of sequences and degree of increase more 

strongly than the total or mean value of the sequence (Kahneman et al., 1993; Loewenstein & 

Prelec, 1993; Schmitt & Kemper, 1996). Further, people expect trends to continue over time 

(Ariely, 1998; Ariely & Carmon, 2000; Ariely & Zauberman, 2000), so they will expect more 
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steeply increasing positive trends to continue in the future. For example, Barnes and colleagues 

(2012) found that performance trends predicted the compensation of professional basketball 

players when controlling for future performance, suggesting that organizations over-weighted 

trends in their compensation decisions. Thus, people should exhibit more positive responses to 

steeper learning trajectories. 

Second, research on motivation and subjective experience in organizations make similar 

predictions that indications of progress and small wins – minor steps towards goal 

accomplishment – improve workers’ motivation and affect (Amabile & Kramer, 2011). Positive 

learning trajectories reflect progress in accomplishing work outcomes over time. Research has 

shown that even small indications of progress lead to measurable improvements in people’s 

experiences of the work. For instance, in a diary study of 238 knowledge workers, Amabile and 

Kramer (2011) found that the experience of progress through small wins had a major impact on 

people’s positive emotions and attitudes towards themselves, their work, their team, their 

management, and the organization. The energizing effects of small wins have also been found to 

be crucial in organizational change efforts (Weick, 1984). For example, Reay and colleagues 

(2017) found that orchestrating small wins about the new roles of nurse practitioners in the 

Alberta health care system generated confidence and energized continuing work towards 

legitimizing acceptance of these new roles. 

These positive individual responses should lead to groups with more positive group 

atmospheres. Teams are likely to have a more positive atmosphere when they show more 

improvement over time (Frese et al., 1991; Ilgen et al., 2005). When teams believe they are 

performing well, they regard the team and their teammates more positively, leading to increased 

trust in, respect for, and liking of the team (Bachrach et al., 2001; Downey et al., 1979; Staw, 
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1975). Conversely, if performance stagnates, members become frustrated and attribute their 

“poor” performance to their team members (Campbell & Sedikides, 1999), thus harming group 

atmosphere. This reasoning leads to the following hypothesis: 

Hypothesis 3: The slopes of learning trajectories are positively related to group 

atmosphere. 

Group Atmosphere, Coordination, and Team Performance 

Our final set of hypotheses argues that, because teams with steeper learning trajectories 

will have more positive group atmospheres, they will be better able to coordinate their actions 

and, thus, perform well. Coordination is the process of regulating individual inputs and 

interactions to achieve a collective performance (Faraj & Xiao, 2006; Okhuysen & Bechky, 

2009), such that individual contributions are synchronized to prevent redundancies, oversights, 

or misunderstandings (Larson & Schaumann, 1993; Tannenbaum et al., 1992). Research has 

found that strong coordination improves team performance on interdependent tasks (Hoegl & 

Gemuenden, 2001; Okhuysen & Bechky, 2009; Steiner, 1972; Wageman, 1995). A well-

coordinated team will face fewer delays and can spend more time refining the quality of their 

output and ensuring that it meets requirements. In contrast, poor coordination can result in delays 

from team members having to wait on one another or having to redo work if one or more 

components of the team’s output are misaligned with the other parts. 

Group atmosphere is a critical determinant of coordination for several reasons. First, 

coordination requires open and timely communication between members (Gittell, 2002). Such 

open communication is most likely when members trust, respect, and are committed to one 

another (Edmondson & Lei, 2014), i.e., a positive group atmosphere. Groups with high levels of 

trust and respect, such as those with many friendship ties between members, tend to solve 
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problems more effectively (Mesmer-Magnus & DeChurch, 2009), integrate information (Cronin, 

Bezrukova, Weingart, & Tinsley, 2011; Tortoriello & Krackhardt, 2010), and bridge fault lines 

(Ren et al., 2015). Building on these insights, we can deduce that group members’ positive 

regard for one another can increase communication and the sharing of more accurate 

information, even when information is difficult to disclose (e.g., it is critical of another member 

or implies a mistake on one’s own part). A positive group atmosphere should therefore promote 

more frequent and informative communication, providing groups with access to timely 

information that allows them to mutually adapt their individual work inputs (Hoegl & 

Gemuenden, 2001; Thompson, 1967; Van de Ven et al., 1976). 

A positive group atmosphere may also lessen potential harm from errors and disruptions 

that are inevitable as groups learn. Research has found that groups with high levels of trust and 

respect are better able to moderate task conflict (Jehn et al., 2010; Sinha et al., 2016), allowing 

members to voice errors and problems without fear of blame or retribution (e.g., Edmondson, 

1999), and should thus be better able to coordinate their efforts to overcome them. Poor 

coordination occurs when members' outputs are redundant, late, or misaligned, which can be 

avoided if early-stage issues are communicated and addressed within the team (Ericksen & Dyer, 

2004; Mathieu & Rapp, 2009). In sum, group atmosphere should enable mutual adjustment by 

encouraging open communication among members, thus providing necessary information about 

the task and timely updates (both positive and negative) on the state of each member’s work. 

This should enable the coordination that promotes effective team performance in tasks requiring 

learning and experimentation. 

Hypothesis 4a: Group atmosphere is positively associated with coordination quality. 

Hypothesis 4b: Group atmosphere is positively associated with team performance. 
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Hypothesis 4c: Coordination quality mediates the relationship between group 

atmosphere and team performance. 

Method 

Participants 

Sixty-two three-member teams1, composed of 186 individuals (56.9% female; Mage = 

22.6 years old, SD = 3.63), were recruited through the study pool of a mid-Atlantic university in 

the United States. Participants were each paid $15, and each member in the best-performing team 

earned an additional $50 gift card. 

Task and Procedure 

An experimenter blind to the hypotheses explained the task and procedure to teams and 

led them to a private room containing standardized building materials and a timer. Teams were 

asked to design and build a Lego boat that maximized the performance of their final design based 

on the client’s criteria. They were given instructions to complete the task in two stages: 1.) a 

“prototyping and design” phase consisting of three trials to design and build prototypes (36 

minutes total)2, and 2.) a “final build” phase consisting of one round to produce a final team 

product (9 minutes). In the first stage, participants were instructed to individually build three 

prototypes that will be tested after each round. In the second stage, participants were told that 

their objective was to build one floating vessel that meets as many point allocation criteria (see 

Appendix A) as possible and that they would work together to build this vessel. In addition to the 

$15 received for participating in the study, participants were told that the team with the highest 

 
1 Three teams were excluded from analyses because of problems with the recording equipment or not following the 

protocol. 
2 Three rounds of prototyping were selected because pre-tests revealed that prototype scores changed little after that 

point. 
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points in the final build phase would win a $150 gift card to be shared equally amongst team 

members. 

During each of the three trials, each member built one boat, yielding three boats per team 

per round. After participants designed and built their prototypes (i.e., action phases), the 

experimenter tested each boat on the criteria. Participants then discussed the performance of their 

prototypes as a team and planned for the next trial (i.e., transition phases). Participants did not 

communicate during action phases in order to cleanly distinguish transition phases from action 

phases so the effect of the experimental manipulation was clear. The rationale given for this 

instruction was that they were in a manufacturing clean room and thus had to put on surgical 

masks while building their prototypes. During the final round, however, participants were 

allowed to communicate with one another while working. 

Manipulation 

Teams were randomly assigned to one of three conditions that varied in the timing of the 

action-transition phases in the trial stage: 1.) a control condition (n = 20) in which teams were 

given 36 minutes to complete three trials of building prototypes and discussing the performance 

of their prototype and its impact on their group’s final design, 2.) a short action/long transition 

condition (LT; n = 21) in which teams were given 12 minutes for each trial, within which 8 

minutes was allocated for building a prototype and 4 minutes to discuss the performance of their 

prototype and its impact on their group’s final design, and 3.) a long action/short transition (ST; 

n = 21) condition in which teams were given 12 minutes for each trial, which which 10 minutes 

was allocated for building a prototype and 2 minutes to discuss the performance of their 

prototype and its impact on their group’s final design. The time it took the experimenter to test 



TIME ALLOCATION AND TRAJECTORIES      16 

 

 

the prototypes was not counted against these totals. All teams were given the same amount of 

time (9 minutes) to build their final design. 

The durations of action-transition phases were determined through pre-tests where teams 

were instructed to build, test, and then discuss their prototypes over three rounds. In these 

pretests, participants were not given a fixed duration for each phase. Teams were observed to 

spend an average of 9 minutes on building one prototype and 2 minutes on discussing the results 

of the tests. Thus, we decided to set the duration for each transition phase to 2 minutes and four 

minutes for the ST and LT condition, respectively. To reflect the trade-offs in time that teams 

face between reflecting and performing, the total time for each round was fixed to 12 minutes 

which meant that the duration for action phases was set to 10 minutes and 8 minutes for each 

trial in the ST and LT condition, respectively. Finally, we selected a total of three rounds of 

action phases because the pre-tests revealed that participants began to become disengaged after 

three rounds and did not continue to try to improve their prototypes. 

Measures 

Team Performance3 

Team performance was measured by scoring the team’s final build according to the following 

four structural characteristics: a.) the height of the boat, b.) the weight of the boat, c.) the amount 

of weight the boat could hold without sinking (measured with ball bearings placed in the boat 

when floating in a tub of water), and d.) the height from which the boat could be dropped without 

breaking (see Appendix A for point allocation). These characteristics were selected so teams 

would have to make trade-offs between them to perform well (e.g., a heavier boat would get 

 
3 The final team product was also rated on aesthetic appeal, and teams were told in advance that aesthetic appeal was 

one of the criteria for final performance. However, prototypes were not assessed on aesthetic appeal. Because 

including the aesthetic ratings does not alter the pattern of results below, these ratings were dropped from analyses 

to make prototype scores and final team scores directly comparable. 
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more points for weight, but might sink more easily). Consequently, a higher total score could not 

be attained just by maximizing on one dimension and would instead require trial and error to 

figure out. Furthermore, the criteria and point system were calibrated through pre-testing so that 

teams were incentivized to consider multiple characteristics to increase their total score. 

Experimental Conditions 

Two set of dummy variables were used to identify each of the three conditions. The 

variable LT was coded 1 for the Long Transition condition and 0 for the other conditions, and the 

variable ST was coded 1 for the Short Transition condition and 0 for the other conditions. Both 

sets of dummy variables are included in all analyses including experimental conditions.  

Learning Trajectory 

Learning trajectory was measured by using each team’s average individual prototype 

score in each trial as a latent variable. The learning trajectory for each team was estimated from 

these latent variables using latent growth modeling (LGM; Duncan et al., 2006; Williams et al., 

2009). 

Group Atmosphere 

Group atmosphere was measured after the third trial but before beginning the final build 

segment of the experiment. Participants rated group atmosphere using a 10-item scale from Jehn 

and colleagues (2010) (e.g., “I have a high regard for the other individuals in this team during 

this exercise”). This scale showed good internal consistency (Cronbach’s α = .95) and strong 

within-team agreement (Max rwgj = 1.0, Min rwgj = .79, Median rwgj = .98). While within-team 

consistency was low (ICC(1) = .14, F = 1.47, p = .04; ICC(2) = .32), we justified the lower 

cutoff for aggregation given the short amount of time that participants had to interact and the 

small group size which leads to lower ICC values (Kozlowski & Klein, 2000; LeBreton & 
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Senter, 2008; Glick, 1985). Individual responses for group atmosphere were thus aggregated to 

the team level. 

Coordination Quality 

Participants rated coordination quality immediately after the final product was built, but 

before the product was tested, using a 5-item coordination dimension of Lewis’s (2003) scale 

(e.g., “Our team had very few misunderstandings about what to do”). This scale showed good 

internal consistency (Cronbach’s α = .90) and high within-team agreement (Max rwgj = .99, Min 

rwgj = .43, Median rwgj = .92). Within-team consistency was moderate (ICC(1) = .33, F = 2.49, 

p < .001; ICC(2) = .60), which justified aggregating individual responses to the team level.  

To test the discriminant validity of the two self-report measures, we conducted a 

confirmatory factor analysis (CFA) of the items for group atmosphere and coordination quality. 

While coordination quality loaded onto a single factor as predicted, the items from the group 

atmosphere scale loaded onto two separate factors (𝜒2(80) = 123.4, AIC = 1188.52, CFI = .95, 

SRMR = .06, RMSEA = .10). The three-factor structure demonstrated better fit than a two-factor 

structure (∆χ2(2) = 45.71, p < .01). Since our hypotheses predicated group atmosphere as a 

unitary construct, and the correlation between the two factors was quite high (r = .80), we 

present our results using an average of the whole scale, consistent with past research (Cronin, 

Weingart, & Todorova, 2011; Jehn et al., 2010; Jehn & Mannix, 2001). 

Data Analysis 

We used LGM to model within- and between-team change in performance between the 

first to third trial using the computer program Mplus, Version 8 (Muthén & Muthén, 1998). 

LGM is a method for describing changes in a variable’s trajectory and capturing differences in 

trajectories over time. The differences in trajectories are reflected in the slopes and intercepts of 
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the lines (Duncan & Duncan, 2009). In addition to describing and summarizing growth, the 

slopes and intercepts of these trajectories can become the focus of analysis and can be used to 

study predictors that explain their differences. Thus, LGM allowed us to use the slopes of the 

learning trajectory as both an outcome of the time allocation manipulations and a predictor of 

group atmosphere (see Figure 1). 

The modeling task involves identifying an appropriate growth curve form, which will 

accurately and parsimoniously describe trajectories of teams. The differences in team trajectories 

between conditions should be reflected as inter-team differences in the slopes and intercepts of 

those trajectories. Factor loadings from the intercept to performance in each of the three trials 

were fixed to 1.0 so that their influence on the performance in each trial is equal. Factor loadings 

from the performance in each of the three trials to the slope were fixed to values of 0, 1, and 2 to 

represent values of the time metric as an increasing trend (Duncan et al., 2006; Williams et al., 

2009). 

----------------------------------- 

INSERT FIGURE 1 HERE 

----------------------------------- 

Results 

Sample means, standard deviations, and correlations of outcomes and predictors are 

shown in Table 1. Before testing our hypotheses, we compared the time allocations of the 

experimental groups to those of the control groups. Control groups devoted a total of 7.20 

minutes to transition phases (SD = 3.00) and 29.30 minutes to action phases (SD = 2.60), 

showing a significant difference, t(18) = -18.16, p < .001. These time allocations differed 

significantly from groups in the LT condition, who spent exactly 12 minutes on transitions, t(39) 

= -7.43, p < .001, and 24 minutes on actions, t(39) = 8.70, p < .001. However, these time 
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allocations in the control groups did not differ significantly from time allocations in the ST 

condition, where groups spent exactly 6 minutes on transitions, t(38) = 1.95, p = .06, and 30 

minutes on action, t(38) = - 1.22, p =.23. Thus, the overall time allocations of the LT condition 

differ from control, but the allocations of the ST condition do not. 

----------------------------------- 

INSERT TABLE 1 HERE 

----------------------------------- 

 We also tested the differences of the key variables between conditions. As shown in 

Table 2, there were some main effects of conditions: as predicted, LT groups had worse initial 

prototype scores than control groups and worse scores than both other conditions in the second 

trial. However, no differences were observed in the third trial. No other significant pairwise 

differences by condition were found. 

----------------------------------- 

INSERT TABLE 2 HERE 

----------------------------------- 

Latent Growth Modeling (LGM) 

Preparatory Analyses 

One of the requirements for LGM is that there is sufficient variance in trajectories to be 

accounted for by other constructs in the model. To test that our data met this requirement, we 

first tested an unconditional model (Bollen & Curran, 2006) that excluded covariates. The slope 

factor mean for group learning trajectory was positive and significant (p < .01), suggesting that 

the mean level of performance increased over time. Intercept factor variances for learning 

trajectories were statistically significant (p =.002), indicating that there were intergroup 

differences in the initial scores at Time 1. Similarly, slope factor variances for learning 

trajectories were statistically significant, indicating that there were intergroup differences in the 
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rate of changes in performance over time (p = .01). Figure 2 shows a plot of the learning 

trajectories across our sample. The correlation between the intercept factor and slope factor was 

weak (r = .02). 

----------------------------------- 

INSERT FIGURE 2 HERE 

----------------------------------- 

Hypothesis Tests Using LGM 

The hypothesized model that was tested is shown in Figure 1. This model included the 

effect of both ST and LT conditions on initial scores, group learning trajectory, and group 

atmosphere. Our hypothesized model had an acceptable fit with the data, χ2(15) = 17.3, AIC = 

2467.29, CFI = .98, SRMR = .04, RMSEA = .05. Since the values of the model fit indices meet 

the criteria proposed by Hu and Bentler (1999), we then examined coefficients to test our 

hypotheses (see Figure 3). Standardized effect sizes were calculated and reported based on 

Kelley and Preacher (2012). We also tested a more parsimonious alternative model, which 

examined whether conditions directly affected group atmosphere instead of through learning 

trajectories. While this model also showed adequate fit, χ2(16) = 23.33, AIC = 2471.33, CFI = 

.94, SRMR = .06, RMSEA = .09, the additional path from conditions to learning trajectories in 

our hypothesized model significantly improved model fit, ∆χ2(1) = 6.00, p = .01, indicating that 

the direct effect of conditions on learning trajectories was critical. 

----------------------------------- 

INSERT FIGURE 3 HERE 

----------------------------------- 

 

Hypothesis 1 predicted that longer transition phases will be negatively related to initial 

performance. We found that the LT condition was negatively related to initial scores (β = -.98, p 
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< .01) with a standardized effect size of -.40. The ST condition was also negatively related to 

initial scores (β = -.59, p = .08), but this was not significant. H1 was thus supported. 

Hypothesis 2 predicted that longer transition phases will be positively associated with 

steeper learning trajectories. We found that the LT condition was positively related to learning 

trajectories (β = .78, p = .02) with a standardized effect size of .31. The ST condition was also 

positively related to learning trajectories (β = .38, p = .26), but this effect was not significant. H2 

was thus supported. 

Hypothesis 3 predicted that the slope of learning trajectories will be positively related to 

group atmosphere. This hypothesis was supported as the slope factor for the learning trajectory 

was found to be positively related to group atmosphere (β = .36, p < .01) with a standardized 

effect size of .32. 

Hypotheses 4a–b predicted that group atmosphere would be positively related to 

coordination quality (H4a) and team performance (H4b). The relationship between group 

atmosphere and coordination quality was found to be positive and significant (β = .48, p < .01), 

providing support for H4a. Although the total effect of the relationship between group 

atmosphere and team performance was positive and in the predicted direction, it was not 

significant (β = .20, p = .08). H4b thus received only marginal support.  

Finally, Hypothesis 4c predicted that coordination quality would mediate the relationship 

between group atmosphere and team performance. This prediction was tested using the 

bootstrapping approach (5,000 iterations) recommended by Shrout and Bolger (2002) and 

Preacher and Hayes (2008). Using the 95% confidence interval, the indirect effect of 

coordination quality on the relationship between group atmosphere and team performance was 
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found to be significant (indirect effect = .16, 95% CI [.05, .26]). These results therefore support 

H4c. 

Post-hoc Analysis 

We conducted a post-hoc analysis of a model where learning trajectories directly affected 

coordination quality and team performance through group atmosphere to test for reverse 

causality between group atmosphere and coordination quality. Compared to our proposed model, 

this model had an overall poorer model fit, 𝜒2(15) = 19.41, AIC = 1210.25, CFI = .93, SRMR = 

.08, RMSEA = .104. The relationships between trajectories and coordination (β = .50, p = .06) and 

from group atmosphere to team performance (β = .01, p = .94) were not significant. Although the 

relationship between coordination quality and group atmosphere was significant (β = .43, p < 

.01), it does not justify the causal relationship because the experimental design was such that the 

measurement of group atmosphere, which was administered after the third trial, preceded the 

measurement of coordination quality, which was administered after the final build. The results 

from our post-hoc analysis thus lend further support to our hypothesized model. 

We also investigated the indirect effects of the ST and LT conditions, trajectories, and 

group atmosphere on team performance that was implied by our model using a bootstrapping 

approach with 5,000 iterations (Preacher & Hayes, 2008; Shrout & Bolger, 2002). As shown in 

Table 3, only the indirect effect of the LT condition on team performance through initial scores 

was significant (indirect effect = -.40, 95% CI [-.78, -.03]). 

To compare the relative effects of ST and LT conditions, we modeled the effect of the ST 

and control conditions, relative to the LT condition, on initial scores and trajectories. The effects 

 
4 We also tested an alternative model, which examined whether conditions directly affected group atmosphere. This 

model also fit adequately, χ2(27) = 134.12, AIC = 2339.78, CFI=.97, SRMR = .05, but was not a significant 

improvement over our hypothesized model, ∆χ2(2) = .58, p = .25, indicating that the direct effect between 

conditions and group atmosphere was not critical. 
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of ST on initial scores and trajectories were not significant (initial scores: β = 0.38, p = .25, 

trajectories: β = -0.32, p = .33), while the effect of control on initial scores and trajectories were 

significant (initial scores: β = 0.96, p = .002, trajectories: β = -0.74, p = .02). Finally, we 

explored whether formalizing time allocations had a positive effect on learning trajectories by 

comparing the control condition to the other two in combination. We found that groups with 

formal time allocations tended to have steeper learning trajectories than groups without (β = .58, 

p = .046). 

----------------------------------- 

INSERT TABLE 3 HERE 

----------------------------------- 

 

Discussion 

Team learning is a temporal process (Cronin, Weingart, & Todorova, 2011; Lehmann-

Willenbrock, 2017; Wiese & Burke, 2019) that occurs through iterative cycles of action and 

transition phases (Haas & Cummings, 2020; Goh et al., 2013; Argote & Miron-Spektor, 2011). 

In organizations, time is a finite resource so teams have to address trade-offs between action and 

transition phases - devoting more time and attention to transitions means less time and attention 

for action. Figuring out how to balance task performance in action phases, and reflection in 

transition phases is thus a critical decision for teams learning new tasks and can enhance our 

understanding of team intervention effectiveness (Fisher, 2017; Hackman & Wageman, 2005).  

In this research, we examine this temporal trade-off by addressing the question of how 

the formal allocation of time to action and transition phases shapes group learning trajectories 

and performance. We found that teams with longer transition phases depressed initial 

performance but resulted in steeper learning trajectories over time. These steeper learning 

trajectories created a more positive group atmosphere, which improved coordination and 
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performance in subsequent trials. In the following section, we discuss the theoretical implications 

of our findings for models of team performance and team learning. 

Theoretical Contributions 

Time allocations of action and transition phases create rhythms of activity for teams 

(Ancona & Waller, 2007; Goh et al., 2013; Mathieu et al., 2014; Zellmer-Bruhn et al., 2004). 

Such rhythms of interactions have their own unique social meanings (Fisher et al., 2018; 

Zerubavel, 1981), yet time allocation is an understudied antecedent of team emergent states and 

outcomes. In focusing on time allocation as an input, we draw attention to a pervasive contextual 

feature that teams are simultaneously embedded in and shaped by (Orlikowski & Yates, 2002). 

Extant work that has examined characteristics of the temporal context includes work on shifting 

deadlines (Waller et al., 2002), time pressure (Karau & Kelly, 1992), and mid-points (Gersick, 

1988; Okhuysen & Waller, 2002). We add to the literature on team processes and performance 

by examining time allocation between action and transition phases as a type of contextual input 

that shapes team emergent states and outcomes. Although scholars have acknowledged that 

group processes bear distinct temporal characteristics based on the time allocation of action and 

transitions (Ancona et al., 2001; Marks et al., 2001), there has been little research into how their 

relative balance affects team processes and outcomes.  

Our findings suggest that changing time allocations is a promising intervention for 

promoting team learning by countering the action bias in teams. The main body of research on 

interventions to enhance learning has focused on the content of interventions (Eddy et al., 2013; 

Gurtner et al., 2007; Keith & Frese, 2005; Okhuysen & Eisenhardt, 2002; Villado & Arthur Jr., 

2013), but issues of time and timing are only starting to be considered. For example, drawing on 

theories of group development (e.g., Gersick, 1988; Marks et al., 2001), an emerging stream of 
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research has investigated opportune moments for intervention (Fisher, 2017; Hackman & 

Wageman, 2005; Mathieu et al., 2014; Shuffler et al., 2011). By emphasizing time allocations 

between action and transition phases, we extend the temporal perspective of interventions by 

demonstrating that the relative allocation of time between these phases can also shape team 

processes and outcomes in important ways. 

Findings from the present study also have implications for models of team learning and 

performance (e.g., Edmondson, 1999; O’Leary et al., 2011). In prior research, learning is 

typically the outcome of interest (Edmondson, 2002; Edmondson et al., 2007). Because learning 

is often conceptualized as a cognitive activity that occurs after a performance episode (e.g., 

Levine and Argote, 2020), it is rarely studied as an experiential input into team dynamics. In 

other words, previous theoretical models of teams rarely treat learning as an independent variable 

that influences team functioning, even though learning is often iterative and occurs in-process 

(Bell et al., 2012). Thus, we add to theoretical models of team learning by articulating how 

learning trajectories shape emergent states and processes. Focusing on learning trajectories as the 

independent variable allows scholars to draw on new literature (e.g., people’s tendencies to form 

summary judgments about whether things are getting better or worse; Ariely & Carmon, 2000) to 

develop new theories about the consequences of team learning on team functioning in general. 

Practical Implications 

Our finding about the positive steeper learning trajectories improving team coordination 

and performance through a more positive group atmosphere has several practical implications for 

the allocation of time between action and transition phases. First, our findings suggest that teams 

that engage in trial-and-error experimentation can enhance learning by blocking off sufficient 

time for transition activities. Although allocating more time for transition activities means less 
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time for task performance, our findings suggest that teams benefit from the correspondingly 

steeper learning trajectories. 

Another implication is that teams with flatter trajectories could be supported by 

encouraging them to consider allocating more time for transition activities to increase their 

trajectory. Also, organizations could celebrate teams with steep trajectories to acknowledge their 

learning and performance and be an example for other teams to create a learning community. 

Overall, our results suggest that new teams must balance time for action with sufficient time for 

transitions: As the saying goes, “Fail often and fail early”, but do not fail to learn. 

Limitations and Future Directions 

Like all research, this study has limitations that suggest directions for future 

investigation. Importantly, like many laboratory studies, the benefit of control limits some of the 

generalizability of our results. For instance, to test the effect of time allocation between action 

and transition phases, these phases had to be clearly delineated in the experimental task. While 

Bernstein and colleagues (2018) found that individual work punctuated by intermittent group 

interaction is the optimal strategy for groups, the distinction between phases may be less clear in 

some teams and organizations (Marks et al., 2001; Miner et al., 2001). Further, our procedure 

restricted communication between individuals to transition phases, but reflection and 

communication may also occur in small bursts during action phases. Future research could 

investigate the effects of formal time allocations in settings where the distinction between action 

and transition is less clear, such as in knowledge-work tasks. 

An intriguing, but inconclusive, aspect of our results is the effects of formalizing 

durations of action and transition phases. In our post-hoc analyses, we found that the control 

groups, which had unstructured phase lengths, had higher initial performance and a flatter 
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trajectory than the two conditions with structured phase lengths. This raises the question of 

whether formal temporal structuring has an effect independent of phase length, possibly because 

of decreased autonomy. While our results are inconclusive on this front, future research should 

seek to separate the effects of phase duration from the formal temporal structuring interventions.  

Since this was a laboratory study, ad-hoc teams assembled for relatively short durations. 

Thus, it is unclear to which extent teams existing for longer durations would experience the same 

dynamics. Because the teams in our study faced the heavy load of dealing with the difficulties of 

initial team formation (Kozlowski & Bell, 2003; Tuckman, 1965), as well as dealing with an 

unfamiliar task, they may have had more problems performing well initially than a team that had 

worked together for longer periods. Teams engaged in longer-term projects might experience 

different relationships between time allocation, learning trajectories, emergent states, and team 

performance (Waller et al., 2016). 

Another important boundary condition is the ability of teams to use trial-and-error 

experimentation. Teams in high-reliability organizations such as fire crews (Ishak & Williams, 

2017), military units (Knight, 2015), nuclear power control room crews (Stachowski et al., 

2009), or police SWAT teams (Okhuysen & Bechky, 2009) have little room for making mistakes 

during their performance phase. For such teams, learning trajectories may occur both within 

cycles of simulation and pauses during a preparatory transition phase (e.g., through training 

simulations) and in cycles of real task performance and reflection (Ishak & Ballard, 2012). How 

learning trajectories affect emergent states in preparatory versus actual task performance in 

action teams is an area requiring further research. 

Our study also leaves room for future research on what aspects of trajectories lead to 

effects on team performance. Trajectories might mediate the relationship between condition and 
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team performance, but our post-hoc analysis did not support this prediction. A possible 

explanation is that the negative effect of condition on initial scores was offset by the positive 

effects of trajectories on performance (via group atmosphere and coordination; see Figure 3)—

longer transitions have both positive and negative effects on performance. Longer transitions 

leave less time for action. When starting a new task, less time for action means less initial 

opportunity to optimize a prototype (i.e., worse initial scores). But, over time, groups spending 

more time on transitions should learn more quickly (i.e., steeper trajectories), improving group 

atmosphere, coordination, and, thus, performance. However, it leaves open theoretical and 

practical questions of the conditions under which longer transitions do or do not lead to increased 

team performance. While our research presents initial evidence of the relationship between 

formalized transition times on learning trajectories and team performance, future research is 

needed to separate the effects of initial scores, time allocation, and learning trajectories on 

performance. 

Our findings also raises the question of whether lower initial performance causes steeper 

trajectories by leaving more room for improvement. The theory that steeper learning trajectories 

predict group atmosphere raises the question of whether strong initial performance can harm 

group atmosphere in the long run because it leaves less room for improvement in tasks with a 

“ceiling” for optimal performance. While the weak correlation between initial scores and group 

atmosphere do not support this explanation, future research should investigate the conditions 

under which strong initial performance may lead to slower rates of improvement, thus harming 

group atmosphere.  
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Conclusion 

In conclusion, our study is a first step into studying formal time allocation between action 

and transition phases as an essential aspect of team processes. We found that more time allocated 

to transition phases counters the action bias in teams and leads to beneficial effects on team 

learning and performance. Our findings add to an emerging stream of research focused on the 

timing of interventions. We hope that these findings encourage future research into other ways 

that the temporality of group processes shapes team learning, emergent states, and team 

outcomes. 

 

 



TIME ALLOCATION AND TRAJECTORIES      31 

 

 

References 

Amabile, T. M., & Kramer, S. J. (2011). The power of small wins. Harvard Business Review, 

89(5), 70–80. https://hbr.org/2011/05/the-power-of-small-wins 

Ancona, D. G., Okhuysen, G. A., & Perlow, L. A. (2001). Taking time to integrate temporal 

research. Academy of Management Review, 26(4), 512–529. 

https://doi.org/10.5465/amr.2001.5393887 

Ancona, D. G., & Waller, M. J. (2007). The dance of entrainment: Temporally navigating across 

multiple pacers. In B. A. Rubin (Ed.), Research in the sociology of work: Vol. 17. 

Workplace temporalities (pp. 115–146). Emerald Group Publishing Limited. 

https://doi.org/10.1016/S0277-2833(07)17004-7 

Argote, L., & Miron-Spektor, E. (2011). Organizational learning: From experience to 

knowledge. Organization Science, 22(5), 1123–1137. 

https://doi.org/10.1287/orsc.1100.0621 

Ariely, D. (1998). Combining experiences over time: The effects of duration, intensity changes 

and on-line measurements on retrospective pain evaluations. Journal of Behavioral 

Decision Making, 11(1), 19–45. https://doi.org/10.1002/(SICI)1099-

0771(199803)11:1<19::AID-BDM277>3.0.CO;2-B 

Ariely, D., & Carmon, Z. (2000). Gestalt characteristics of experiences: The defining features of 

summarized events. Journal of Behavioral Decision Making, 13(2), 191–201. 

https://doi.org/10.1002/(SICI)1099-0771(200004/06)13:2<191::AID-

BDM330>3.0.CO;2-A 

Ariely, D., & Zauberman, G. (2000). On the making of an experience: The effects of breaking 

and combining experiences on their overall evaluation. Journal of Behavioral Decision 



TIME ALLOCATION AND TRAJECTORIES      32 

 

 

Making, 13(2), 219–232. https://doi.org/10.1002/(SICI)1099-

0771(200004/06)13:2<219::AID-BDM331>3.0.CO;2-P 

Bachrach, D. G., Bendoly, E., & Podsakoff, P. M. (2001). Attributions of the "causes" of group 

performance as an alternative explanation of the relationship between organizational 

citizenship behavior and organizational performance. Journal of Applied Psychology, 

86(6), 1285–1293. https://doi.org/10.1037/0021-9010.86.6.1285 

Barnes, C. M., Reb, J., & Ang, D. (2012). More than just the mean: Moving to a dynamic view 

of performance-based compensation. Journal of Applied Psychology, 97(3), 711–718. 

https://doi.org/10.1037/a0026927 

Bell, B. S., Kozlowski, S. W. J., & Blawath, S. (2012). Team learning: A theoretical integration 

and review. In S. W. J. Kozlowski (Ed.), The Oxford handbook of organizational 

psychology (Vol. 2, pp. 859–909). 

https://doi.org/10.1093/oxfordhb/9780199928286.013.0026 

Bernstein, E., Shore, J., & Lazer, D. (2018). How intermittent breaks in interaction improve 

collective intelligence. Proceedings of the National Academy of Sciences, 115(35), 8734–

8739. https://doi.org/10.1073/pnas.1802407115 

Bollen, K. A., & Curran, P. J. (2006). Latent curve models: A structural equation perspective 

(Vol. 467). John Wiley & Sons. 

Breugst, N., & Shepherd, D. A. (2017). If you fight with me, I’ll get mad! A social model of 

entrepreneurial affect. Entrepreneurship Theory and Practice, 41(3), 379–418. 

https://doi.org/10.1111/etap.12211 



TIME ALLOCATION AND TRAJECTORIES      33 

 

 

Bunderson, J. S., & Sutcliffe, K. M. (2003). Management team learning orientation and business 

unit performance. Journal of Applied Psychology, 88(3), 552–560. 

https://doi.org/10.1037/0021-9010.88.3.552 

Campbell, W. K., & Sedikides, C. (1999). Self-threat magnifies the self-serving bias: A meta-

analytic integration. Review of General Psychology, 3(1), 23–43. 

https://doi.org/10.1037/1089-2680.3.1.23 

Cronin, M. A., Bezrukova, K., Weingart, L. R., & Tinsley, C. H. (2011). Subgroups within a 

team: The role of cognitive and affective integration. Journal of Organizational 

Behavior, 32(6), 831–849. https://doi.org/10.1002/job.707 

Cronin, M. A., Weingart, L. R., & Todorova, G. (2011). Dynamics in groups: Are we there yet? 

Academy of Management Annals, 5(1), 571–612. 

https://doi.org/10.5465/19416520.2011.590297 

Cummings, J. N., & Haas, M. R. (2012). So many teams, so little time: Time allocation matters 

in geographically dispersed teams. Journal of Organizational Behavior, 33(3), 316–341. 

https://doi.org/10.1002/job.777 

DeRue, D. S., Nahrgang, J. D., Hollenbeck, J. R., & Workman, K. (2012). A quasi-experimental 

study of after-event reviews and leadership development. Journal of Applied Psychology, 

97(5), 997-1015. https://doi.org/10.1037/a0028244 

Downey, H. K., Chacko, T. I., & McElroy, J. C. (1979). Attribution of the “causes” of 

performance: A constructive, quasi-longitudinal replication of the Staw (1975) study. 

Organizational Behavior and Human Performance, 24(3), 287–299. 

https://doi.org/10.1016/0030-5073(79)90031-X 



TIME ALLOCATION AND TRAJECTORIES      34 

 

 

Duncan, T. E., & Duncan, S. C. (2009). The ABC’s of LGM: An introductory guide to latent 

variable growth curve modeling. Social and Personality Psychology Compass, 3(6), 979–

991. https://doi.org/10.1111/j.1751-9004.2009.00224.x 

Duncan, T. E., Duncan, S. C., & Strycker, L. A. (2006). An introduction to latent variable 

growth curve modeling: Concepts, issues, and applications (2nd ed.). Lawrence Erlbaum. 

Eddy, E. R., Tannenbaum, S. I., & Mathieu, J. E. (2013). Helping teams to help themselves: 

Comparing two team-led debriefing methods. Personnel Psychology, 66(4), 975–1008. 

https://doi.org/10.1111/peps.12041 

Edmondson, A. C. (1999). Psychological safety and learning behavior in work teams. 

Administrative Science Quarterly, 44(2), 350–383. https://doi.org/10.2307/2666999 

Edmondson, A. C. (2002). The local and variegated nature of learning in organizations: A group-

level perspective. Organization Science, 13(2), 128–146. 

https://doi.org/10.1287/orsc.13.2.128.530 

Edmondson, A. C., Bohmer, R. M., & Pisano, G. P. (2001). Disrupted routines: Team learning 

and new technology implementation in hospitals. Administrative Science Quarterly, 

46(4), 685–716. https://doi.org/10.2307/3094828 

Edmondson, A. C., Dillon, J. R., & Roloff, K. S. (2007). Three perspectives on team learning: 

Outcome improvement, task mastery, and group process. Academy of Management 

Annals, 1(1), 269–314. https://doi.org/10.5465/078559811 

Edmondson, A. C., & Lei, Z. (2014). Psychological safety: The history, renaissance, and future 

of an interpersonal construct. Annual Review of Organizational Psychology and 

Organizational Behavior, 1(1), 23–43. https://doi.org/10.1146/annurev-orgpsych-

031413-091305 



TIME ALLOCATION AND TRAJECTORIES      35 

 

 

Eisenhardt, K. M., & Tabrizi, B. N. (1995). Accelerating adaptive processes: Product innovation 

in the global computer industry. Administrative Science Quarterly, 40(1), 84–110. 

https://doi.org/10.2307/2393701 

Faraj, S., & Xiao, Y. (2006). Coordination in fast-response organizations. Management Science, 

52(8), 1155–1169. https://doi.org/10.1287/mnsc.1060.0526 

Fisher, C. M. (2017). An ounce of prevention or a pound of cure? Two experiments on in-

process interventions in decision-making groups. Organizational Behavior and Human 

Decision Processes, 138, 59–73. https://doi.org/10.1016/j.obhdp.2016.11.004 

Fisher, C. M., Pillemer, J., & Amabile, T. M. (2018). Deep help in complex project work: 

Guiding and path-clearing across difficult terrain. Academy of Management Journal, 

61(4), 1524–1553. https://doi.org/10.5465/amj.2016.0207 

Frese, M., Brodbeck, F., Heinbokel, T., Mooser, C., Schleiffenbaum, E., & Thiemann, P. (1991). 

Errors in training computer skills: On the positive function of errors. Human-Computer 

Interaction, 6(1), 77–93. https://doi.org/10.1207/s15327051hci0601_3 

Gersick, C. J. G. (1988). Time and transition in work teams: Toward a new model of group 

development. Academy of Management Journal, 31(1), 9–41. 

https://doi.org/10.5465/256496 

Gibson, C., & Vermeulen, F. (2003). A healthy divide: Subgroups as a stimulus for team 

learning behavior. Administrative Science Quarterly, 48(2), 202–239. 

https://doi.org/10.2307/3556657 

Gino, F., Argote, L., Miron-Spektor, E., & Todorova, G. (2010). First, get your feet wet: The 

effects of learning from direct and indirect experience on team creativity. Organizational 



TIME ALLOCATION AND TRAJECTORIES      36 

 

 

Behavior and Human Decision Processes, 111(2), 102–115. 

https://doi.org/10.1016/j.obhdp.2009.11.002 

Gittell, J. H. (2002). Coordinating mechanisms in care provider groups: Relational coordination 

as a mediator and input uncertainty as a moderator of performance effects. Management 

Science, 48(11), 1408–1426. https://doi.org/10.1287/mnsc.48.11.1408.268 

Glick, W. H. (1985). Conceptualizing and measuring organizational and psychological climate: 

Pitfalls in multilevel research. Academy of Management Review, 10(3), 601-616. 

https://doi.org/10.5465/amr.1985.4279045 

Goh, K. T., Goodman, P. S., & Weingart, L. R. (2013). Team innovation processes: An 

examination of activity cycles in creative project teams. Small Group Research, 44(2), 

159–194. https://doi.org/10.1177/1046496413483326 

Gruenfeld, D. H., Mannix, E. A., Williams, K. Y., & Neale, M. A. (1996). Group composition 

and decision making: How member familiarity and information distribution affect 

process and performance. Organizational Behavior and Human Decision Processes, 

67(1), 1–15. https://doi.org/10.1006/obhd.1996.0061 

Gurtner, A., Tschan, F., Semmer, N. K., & Nägele, C. (2007). Getting groups to develop good 

strategies: Effects of reflexivity interventions on team process, team performance, and 

shared mental models. Organizational Behavior and Human Decision Processes, 102(2), 

127–142. https://doi.org/dx.doi.org/10.1016/j.obhdp.2006.05.002 

Hackman, J. R., Brousseau, K. R., & Weiss, J. A. (1976). The interaction of task design and 

group performance strategies in determining group effectiveness. Organizational 

Behavior and Human Performance, 16(2), 350–365. https://doi.org/10.1016/0030-

5073(76)90021-0 



TIME ALLOCATION AND TRAJECTORIES      37 

 

 

Hackman, J. R., & Wageman, R. (2005). A theory of team coaching. Academy of Management 

Review, 30(2), 269–287. https://doi.org/10.5465/AMR.2005.16387885 

Haas, M. R., & Cummings, J. N. (2020). Team innovation cycles. In L. Argote & J. M. Levine 

(Eds.), The Oxford Handbook of Group and Organizational Learning (pp. 411–427). 

Oxford University Press. https://doi.org/10.1093/oxfordhb/9780190263362.013.8 

Hayes, A. F., & Preacher, K. J. (2014). Statistical mediation analysis with a multicategorical 

independent variable. British Journal of Mathematical and Statistical Psychology, 67(3), 

451–470. https://doi.org/dx.doi.org/10.1111/bmsp.12028 

Hoegl, M., & Gemuenden, H. G. (2001). Teamwork quality and the success of innovative 

projects: A theoretical concept and empirical evidence. Organization Science, 12(4), 

435–449. https://doi.org/10.1287/orsc.12.4.435.10635 

Hu, L., & Bentler, P. M. (1999). Cutoff criteria for fit indexes in covariance structure analysis: 

Conventional criteria versus new alternatives. Structural Equation Modeling: A 

Multidisciplinary Journal, 6(1), 1–55. https://doi.org/10.1080/10705519909540118 

Ilgen, D. R., Hollenbeck, J. R., Johnson, M., & Jundt, D. (2005). Teams in organizations: From 

input-process-output models to IMOI models. Annual Review of Psychology, 56, 517–

543. https://doi.org/annurev.psych.56.091103.070250 

Ishak, A. W., & Ballard, D. I. (2012). Time to re-group: A typology and nested phase model for 

action teams. Small Group Research, 43(1), 3–29. 

https://doi.org/10.1177/1046496411425250 

Ishak, A. W., & Williams, E. A. (2017). Slides in the tray: How fire crews enable members to 

borrow experiences. Small Group Research, 48(3), 336–364. 

https://doi.org/10.1177/1046496417697148 



TIME ALLOCATION AND TRAJECTORIES      38 

 

 

Jehn, K. A., & Mannix, E. A. (2001). The dynamic nature of conflict: A longitudinal study of 

intragroup conflict and group performance. Academy of Management Journal, 44(2), 

238–251. https://doi.org/10.2307/3069453 

Jehn, K. A., Rispens, S., & Thatcher, S. M. B. (2010). The effects of conflict asymmetry on work 

group and individual outcomes. Academy of Management Journal, 53(3), 596–616. 

https://doi.org/10.5465/AMJ.2010.51468978 

Kahneman, D., Fredrickson, B. L., Schreiber, C. A., & Redelmeier, D. A. (1993). When more 

pain is preferred to less: Adding a better end. Psychological Science, 4(6), 401–405. 

https://doi.org/10.1111/j.1467-9280.1993.tb00589.x 

Karau, S. J., & Kelly, J. R. (1992). The effects of time scarcity and time abundance on group 

performance quality and interaction process. Journal of Experimental Social Psychology, 

28(6), 542–571. https://doi.org/10.1016/0022-1031(92)90045-L 

Keith, N., & Frese, M. (2005). Self-regulation in error management training: Emotion control 

and metacognition as mediators of performance effects. Journal of Applied Psychology, 

90(4), 677–691. https://doi.org/10.1037/0021-9010.90.4.677 

Kelley, K., & Preacher, K. J. (2012). On effect size. Psychological Methods, 17(2), 137–152. 

https://doi.org/10.1037/a0028086 

Kelly, J. R., & Karau, S. J. (1999). Group decision making: The effects of initial preferences and 

time pressure. Personality and Social Psychology Bulletin, 25(11), 1342–1354. 

https://doi.org/10.1177/0146167299259002 

Knight, A. P. (2015). Mood at the midpoint: Affect and change in exploratory search over time 

in teams that face a deadline. Organization Science, 26(1), 99–118. 

https://doi.org/10.1287/orsc.2013.0866 



TIME ALLOCATION AND TRAJECTORIES      39 

 

 

Kozlowski, S. W. J., & Bell, B. S. (2003). Work groups and teams in organizations: Review 

update. In N. Schmitt & S. Highhouse (Eds.), Handbook of psychology (2nd ed., Vol. 12, 

pp. 412–469). Wiley. 

Kozlowski, S. W. J., & Klein, K. J. (2000). A multilevel approach to theory and research in 

organizations: Contextual, temporal, and emergent processes. In K. J. Klein & S. W. J. 

Kozlowski (Eds.), Multilevel theory, research, and methods in organizations: 

Foundations, extensions, and new directions (pp. 3–90). Jossey-Bass. 

Larson, J. R., & Schaumann, L. J. (1993). Group goals, group coordination, and group member 

motivation. Human Performance, 6(1), 49–69.  

https://doi.org/10.1207/s15327043hup0601_3 

LeBreton, J. M., & Senter, J. L. (2008). Answers to 20 questions about interrater reliability and 

interrater agreement. Organizational Research Methods, 11(4), 815–852. 

https://doi.org/10.1177/1094428106296642 

Lee, F., Edmondson, A. C., Thomke, S., & Worline, M. (2004). The mixed effects of 

inconsistency on experimentation in organizations. Organization Science, 15(3), 310–

326. https://doi.org/10.1287/orsc.1040.0076 

Levine, J. M., & Argote, L. (2020). Group and organizational learning: Past, present, and future. 

In L. Argote & J. M. Levine (Eds.), The Oxford Handbook of Group and Organizational 

Learning (pp. 3–20). Oxford University Press. 

https://doi.org/10.1093/oxfordhb/9780190263362.013.3 

Lewis, K. (2003). Measuring transactive memory systems in the field: Scale development and 

validation. Journal of Applied Psychology, 88(4), 587–604. 

https://doi.org/10.1037%2F0021-9010.88.4.587 



TIME ALLOCATION AND TRAJECTORIES      40 

 

 

Lehmann-Willenbrock, N. (2017). Team learning: New insights through a temporal lens. Small 

Group Research, 48(2), 123–130. https://doi.org/10.1177/1046496416689308 

Loewenstein, G. F., & Prelec, D. (1993). Preferences for sequences of outcomes. Psychological 

Review, 100(1), 91–108. https://doi.org/10.1037/0033-295X.100.1.91 

Maltarich, M. A., Thatcher, S. M. B., Schepker, D. J., & Park, J. (2021). Perceived faultlines in 

group dynamics: An individual-level perspective. Small Group Research, 52(5), 565–

599. https://doi.org/10.1177/1046496420986870 

Mannix, E., & Jehn, K. A. (2004). Let’s norm and storm, but not right now: Integrating models 

of group development and performance. In S. Blount (Ed.), Time in groups (Vol. 6, pp. 

11–37). Emerald Group Publishing Limited. 

March, J. G., & Simon, H. A. (1958). Organizations. John Wiley and Sons. 

Marks, M. A., Mathieu, J. E., & Zaccaro, S. J. (2001). A temporally based framework and 

taxonomy of team processes. Academy of Management Review, 26(3), 356–376. 

https://doi.org/10.2307/259182 

Mathieu, J. E., Kukenberger, M. R., & D’Innocenzo, L. (2014). Time and teams. In A. Shipp & 

Y. Fried (Eds.), Time and work (Vol. 2, pp. 6–29). Psychology Press. 

Mathieu, J. E., & Rapp, T. L. (2009). Laying the foundation for successful team performance 

trajectories: The roles of team charters and performance strategies. Journal of Applied 

Psychology, 94(1), 90–103. https://doi.org/10.1037/a0013257 

Mesmer-Magnus, J. R., & DeChurch, L. A. (2009). Information sharing and team performance: 

A meta-analysis. Journal of Applied Psychology, 94(2), 535–546. 

https://psycnet.apa.org/doi/10.1037/a0013773 

https://doi.org/10.1037/a0013257


TIME ALLOCATION AND TRAJECTORIES      41 

 

 

Miner, A. S., Bassof, P., & Moorman, C. (2001). Organizational improvisation and learning: A 

field study. Administrative Science Quarterly, 46(2), 304–337. 

https://doi.org/10.2307/2667089 

Moreland, R. L., & McMinn, J. G. (2010). Group reflexivity and performance. In S. R. Thye & 

E. J. Lawler (Eds.), Advances in group processes (Vol. 27, pp. 63–95). Emerald Group 

Publishing Limited. 

Muthén, L. K., & Muthén, B. O. (1998). Mplus user’s guide (7th Ed.). Muthén & Muthén. 

Ocasio, W. (1997). Towards an attention-based view of the firm. Strategic Management Journal, 

18(S1), 187–206. https://doi.org/10.1002/(SICI)1097-0266(199707)18:1+<187::AID-

SMJ936>3.3.CO;2-B 

Okhuysen, G. A., & Bechky, B. A. (2009). Coordination in organizations: An integrative 

perspective. Academy of Management Annals, 3(1), 463–502. 

https://doi.org/10.5465/19416520903047533 

Okhuysen, G. A., & Eisenhardt, K. M. (2002). Integrating knowledge in groups: How formal 

interventions enable flexibility. Organization Science, 13(4), 370–386. 

https://doi.org/10.1287/orsc.13.4.370.2947 

Okhuysen, G. A., & Waller, M. J. (2002). Focusing on midpoint transitions: An analysis of 

boundary conditions. Academy of Management Journal, 45(5), 1056–1065. 

https://doi.org/10.2307/3069330 

O’Leary, M. B., Mortensen, M., & Woolley, A. W. (2011). Multiple team membership: A 

theoretical model of its effects on productivity and learning for individuals and teams. 

Academy of Management Review, 36(3), 461–478. 

https://doi.org/10.5465/AMR.2011.61031807 



TIME ALLOCATION AND TRAJECTORIES      42 

 

 

Orlikowski, W. J., & Yates, J. (2002). It’s about time: Temporal structuring in organizations. 

Organization Science, 13(6), 684–700. https://doi.org/10.1287/orsc.13.6.684.501 

Perlow, L. A. (1999). The time famine: Toward a sociology of work time. Administrative 

Science Quarterly, 44(1), 57–81. https://doi.org/10.2307%2F2667031 

Preacher, K. J., & Hayes, A. F. (2008). Asymptotic and resampling strategies for assessing and 

comparing indirect effects in multiple mediator models. Behavior Research Methods, 

40(3), 879–891. https://doi.org/10.3758/BRM.40.3.879 

Prelec, D., & Loewenstein, G. (1991). Decision making over time and under uncertainty: A 

common approach. Management Science, 37(7), 770–786. 

https://doi.org/10.1287/mnsc.37.7.770 

Reay, T., Goodrick, E., Waldorff, S. B., & Casebeer, A. (2017). Getting leopards to change their 

spots: Co-creating a new professional role identity. Academy of Management Journal, 

60(3), 1043–1070. https://doi.org/10.5465/amj.2014.0802 

Ren, H., Gray, B., & Harrison, D. A. (2015). Triggering faultline effects in teams: The 

importance of bridging friendship ties and breaching animosity ties. Organization 

Science, 26(2), 390–404. https://doi.org/10.1287/orsc.2014.0944 

Riedl, C., & Seidel, V. P. (2018). Learning from mixed signals in online innovation 

communities. Organization Science, 29(6), 1010–1032. 

https://doi.org/10.1287/orsc.2018.1219 

Rockart, S. F., & Wilson, K. (2019). Learning in cycles. Organization Science, 30(1), 70–87. 

https://doi.org/10.1287/orsc.2018.1239 



TIME ALLOCATION AND TRAJECTORIES      43 

 

 

Schippers, M. C., Edmondson, A. C., & West, M. A. (2014). Team reflexivity as an antidote to 

team information-processing failures. Small Group Research, 45(6), 731–769. 

https://doi.org/10.1177/1046496414553473 

Schippers, M. C., Homan, A. C., & Van Knippenberg, D. (2013). To reflect or not to reflect: 

Prior team performance as a boundary condition of the effects of reflexivity on learning 

and final team performance. Journal of Organizational Behavior, 34(1), 6–23. 

https://doi.org/10.1002/job.1784 

Schmitt, D. R., & Kemper, T. D. (1996). Preference for different sequences of increasing or 

decreasing rewards. Organizational Behavior and Human Decision Processes, 66(1), 89–

101. https://doi.org/10.1006/obhd.1996.0040 

Shrout, P. E., & Bolger, N. (2002). Mediation in experimental and nonexperimental studies: New 

procedures and recommendations. Psychological Methods, 7(4), 422–445. 

https://doi.org/10.1037/1082-989X.7.4.422 

Shuffler, M. L., DiazGranados, D., & Salas, E. (2011). There’s a science for that: Team 

development interventions in organizations. Current Directions in Psychological Science, 

20(6), 365–372. https://doi.org/10.1177/0963721411422054 

Sinha, R., Janardhanan, N. S., Greer, L. L., Conlon, D. E., & Edwards, J. R. (2016). Skewed task 

conflicts in teams: What happens when a few members see more conflict than the rest? 

Journal of Applied Psychology, 101(7), 1045–1055. https://doi.org/10.1037/apl0000059 

Stachowski, A. A., Kaplan, A. A., & Waller, M. J. (2009). The benefits of flexible team 

interaction during crises. Journal of Applied Psychology, 94(6), 1536–1543. 

https://psycnet.apa.org/doi/10.1037/a0016903 



TIME ALLOCATION AND TRAJECTORIES      44 

 

 

Staw, B. M. (1975). Attribution of the “causes” of performance: A general alternative 

interpretation of cross-sectional research on organizations. Organizational Behavior and 

Human Performance, 13(3), 414–432. https://doi.org/10.1016/0030-5073(75)90060-4 

Steiner, L. D. (1972). Group process and productivity. Academic Press. 

Tannenbaum, S. I., Beard, R. L., & Salas, E. (1992). Team building and its influence on team 

effectiveness: An examination of conceptual and empirical developments. In Kathryn 

Kelley (Ed.), Advances in psychology: Issues, theory, and research in 

industrial/organizational psychology (Vol. 82, pp. 117–153). Elsevier. 

Thompson, J. D. (1967). Organizations in action. McGraw-Hill. 

Tortoriello, M., & Krackhardt, D. (2010). Activating cross-boundary knowledge: The role of 

Simmelian ties in the generation of innovations. Academy of Management Journal, 53(1), 

167–181. https://doi.org/10.5465/amj.2010.48037420 

Tuckman, B. W. (1965). Developmental sequence in small groups. Psychological Bulletin, 63(6), 

384–399. https://doi.org/10.1037/h0022100 

Van de Ven, A. H., Delbecq, A. L., & Koenig, R. (1976). Determinants of coordination modes 

within organizations. American Sociological Review, 41(2), 322–338. 

https://doi.org/10.2307/2094477 

Van der Vegt, G. S., & Bunderson, J. S. (2005). Learning and performance in multidisciplinary 

teams: The importance of collective team identification. Academy of Management 

Journal, 48(3), 532–547. https://doi.org/10.5465/amj.2005.17407918 

Vashdi, D. R., Bamberger, P. A., & Erez, M. (2013). Can surgical teams ever learn? The role of 

coordination, complexity, and transitivity in action team learning. Academy of 

Management Journal, 56(4), 945–971. https://doi.org/10.5465/amj.2010.0501 



TIME ALLOCATION AND TRAJECTORIES      45 

 

 

Villado, A. J., & Arthur Jr, W. (2013). The comparative effect of subjective and objective after-

action reviews on team performance on a complex task. Journal of Applied Psychology, 

98(3), 514–528. https://doi.org/10.1037/a0031510 

Wageman, R. (1995). Interdependence and group effectiveness. Administrative Science 

Quarterly, 40(1), 145–180. https://doi.org/10.2307/2393703 

Waller, M. J., Okhuysen, G. A., & Saghafian, M. (2016). Conceptualizing emergent states: A 

strategy to advance the study of group dynamics. Academy of Management Annals, 10(1), 

561–598. https://doi.org/10.5465/19416520.2016.1120958 

Waller, M. J., Zellmer-Bruhn, M. E., & Giambatista, R. C. (2002). Watching the clock: Group 

pacing behavior under dynamic deadlines. Academy of Management Journal, 45(5), 

1046–1055. https://doi.org/10.2307/3069329 

Weick, K. E. (1984). Small wins: Redefining the scale of social problems. American 

Psychologist, 39(1), 40–49. https://doi.org/10.1037/0003-066X.39.1.40 

Weingart, L. R. (1992). Impact of group goals, task component complexity, effort, and planning 

on group performance. Journal of Applied Psychology, 77(5), 682–693. 

https://doi.org/10.1037/0021-9010.77.5.682 

Weingart, L. R., Cronin, M. A., Houser, C. J. S., Cagan, J., & Vogel, C. M. (2005). Functional 

diversity and conflict in cross-functional product development teams: Considering 

representational gaps and task characteristics. In L. L. Neider & C. Schreishman (Eds.), 

Research in Management, (Vol 4, pp. 89–110). Information Age Publishing.  

Widmer, P. S., Schippers, M. C., & West, M. A. (2009). Recent developments in reflexivity 

research: A review. Psychology of Everyday Activity, 2(2), 2–11. 

https://eprints.lancs.ac.uk/id/eprint/53195 



TIME ALLOCATION AND TRAJECTORIES      46 

 

 

Wiese, C. W., & Burke, C. S. (2019). Understanding team learning dynamics over time. 

Frontiers in Psychology, 10, Article 1417. https://doi.org/10.3389/fpsyg.2019.01417 

Williams, L. J., Vandenberg, R. J., & Edwards, J. R. (2009). Structural equation modeling in 

management research: A guide for improved analysis. Academy of Management Annals, 

3(1), 543–604. https://doi.org/10.5465/19416520903065683 

Wittenbaum, G. M., & Stasser, G. (1998). The reevaluation of information during group 

discussion. Group Processes & Intergroup Relations, 1(1), 21–34. 

https://doi.org/10.1177/1368430298011003 

Woolley, A. W. (1998). Effects of intervention content and timing on group task performance. 

Journal of Applied Behavioral Science, 34(1), 30–46. 

https://doi.org/10.1177/0021886398341002 

Zellmer-Bruhn, M., Waller, M. J., & Ancona, D. (2004). The effect of temporal entrainment on 

the ability of teams to change their routines. In S. Blount (Ed.), Time in groups (Vol. 6, 

pp. 135–158). Emerald Group Publishing Limited. 

Zerubavel, E. (1981). Hidden rhythms: Schedules and calendars in social life. University of 

Chicago Press. 

 

 

  



TIME ALLOCATION AND TRAJECTORIES      47 

 

 

Table 1 

 

Descriptive Statistics and Correlation Matrix of Variables (n = 62) 

 

 

 

Note. * p < .05. ** p < .01. Prototype Score = Average Member Scores [subscript denotes 

measurement period]. 

 

  M SD 1 2 3 4 5 

1 Prototype 

Score1 
34.93 17.85 --   

  

2 Prototype 

Score2 
56.61 23.46 .57** --  

  

3 Prototype 

Score3 
71.50 26.70 .44** .66** -- 

  

4 Group 

Atmosphere 
5.23 .56 -.03 .02 .26*   

5 Coordination 

Quality 
3.65 .64 .07 .10 .09 .48** -- 

6 Team 

Performance 
83.78 40.42 .37** .45** .46** .27* .38** 
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Table 2 

 

Descriptive Statistics and ANOVAs by Condition 
 

Condition Prototype 

Score1 

Prototype 

Score2 

Prototype 

Score3 

Group 

Atmosphere 

Coordination 

Quality 

Team 

Performance 

 M (SE) M (SE) M (SE) M (SE) M (SE) M (SE) 

Control 42.63 (4.97)b 66.74 (6.14)b 70.68 (6.67) 5.17 (0.16) 3.67 (0.13) 83.68 (9.13) 

Long Transition 28.71 (2.80)a 49.06 (6.14)a, c 72.57 (5.23) 5.19 (0.12) 3.55 (0.13) 82.57 (7.00) 

Short Transition 34.44 (3.77) 54.83 (3.35)b 71.33 (6.20) 5.34 (0.11) 3.75 (0.17) 81.38 (10.48) 

Model Summary       

  F(2, 58) 3.18* 3.03+ 0.03 0.53 0.52 0.02 

  p
2 0.10 0.09 < 0.01 0.02 0.02 < 0.01 

 

+p< .10; *p < .05, **p < .01, ***p < .001 

a Pairwise difference from Control, p < .05 

b Pairwise difference from Long Transition, p < .05 

c Pairwise difference from Short Transition, p < .05 
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Table 3 

 

Tests of Indirect Effects 

 Bootstrapped Effects and 

Confidence Intervals (95% C.I.)  
Effect (SE) LL UL 

1. LT  I  TP -.40 (.19) -.78 -.03 

2. LT  TRJ  TP .23 (.23) -.21 .67 

3. LT  TRJ  GA .28 (.52) -.74 1.30 

4. LT  TRJ  GA  CQ .14 (.30) -.45 .71 

5. LT  TRJ  GA  CQ  TP .04 (.14) -.24 .32 

6. TRJ  GA  CQ .17 (.39) -.13 .48 

7. TRJ  GA  CQ  TP .06 (.16) -.07 .18 

8. GA  CQ  TP .16 (.07) .05 .26 

Note. Chains beginning with “LT” also control for “ST”, following Hayes and Preacher’s (2014) 

recommendation to control for other categorical variables, such that k – 1 categories are 

represented in the analysis. 

LT= Long Transition Condition; TRJ = Learning Trajectory; I = Intercept; GA = Group 

Atmosphere; CQ = Coordination Quality; TP = Team Performance.  
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Figure 1 

Structural Latent Growth Model 

 

 

Note. Score = Average Score [subscript denotes measurement period]; LT= Long Transition 

Condition; ST = Short Transition Condition; TRJ = Learning Trajectory; I = Intercept; GA = 

Group Atmosphere; CQ = Coordination Quality; TP = Team Performance. Arrows in bold are 

hypothesized effects. 

ST

LT

I

TRJ

Score1 Score2 Score3

 A C TP

1
1

1

0 1 2
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Figure 2 

 

Learning trajectories by condition 
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Figure 3 

 

Standardized parameter estimates of Model 1 

 

 

 

 

Note. Score = Average Score [subscript denotes measurement period]; ST = Short Transition 

Condition; LT= Long Transition Condition; TRJ = Learning Trajectory; I = Intercept; GA = 

Group Atmosphere; CQ = Coordination Quality; TP = Team Performance. Arrows in bold are 

hypothesized effects. Dotted arrows are other significant effects that were not involved in 

hypotheses tests. 

+p < .10, * p < .05; ** p < .01, *** p < .001. 

LT

I

TRJ

Score1 Score2 Score3

GA CQ TP
H2 H3 H4a

H4b

-.98**

.36** .48*** .34***

.20+

.78*

.31***

.31**

.47*** .83***

.86***

.67***
.60***

H1

ST .38

-.59

-.11

.06
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Appendix A 

 

Point Allocations for Lego Boats 

 

1) Height: +4 points for every .5 inches, up to 5 inches. 

2) Weight: 10 points deducted if vessel is under 100g. +1 point for every gram over 100g, 

up to 140g. 

3) Buoyancy: 5 points deducted if vessel sinks. +10 points for each steel ball carried. 

4) Durability: 5 points deducted if vessel breaks from a 1-foot drop. +10 points for each 

additional 1ft it is able to remain intact when dropped. 
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