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Predictability is important to autistic individuals, and robots have been suggested to meet this need as they
can be programmed to be predictable, as well as elicit social interaction. The effectiveness of robot-assisted
interventions designed for social skill learning presumably depends on the interplay between robot predict-
ability, engagement in learning, and the individual differences between different autistic children. To better
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understand this interplay, we report on a study where 24 autistic children participated in a robot-assisted
intervention. We manipulated the variance in the robot’s behaviour as a way to vary predictability, and
measured the children’s behavioural engagement, visual attention, as well as their individual factors. We
found that the children will continue engaging in the activity behaviourally, but may start to pay less visual
attention over time to activity-relevant locations when the robot is less predictable. Instead, they increas-
ingly start to look away from the activity. Ultimately, this could negatively influence learning, in particular
for tasks with a visual component. Furthermore, severity of autistic features and expressive language ability
had a significant impact on behavioural engagement. We consider our results as preliminary evidence that
robot predictability is an important factor for keeping children in a state where learning can occur.

CCS Concepts: « Human-centered computing — Interaction design theory, concepts and paradigms; «
Social and professional topics — People with disabilities;  Computer systems organization — Robotics;

Additional Key Words and Phrases: Predictability, variability, autism spectrum condition, human-robot
interaction, engagement, individual differences
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1 INTRODUCTION

Autism Spectrum Condition (hereafter referred to as “autism”) is a neurodevelopmental condition
that is characterised by difficulties in social communication and interaction (so-called “social fea-
tures”) and by restricted, repetitive behaviour and interests (so-called “non-social features”) [3].
Whether these features are considered disabling for an individual can depend in part on the extent
and nature of support provided by others [97]. This support can include both helping the individual
child or young person to develop skills and strategies (for example, to understand situations and
communicate their needs) and adapting the environment to enable the child to function and learn
within it. In the context of social skill learning, experiencing discomfort due to dealing with un-
predictability is problematic as it prevents children from being in a state where they are ready to
learn. Incorporating a robot in social skill learning might be helpful in that it can provide a highly
predictable manner of learning social skills, as we can systematically control the predictability of
the robot’s behaviour [128]. Indeed, the predictability of a robot is a commonly used argument
for why robots may be promising tools for autism professionals working with autistic children
[e.g., 34, 35, 43, 67, 120, 141]. Contemporary robot-assisted interventions have also shown that
they can maintain engagement for at least a month, whilst operating autonomously [22, 123], and
there are positive indications that such interventions can lead to learning [22, 35, 123, 138] and the
generalisation thereof to different contexts [123].

The predictability of robots may make it easier for autistic children to engage in learning in a
robot-assisted intervention and maintain this engagement. However, robots cannot behave fully
predictably as well as provide meaningful learning, as the learning gains may not generalise to the
less predictable world of people [1]. Moreover, a fully predictable robot would perpetuate in repet-
itive behaviour [33], limiting its long-term usefulness, and would also be unable to autonomously
respond to the (unpredictable) dynamics of real-world settings [23]. Both make large scale deploy-
ment of such a robot difficult. Thus, there is a tradeoff between making the robot more predictable
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and providing the child with meaningful learning content with a tractable robot-assisted interven-
tion, which requires a degree of unpredictability. This unpredictability stems from (a) adding novel
content, which has not yet been learned, (b) making the learned skill’s approximate—at least in
part—what happens in real-world settings with humans, to facilitate generalisability to such highly
unpredictable environments which autistic children need to learn to deal with, and (c) implement-
ing complex robot behaviours (e.g., responsive actions to the environment), for which it may be
difficult to discern the cause of its behaviour and thereby prevent children from learning to pre-
dict the robot’s behaviour. Thus, on the one hand, we want autistic children to be in a state where
learning can occur, where the children show high levels of engagement with the learning material.
This may require very predictable interactions. On the other hand, we want them to learn skills
that are meaningful in the human world, which comes with a degree of unpredictability. A balance
needs to be struck then, where the robot is sufficiently predictable to maintain engagement while
still providing learning content that is representative of human-human interaction.

What constitutes “sufficiently predictable” is likely to differ between autistic children as they
are a notoriously heterogeneous group [60]. Some children may be better equipped to deal with
unpredictability than others. For these children, predictability of the robot’s behaviour may not
be as important, and the focus can lie on optimising learning. Furthermore, children’s reactions
to the robot’s unpredictability may be very different, and they may find different aspects of un-
predictability problematic [54]. This makes it difficult to generalise findings on predictability and
autism to autistic children working with robots.

The effectiveness of robot-assisted interventions designed for social skill learning presumably
depends—in part—on the interplay between robot predictability, engagement in learning, and the
individual differences between different autistic children. To better understand this interplay, we
report on a study where autistic children participated in a robot-assisted activity, where we ma-
nipulated the variance in the robot’s behaviour as a way to operationalise predictability, and meas-
ured the children’s individual characteristics as well as their engagement related behaviours. The
robot-assisted activity was developed by the European project “DE-ENIGMA”—which funded the
current study—and revolves around playing with the basics of recognising facial expressions of
emotion. In the remainder of this article, we will first elaborate on the concepts of engagement
and of predictability in Section 2. This literature forms the basis upon which we base our research
questions and hypothesis (Section 3), and our methods (Section 4). In Section 5, we present the res-
ults of our analysis of the robot’s predictability, and two facets of engagement, namely behavioural
engagement and visual attention. We conclude the article with a discussion on how we interpret
the results of our study and what this means for the interplay between robot predictability, the
two facets of engagement, and the individual differences in Section 6 and conclude on our research
questions in Section 7.

The contribution of this article is threefold. First, we provide a literature-based explication of
predictability as it relates to human-robot interaction (HRI). Second, we have operationalised
the predictability of a robot in a way that it can be assessed in real-life scenarios and provide
measures that can be used to compare the predictability of different robots. Finally, we report on
new analyses into how a robot’s predictability influences two facets of engagement in a dataset of
27 autistic children.

2 BACKGROUND
2.1 Autism, Predictability, and Atypical Predictive Processing

Our senses are constantly dealing with ambiguous sensory information, trying to make sense of
it all. According to Bayesian accounts of perception, the human brain is constantly generating
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predictions on what sensory information is expected in order to resolve this ambiguity and at-
tempts to minimise the error between the incoming sensory information and the prediction
[7, 24, 49, 63, 94]. This is referred to as predictive processing, or predictive coding. When a predic-
tion does not match with the observed sensory information, additional cognitive effort is required
to resolve the mismatch and to identify its cause. When these mismatches happen too often, it
can lead to a person being overwhelmed or anxious [102]. Autistic individuals are believed to fre-
quently experience these mismatches between predicted and observed sensory information due
to a decreased influence of predictions on perception, which is hypothesised in current Bayesian
accounts of autism to be at the heart of their condition [31, 81, 104, 135], [see 100, for a review].
According to the Bayesian accounts of autism, the non-social features are the result of trying to
maintain a predictable environment through either self-generated sensory information—which
can easily be predicted—or through enacting control over their environment. The social features
of autism, on the other hand, are explained by the highly unpredictable nature of social environ-
ments, which can therefore be difficult to deal with. The Bayesian accounts of autism are not the
only theories that relate prediction difficulties with autistic features. For instance, the Empathizing-
Systemizing theory [8, 9], posits that the social features of autism arise from a below-average em-
pathy, whereas the non-social features stem from above-average systemizing—identifying lawful
patterns in the information. When faced with information that does not strictly adhere to dis-
cernible laws (i.e., unpredictable environments), such as in social interactions, autistic individuals
struggle to make sense of it. This theory, however, is very descriptive in nature, and does not fully
specify the (different) computational mechanisms underlying autism.

A decreased influence of predictions on the perception in autistic individuals is supported by
various lab studies [6, 45, 53, 80, 105, 142], although support is not always found [17, 83, 88, 103, 140].
Nevertheless, literature has shown that, in practice, offering a more predictable environment is in-
valuable to facilitating learning by providing an environment that puts the child at ease by not
having to deal with the discomfort resulting from unpredictability and requires fewer cognitive
resources to be processed. Current educational practices, therefore emphasise the need for struc-
ture at schools (e.g., through the TEACCH approach [92]), so that autistic children know what to
expect during the day, increasing their engagement in learning [18, 87, 99]. All things considered,
there is compelling evidence that predictability is important to autistic children.

A construct that may be similar to a preference for predictability—or the intolerance of
unpredictability—of autistic children is that of intolerance of uncertainty (IU). IU is defined
as “the tendency to react negatively on an emotional, cognitive, and behavioral level to uncertain
situations and events” [42], and consists of two components, namely a “desire of predictability”
and “uncertainty paralysis” [13]. Knowing what will happen in the future allows us to increase
the odds of a desirable outcome, or brace for future adversity. However, this requires knowledge
on the probability, timing, and nature of the future event, which is often not available as the future
is intrinsically uncertain. Anticipating the future can therefore induce anxiety, as the uncertainty
reduces our ability to efficiently and effectively prepare for the future. Individuals with heightened
levels of anxiety are believed to have an excessive response to uncertainty [56], IU is considered to
be a cognitive vulnerability factor in a broad range of emotional disorders like general anxiety dis-
order, social anxiety, and depression [20, 44, 64]. IU has also been studied with autistic individuals,
who obtain higher IU scores than the general population [15, 21, 95]. Furthermore, the higher levels
of IU might explain the high levels of anxiety that are consistently reported in autistic children
[131, 144], as IU was found to mediate the relation between autism and anxiety [15, 145]. However,
the authors caution that a different causal story cannot be ruled out, given the non-experimental
data used for the mediation analysis [15].
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2.2 Predictability and Its Operationalisation as Variance in a Robot

Incorporating robotic technology in interventions for autistic children has been proposed to meet
the need for predictability of these children [32, 34]. Robots are programmable and can therefore
be designed to be highly predictable. However, regardless of a robot’s programming, it will be dif-
ficult to correctly predict the robot’s behaviour when meeting a robot for the first time. What is
the robot going to do or say first? When is it going to greet me? How will it greet me? Without
having prior knowledge of the robot, a person is hard pressed to correctly answer these questions.
This example highlights that predicting robot behaviour is a learning process and that the robot
is initially unpredictable. Through interacting with the robot, people become more familiar with
its behaviour, improving their ability to predict its behaviour [40]. However, this requires one to
perceive and learn the structural regularities in the robot’s behaviour—also referred to as invari-
ance detection [51, 52]. These structural regularities hold predictive value in that they can be used
to generate predictions regarding the robot’s behaviour in the future. For autistic children, detect-
ing structural regularities (i.e., invariant structures) may be challenging [61]. Variance in robot
behaviour can therefore lead to interactions with a robot that are too complex to be learned, and
therefore predicted, or it can take the child longer to learn and predict. Designing a robot to be
highly predictable then might entail programming robot behaviour with low variance such that it
has high structural regularities that can be easily inferred from its behaviour.

In short, we define the predictability of a robot as an attribute that refers to “the degree in which
a person can quickly and accurately learn to predict a robot’s future behaviour”. For the purpose
of this article, we operationalise the design of predictable robots as decreasing or increasing the
variance in their behaviour, where more variance decreases the predictive value of the robot’s
behaviour and thus decreases its predictability.’

2.2.1  Types of Robot Variance. Variance in robot behaviour can stem from any of the robot’s
expressive modalities, as well as how those modalities are used within the interaction dynamics.
There are several types of variance that we consider in this article, namely variance in speech,
motion, topic, and time:

— SPEECH VARIANCE refers to variability in the words that the robot uses (diction) and how
those words are spoken (prosody). Diction variance can be operationalised as using differ-
ent sentence grammars and/or different words that have similar meaning. Prosody variance
relates to using different prosody and/or different voice actors to change intonation, stress,
rhythm, and pitch of the sound. While the use of prerecorded speech can minimise speech
variance, using models for natural language generation to generate dynamic speech may
influence the variance in the robot’s speech significantly.

— MoTION VARIANCE refers to variability in the robot’s motions, such as facial expressions
and gestures. A robot could consistently use the same static animation to communicate a
certain intent, which would keep the motion variance low. In contrast, when using models
to generate dynamic motions, such as inverse kinematics, each robot motion can be unique
in its trajectory, increasing variance in the robot’s motions.

— TEMPORAL VARIANCE refers to variability in the timing of robot behaviour, both within ac-
tions (e.g., timing of a motion trajectory) as well as the timing between actions. While this
type of variance is not a type of variance that is actively designed for, temporal delays in
robot behaviour are likely to occur as the result of a lack of computational power, or due to

For more information on robot predictability, and different operationalisation thereof, see Schadenberg et al. [128], or see
Chapter 6 in Schadenberg [124] for a more extensive elaboration.
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the physics of the robot’s motors, increasing temporal variance. Such temporal delays can
disrupt the interaction of an autistic child [47].

— Toric VARIANCE refers to variability in the use of different actions that address different
topics at a particular point in an interaction. For example, at the first step of an interaction,
increased topic variance could involve a robot saying either a greeting or a comment about
a bird, as opposed to consistently saying a greeting. Types of topic variance related to a
robot can include (1) when a robot responds to its internal state (e.g., battery level, or its
(faulty) perception) which the observer does not know about; (2) when a robot responds to
an external event (e.g., a person walking in on the ongoing session), or item (e.g., a clock)
in the environment; and (3) when a robot responds with an action that is not legible (i.e.,
understandable) to the observer (e.g., randomly saying “beep beep”).

There are other sources of variance (e.g., variance in robot appearance, or morphology), but we
do not utilise these sources in our study for introducing unpredictability. Finally, in addition to
these types of variance, a robot can combine modalities into one action. For example, a robot cap-
able of facial expressions of emotion can more clearly communicate these expressions when they
are combined with short, emotional non-speech expressions [125]. This can also lead to variance
when different combinations, intended to express the same multimodal intent, are perceived as
different robot actions. For autistic children, processing multimodal information may be more dif-
ficult than for typically developing children [25, 59, 98]. Furthermore, autism professionals report
that presenting multimodal information might cause an information overload [65].

2.2.2 Reducible and Irreducible Unpredictability. While prioritising the minimisation of the
types of robot variance mentioned above can lead to highly predictable robots, doing so severely
restricts the types of applications for robots for autism. An example of such prioritisation of pre-
dictability would be programming it to do the same thing, in exactly the same manner, again and
again, resulting in a very limited repertoire of robot behaviours with the potential for endless re-
petition. For such robots, autistic children may quickly learn to predict their behaviour because
there are only a few behaviours to predict. While such robots may play a role in the broader scope
of robots for autism [39], a degree of unpredictability is unavoidable for most of the robot roles
envisioned by autism professionals [1, 66] and researchers [19, 37, 38, 122]. For instance, when
the robot’s role is that of a trainer or educator, where its task is to model, teach, and/or practice
a targeted skill and to provide feedback to the child. When the robot is positioned as a social in-
teraction partner, it will have to perform novel behaviour and in general have a larger range of
behaviours, in order to deal with the complexity, dynamics, and unpredictability of interacting with
a human. The resulting unpredictability of the robot’s behaviour is irreducible, as it is required for
the robot to perform its primary task. That is, even when the robot is carefully designed in terms
of its predictability, irreducible, and unpredictability is unavoidable and does not lead to design
considerations. For a robot that is positioned as a tutor, an example of this would be the unpre-
dictability that can stem from introducing learning content, which is the bare minimum it needs
to do.

There are also technical reasons why a robot is not always behaving predictably, in particular
for robots that behave autonomously, as the technical systems that allow the robot to perceive,
reason, and/or act, can each introduce variance. The robot may respond to what it is perceiving,
which can be faulty, or the observer can be unaware of what the robot is responding to. The
robot’s reasoning may be too complex, or faulty, to be understood by the observer. Or, the intent
the robot tries to convey may simply not be understood by the observer from the robot’s behaviour.
In all of these examples, the resulting robot behaviour is unexpected and was not predicted. As
the resulting unpredictability is (to a certain extent) inherent to using technical systems, we also
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consider this to be irreducible unpredictability. In part, this can be solved by utilising a Wizard-of-
Oz paradigm, where a person remotely controls the robot and creates the illusion of interacting
with an autonomous robot, as this reduces the need for certain technical systems. However, for
large-scale and long-term use of robots, the use of a Wizard-of-Oz system is not practical and
requires that the robot can operate autonomously [23, 122]. The autism professional using the
robot is too busy paying attention and interacting with the child to also control the robot, and
we deem it unlikely that robot-assisted interventions provide enough value to warrant paying an
additional person to control the robot.

In contrast to irreducible unpredictability, there are also aspects of robot interaction design that
we consider to be reducible. These are instances where adding one feature may improve a certain
aspect of the interaction, but may decrease the robot’s predictability. They are design choices,
rather than a necessity for the robot to perform its primary task. For instance, common design
principles for achieving long-term interactions for typically developing children include using
intelligent tutoring systems to provide the optimal challenge and keep children motivated [110,
126], adding variance to speech to reduce boredom due to endless repetition of a robot’s behaviour
[27, 73, 77], or personalising speech [85, 137]. For a tutoring robot, these features are desirable, but
are not necessarily required for the robot to perform its primary function. In the case of robots
for autistic children, choosing whether to implement such non-essential features that increase
unpredictability is a balancing act. When the robot becomes too unpredictable it may have negative
effects on the interaction and could even negate the intended effect of feature.

2.3 Engagement and Autistic Children Engaging with Robots

The benefit of providing a predictable environment for autistic children in which they can learn
is that it may be easier to engage with learning as they do not have to deal with the discomfort
resulting from unpredictability. Engagement is a necessary prerequisite for learning [91], where
higher engagement results in more opportunities for cognitive and social skill learning [48, 55].

2.3.1 Engagement Definitions and Measures. Azevedo [5] discuss how the concept of engage-
ment in learning has been (mis)interpreted in various ways in the literature leading to different
definitions and meanings of this concept. Within the field of HRI, engagement is often used as
an outcome measure to say something about the quality and length of a participant’s interaction
with the robot. Engagement is also a concept used for the development of robots that can detect
various stages of the user’s engagement, such as the intention to engage, being engaged, or being
disengaged. An often used definition of engagement in HRI literature is that of Sidner et al. [130],
who define engagement as “a process by which individuals in an interaction start, maintain and
end their perceived connection to one another”. Other definitions emphasise that engagement is
an affective process formalised as the degree to which an individual wants, or chooses, to engage
with a system [e.g., 14, 96]. While there is no consensus on a single definition for engagement,
it is generally viewed as a multi-dimensional concept, including a behavioural, cognitive, and af-
fective component [28, 48]. Note that these components of engagement are overlapping and can
sometimes be difficult to disentangle [134].

We are interested in engagement with a robot as it relates to the children’s state in which learn-
ing can occur, since this is what we are trying to achieve with robot-assisted interventions. In such
a context, BEHAVIOURAL ENGAGEMENT refers to the child’s participation in learning activities and
involves on-task behaviour. Overall, studies on the engagement in learning of autistic children
mostly relate to behavioural engagement [72], often referred to as “social engagement” when the
task is to engage with another person. As with the definition of engagement, there are also various
approaches to measuring the behavioural engagement of autistic children in their interaction with
a robot. It can be directly assessed through observing the behaviour of the child, annotating the
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level of behavioural engagement on a macro-behavioural level. For instance, Kim et al. [74] de-
veloped a compliance-based coding scheme for measuring (behavioural) engagement, where the
speed of the autistic child’s reaction to instructions or requests is indicative of the child’s level of
behavioural engagement. In this coding scheme, spontaneous engagement is the highest level of
behavioural engagement, in contrast to a child refusing to comply to the robot or adult’s request
and walking away, which is the lowest level of behavioural engagement. Other studies report on
micro-behavioural interactions, which are used to code the type of engagement, to get a deeper
insight into how autistic children engage [e.g., 78, 127]. The choice for a certain measurement of
behavioural engagement appears to be influenced by the purpose of the study and the type of data
being gathered.

Next, AFFECTIVE ENGAGEMENT is about the child’s (inferred) interest in the learning activity
and how much the child enjoys it. It is generally assessed through observing the autistic child’s
emotions from which the underlying affect is inferred in terms of valence and/or arousal [e.g.,
74, 116, 117]. Correctly inferring the affect from the emotional expressions of autistic children can
be difficult, however, as they can produce unique and unusual facial expressions, including blends
of incompatible emotions that are not seen in typically developing children or children with Down
syndrome [148]. Also, the vocal intonation of autistic children can be atypical when expressing
emotions [86, 90, 101]. Notwithstanding, valence and arousal can be successfully annotated for
autistic children with a sufficient agreement between coders [74, 117]. Furthermore, using a ma-
chine learning approach trained on data of autistic children, valence and arousal can be detected
using facial, body-pose, and audio features, and heart rate [116].

Lastly, COGNITIVE ENGAGEMENT refers to the quantity and quality of the child’s psychological
investment in learning (i.e., use of cognitive effort in order to understand). The cognitive engage-
ment of autistic children is difficult to measure, as the current measures for cognitive engagement
[5] overlap with the other components of engagement [93], or can be too complex to be used by aut-
istic children, such as self-report questionnaires. Task-evoked pupillary responses have long been
associated with attentional engagement [10] and cognitive activity [62, 71], as well as emotional
arousal [16], and have been used by researchers to measure the cognitive/affective engagement of
autistic children [e.g., 50]. However, measuring pupil dilation requires carefully controlled experi-
ments and experiment environment to control for other factors that influence pupil dilation, such
as the pupillary reflex to changes in illumination [11]. This makes pupil dilation difficult to use in
real-world settings where the illumination cannot be fully controlled. A concept that is more easily
measured—and is related to cognitive engagement—is that of attention, which is often viewed as
a necessary component for basic forms of engagement to occur [29]. Attention has both a covert
and overt component, where overt visual attention is relying on the gaze fixation on a certain loca-
tion, and covert attention involves cognitive processes for paying attention to something without
the movement of the eyes [147]. Indeed, gazing at a particular object is not always indicative of
the person paying attention to that object [107]. Nonetheless, measuring visual attention through
gaze is a commonly used proxy for cognitive engagement in the field of HRI [4, 112], and is also
used with autistic children engaging with robots [e.g., 4, 69, 70, 78, 139].

Clearly, the various measures and components of engagement also show overlap. For example,
as Miller [93] noted, gazing at a certain location may also indicate affective engagement, as people
look more at what they like [89]. Altogether, engagement (the concept as a whole) is a fusion of
behavioural, affective, and cognitive components of a person’s involvement with a robot. As each
component of engagement can result in learning, considering all three components together can
provide a richer characterisations of a child’s engagement than any single component. Sometimes
all three components of engagement are combined into one bespoke measure for engagement [e.g.,
68, 69, 132]. For example, through measuring social signals such as eye gaze, vocalisations, smiles,
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spontaneous interactions, and imitation, which can then be converted into an engagement score
by adding one point of engagement for each social signal that is present in a certain segment.

2.3.2 Autistic Children Engaging with Robots. Scassellati et al. [122] discuss that studies on
robots for autism often report positive effects of the robot on the engagement of autistic children
[122], as shown by increases in positive affect [30, 76], communication [75, 143], and attention
[34, 133, 139]. Importantly, the engagement that is observed is often social in nature and is
directed not only at the robot, but also at other people near the robot [36, 43, 46, 75, 79, 114].
The latter is significant, because from a pedagogical point of view, it does not necessarily matter
whether the child interacts with the robot or whether the robot elicits interaction between the
child and adult, as learning can occur in either case. Robots then are uniquely positioned to assist
autistic children in learning socials skills as they can be both highly predictable in their behaviour,
and therefore deliver learning content in a manner that is easier to process and more comfortable
to them, as well as elicit social interactions with the child through which the skills can be learned.

2.4 Individual Differences in Autism

Autistic children can vary widely from one another. Autism is a condition that causes atypical-
ities in cognitive, emotional, behavioural, and social functioning; however, such atypicalities are
manifested differently in both quality and quantity [60]. For instance, some autistic children may
have exceptional intelligence, whereas others have a severe intellectual disability [57]. Some speak
fluently, while others never develop spoken language. In light of the Bayesian accounts of autism,
some autistic children should be better equipped to deal with unpredictability than others. As we
are looking to balance the robot’s predictability, what constitutes “sufficiently predictable” is there-
fore likely to vary between autistic children. Indeed, Goris et al. [54] reported that, when autistic
traits are measured in typically developing adults, these correlate significantly with preferences for
predictability. Furthermore, autistic individuals’ IU—as we mentioned earlier, a concept that shows
similarities with a desire for predictability — is also known to vary between autistic people [15, 21].

Importantly, individual differences also affect how and to what extent autistic children inter-
act with robot. The types of interaction that autistic children spontaneously initiated in a robot-
assisted activity correlated with individual factors [127]: Those with stronger language ability,
social functioning, and lower autistic features, initiated more functional interactions towards the
robot (e.g., talking to it), in contrast to visual and tactile exploration of the robot’s materials (i.e.,
touching and stroking specific parts of robot, such as its hands). The child’s autistic features have
also been reported to correlate strongly with the level of behavioural engagement of autistic chil-
dren in a robot-assisted activity [78, 117].

In summary, children’s reactions to the robot’s unpredictability may be very different, and they
may find different aspects of unpredictability problematic. For autistic children who are better
equipped to deal with unpredictability, the predictability of the robot’s behaviour may not be as
important, and the focus can lie on optimising the learning content. In general, the heterogeneity
between autistic children makes it difficult to generalise findings, but it also stresses that there is no
one-size fits all solution to keeping them engaged in robot-assisted interventions whilst providing
meaningful learning.

3 PROBLEM STATEMENT

To make an informed decision on how to position and design the robot’s behaviour in terms
of its predictability, we need to better understand the interplay between robot predictability,
engagement, and the individual differences between different autistic children. The aim of our
study was to investigate this interplay, where we specifically looked at behavioural engagement
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and visual attention (as a proxy for cognitive engagement) in relation to the robot’s predictability.
We measured these two facets of engagement through manual annotations of observable child
behaviours (see Section 4.7). In our study, autistic children engaged in a robot-assisted activity
that was about the basics of recognising emotional facial expressions. Over the course of four
sessions, the children interacted with a robot that was either low or high in variance of its
behaviour, which was how we operationalised robot predictability (see Section 2.2). We aimed at
addressing the following research questions:

Research question 1: How does variance in the robot’s behaviour affect the autistic child’s
engagement?
— To what extent does variance in the robot’s behaviour affect the autistic child’s behavioural
engagement?
— To what extent does variance in the robot’s behaviour affect the autistic child’s visual
attention?

We hypothesised that initially, in the first session, there should be no difference between the low
and high variance conditions, as the robot’s behaviour is novel and still has to be learned. How-
ever, based on the importance of predictability to autistic children, we expected that over ses-
sions the behavioural engagement and visual attention of autistic children should increasingly
diverge between the low-variance robot compared with the high-variance robot in favour of the
low-variance condition. That is, we expected an interaction effect between robot predictability
on behavioural engagement and on visual attention over sessions, but no main effects. For visual
attention, this means that we expected the children to increasingly look less towards the robot
(the source of the unpredictability) and more to non-activity-related locations that provided little
unpredicted sensory input, such as the walls.

Our second research question is related to the individual differences between autistic children.

Research question 2: How do individual differences between autistic children influence their

engagement in the activity in relation to the variance in the robot’s behaviour?

— To what extent do autistic children’s autistic features moderate the relation between the
two facets of engagement and robot predictability?

— To what extent do autistic children’s expressive language ability moderate the relation
between the two facets of engagement and robot predictability?

— To what extent do autistic children’s IU moderate the relation between the two facets of
engagement and robot predictability?

Based on the preliminary findings of Goris et al. [54], Rudovic et al. [117], and Schadenberg et al.
[127], we hypothesised that autistic children with higher autistic features should be less behaviour-
ally engaged and pay less visually attention to activity-relevant locations (main effects), and their
behavioural engagement should be more strongly and negatively affected than those with lower
autistic features (interaction effect). Our hypothesis was similar for autistic children with lower
expressive language ability. For autistic children who were more sensitive to unpredictability, as
measured through their IU, we expected that they should respond more strongly to more variance
in the robot’s behaviour (interaction effect).

This study is complementary to another study which will be published elsewhere (hereafter
referred to as the complementary study) and is the first study that assesses the claim on the benefits
of robots being highly predictable. That complementary study is about micro behavioural analysis
of autistic children in light of robot predictability. In the study reported in the current article, we
used the same study design and data collection as the other study, but focused on different research
questions and conducted different analyses to address those questions.
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Table 1. Participant Characteristics

Condition
Low-variance  High-variance

n (sex) 12 (5 female) 12 (3 female)
Age (years:months)

M (SD) 8:8.92 (1:8.70)  8:4.42 (1:8.49)

Range 6:10-11:7 6:10-11:4
ADOS-2¢ Calibrated Severity Score

M (SD) 6.08 (1.78) 6.25 (1.60)

Range 4-10 4-10
CARS-2°

M (SD) 27.83 (4.09)  29.17 (6.56)

Range 20.5-33.0 21.5-38.5
SCQ°

M (SD) 22.25(8.72) 2550 (5.79)

Range 8-37 17-33
Bespoke Scale of Expressive Language

M (SD) 2.92 (0.79) 2.42 (1.24)

Range 2-4 0-4
usc-s¢

M (SD) 2.64 (1.04) 3.19 (1.16)

Range 1.42-4.00 1.00-4.92

aADOS-2 [84].

PCARS-2 [129].

c$CQ [118].

4Intolerance of Uncertainty Scale for Children—Simplified (IUSC-S).

4 MATERIALS AND METHODS
4.1 Participants

Autistic children from the United Kingdom were recruited from a special education institution in
the Greater London area. In total, 27 children were recruited of whom 24 (8 girls) were included in
the analysis. These were autistic children with limited spoken communication and high support
needs. For the three children who were excluded from the analysis, participation was discontinued
due to administrative error (1 girl), or due to elevated anxiety during the session (2 boys).? All in-
cluded participants had previously received an independent clinical diagnosis of autism according
the ICD-10 [146], DSM-IV-TR [2], or DSM-V [3]. All children were assessed by the Autism Dia-
gnostic Observation Scale-second edition (ADOS-2) [ADOS-2, 84], the Childhood Autism
Rating Scale-second edition (CARS-2) [CARS-2, 129], the Social Communication Question-
naire (SCQ) [SCQ, 118], and a bespoke scale of expressive language ability. In addition to receiving
a clinical diagnosis of autism, all children scored above the autism cutoff on ADOS-2 (4 or higher).
The participants’ characteristics can be viewed in Table 1.

This study was reviewed and approved by the ethics committee of University College London,
Institute of Education (REC 1175). For all children, parental consent was obtained prior to their

2Both were in the high-variance condition (see Section 4.3). For one boy, the activity was inducing too much anxiety—he
did not get past the introduction in session one. The other boy repeatedly needed to be calmed in the second session, and
eventually refused to go on. It was then decided to stop the experiment for this child.
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Fig. 1. Robokind’s humanoid robot R25 called “Zeno” or “Milo”.

participation in our study. Our experimental protocols followed the ethical standards laid down in
the 1964 Declaration of Helsinki.

4.2 Materials

The robot-assisted activity that was developed for the DE-ENIGMA project consisted of a social
robot, a tablet, and one laptop. The social robot that was used is Robokind’s humanoid robot R25
called “Zeno” (see Figure 1). It has five degrees of freedom in its face and two in its neck, making
it capable of expressing various, recognisable, facial expressions of emotion [119, 125]. The robot
also showed a number of bodily gestures, such as waving, cheering, or dancing using its the seven
degree’s of freedom in its body. A 9.7-inch Android tablet was used by the participant to provide
answers to the tasks by selecting (part of) a picture of the robot, or choosing what action the ro-
bot should do. In turn, the robot would autonomously respond to the participant’s choice. The
interaction was recorded through four high-resolution webcams, and one wide-angle webcam, all
with audio. In addition, high quality audio recordings were obtained through a dedicated micro-
phone and 3D video recordings from a Microsoft Kinect. Note that we only used the data from the
webcams for our analyses.

4.3 Experiment Design

We used the data collected in the complementary study. We will briefly summarise the experiment
design here. The between-participants study involved two conditions, where the independent
variable was the robot’s behavioural variance, which was either low or high. The children were
randomly assigned to one of the two condition and remained in this condition throughout the
experiment. In the low-variance condition, the robot’s behaviour showed minimal variance. This
means that the verbal and physical behaviour for a certain action was always the same. For ex-
ample, the robot would always say “Hi, my name is Zeno” and wave with its right arm as a way of
greeting the child. In contrast, in the high-variance condition, we implemented speech, motion, tem-
poral, and topic variance, to increase the behavioural variance of all of the robot’s actions. Thus,
the robot displayed behavioural variance throughout the interaction. In this condition, each of the
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robot’s actions had four variations that differed the aforementioned types of variance, excluding
the additional actions that were designed to introduce topic variance. This was done as follows:

— SPEECH VARIANCE: variability in the words that the robot uses (diction) and how those words
are spoken (prosody).

— MOTION VARIANCE: variability in patterns in the movements of the robot’s face and arms
during emotional facial expressions and robot actions.

— TEMPORAL VARIANCE: variability in time offsets between the child pressing a button and the
robot responding to the button press.

— Topic vARIANCE: the use of different actions that address different topics at a particular point
in an interaction. Note that in the low-variance condition, the robot actions for topic variance
were responsive actions in that the robot responded to an event (e.g., hearing a noise). In
the high-variance condition, there would be no observable event that explained the robot’s
action.

The variant actions have been designed to display unimodal variance compared with their invari-
ant counterparts. That is, for each robot action, the action can show variance on either speech or
motion—not both modalities. An intent may translate to a combination of both speech and motion
actions, but these will always be shown sequentially as two unimodal actions, and will not be com-
bined to create a multimodal stimulus. For instance, when greeting the child, the robot would first
say “Hello, my name is Zeno”, which was followed by a wave. We consider this as a single robot
action. For examples of behaviour variants, see Table A in Appendix A.

The choice for which variant to display for an action was determined through an algorithm. The
action variant was chosen semi-randomly, where it would pick one of the four variants, exclud-
ing the antecedent variant for that action (if any). The latter was to prevent variants to be shown
twice in a row. For actions with topic variance, a different selection mechanism needed to be used,
as the variance for these actions related to whether the action is contingent or non-contingent
on (internal or external) events in the environment. We therefore opted to use the Wizard-of-Oz
paradigm, where another experimenter was controlling the robot (the wizard), without being vis-
ible to the child. The wizard was responsible for selecting the topic variant actions. To standardise
the number of topic variance actions, the wizard would be notified through the wizard’s control
interface when it was time for the robot to perform a topic variant/invariant action. At this time,
the wizard would look for one of the topic variant actions that was congruent with the condition
the child was in. In the low-variance condition, the wizard would select topic variant actions that
were a response to an observable event. For instance, the wizard could have the robot say "what
was that noise?" in response to noise outside of the experiment room. For the high-variance con-
dition, the wizard would ensure that the event the robot would respond to was not perceivable. In
this case, the wizard would have the robot respond to noise when there was no noise to be heard.

4.4 Experimental Setup

The study took place at the children’s school, in one of the offices. This room was converted into
an experiment room. A picture of the experimental setup can be seen in Figure 2. The robot stood
on a table facing the child and acted partly autonomously and was partly controlled by the wizard.
This person was sitting in the same room behind a room divider and could view the interaction
through a webcam. The wizard was responsible for selecting the correct task within the activity,
selecting the topic variance actions, and for responding to any unscripted interactions through
using a preset of robot actions such as having the robot say “no”, “yes”, and “I don’t know”. Within
each task, the robot behaved autonomously, although the wizard could interrupt these behaviour
at any time when the situation demanded it. The child would sit in front of the robot and next
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Fig. 2. The experimental setup. The school’s staff member who accompanied the child would sit behind
the child in the corner of the room. The red circles outline the camera’s that were used for annotating our
engagement measures, which also included the camera from which this image was taken.

to the adult who was presenting the DE-ENIGMA activity. The recording equipment was placed
behind and next to the table on which the robot stood. All computers and laptops were also placed
behind the room divider and were managed by another researcher.

4.5 The DE-ENIGMA Activity

As we mentioned in Section 3, this study is complementary to another study. We use the same
procedure and data collection that is presented in there. For clarity, we describe the DE-ENIGMA
activity here as well, and the experiment procedure in the next subsection.

The participating autistic children engaged in a robot-assisted activity that was developed by the
DE-ENIGMA project which revolves around playing with the basics of recognising facial expres-
sion (see [82] on how the activity was developed and assessed). In the current study, the activity
was merely used to provide an interaction and structure the interactions between the child, robot,
and the adult to ensure that the interactions in the two experimental conditions are comparable
and offer similar opportunities for interaction. The activity itself was the same for both conditions.

The DE-ENIGMA activity starts with an introduction where the robot says, hello. Next, the
robot would display various behaviours to attracts the child’s attention, and to let the child get
more familiar with the various motions and sounds the robot makes. For instance, the robot would
show various facial expressions, do a dance, or play a nursery rhyme. After this introductory phase,
the main body of the activity starts, namely playing several/all of the DE-ENIGMA games.

There were four games (see Figure 7 in Appendix B for a flow diagram and images of each of
the DE-ENIGMA games), where each game builds on the previous game in complexity. In the first
game, the children could explore the facial features (mouth, eyes, and eyebrows) of the robot. The
tablet would show the robot’s face and highlight the three facial features. When the child touches
any of the features, the robot would move the features and label them. This way, children could
freely explore the facial features that were of interest to them. In the second game, the robot would
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prompt the child to find one of the features and point them out using the tablet. When the child
provided an incorrect answer, the robot would prompt them to try again. For correct answers,
the robot would provide positive feedback and move the prompted facial feature. The third game
was similar to the first game, only the child would instead explore facial expressions of emotions
(happiness, sadness, anger, and fear). The robot would explain what and how the robot’s facial
features move for the selected emotion. Finally, for the fourth and final game, the robot would
prompt the child to identify one of the four emotions in a similar fashion as the second game.
Here the tablet would show four images of the robot, each with a facial expression of emotion.
When the child had played with the robot for around 15 minutes, the robot would prompt the
adult to end the session. After doing so, the robot would say goodbye.

Each game consisted of four opportunities for the child to make a selection, excluding instances
where the child was prompted by the robot again. After the four opportunities the game was over,
the tablet would display a blank screen, and the wizard would need to select the next course of
action. There were also several “choice points” during the activity, where the child could choose a
game or certain robot behaviours. These choice points allowed the adult to defer any requests for
one of the games or certain behaviours to a choice point, rather than denying the child’s request
or interrupting the ongoing game. Moreover, by structuring the choice points and limiting them
to two minutes, it allowed us to control it as much as possible with respect to following the same
programme of content and the same order for each child. During the choice point, the child could
choose from any content that they had already experienced (i.e., both games and generic robot
actions). The child could make the choice through a “choice board”, which contained icons of the
available options. The icons can be added or removed from the choice board, as each was stuck on
the board with velcro. The board and the icons on it were managed by the adult.

The games were designed to allow autistic children with limited receptive or limited expressive
language to complete the games. For instance, the robot would use simple language where each
speech action would consist of only a few words, and the tablet allowed the children to respond
to the robot non-verbally.

4.6 Experiment Procedure

The autistic children would engage in the robot-assisted activity individually, once per day, for
four to five sessions. The fifth session was only applicable to children who did not finish the activ-
ity in four sessions. Each session lasted around 15-20 minutes. The sessions were scheduled on
consecutive school days as much as possible. Due to weekends and the children’s schedule some
variability was inevitable. For the low-variance condition there was an average of 0.36 days in
between sessions (SD = 0.68), and for the high-variance condition this was 0.64 days (SD = 1.22).

Each child was assigned to one of three adults who would lead the sessions. The adult assigned
to the child would also remain with that child for each of the child’s sessions. The adult was tasked
with augmenting the robot’s instructions, supporting the children in using the tablet, giving feed-
back, and responding to their communicative overtures. Theirs was a supportive role, as the robot
delivered the majority of the instructions and feedback. The children were often accompanied by
a school staff member, who would sit in the back of the experiment room. They were asked not to
participate in the activity unless they thought there was an issue such as when the child showed
anxiety.

The content of each day of participation was scheduled to be delivered in a specific order and
was identical across both conditions. When the children met the robot for the first time, the robot
was covered by a blanket when they walked in the experiment room. The session would start with
the robot being uncovered, introducing itself, and showing what movements it could do, some
facial expressions, and what it sounded like. The goal here was to let the child get comfortable
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with the robot, what it looked like, and how it behaved. If the child liked any of the actions, they
could be repeated by the wizard. When the child appeared comfortable, the adult would suggest to
transition to the main activity—which the wizard then started—finishing the introduction. In sub-
sequent sessions, the introduction was similar but shorter. After the introduction, the DE-ENIGMA
activity described above would start. During the activity, the children would engage in the games
that were set for that day, as well as in “choice points”, where the child could choose one of the
games or specific robot behaviours they liked. As described in Schadenberg et al. [127], autistic
children often make requests to the robot and denying the child’s request could disrupt the inter-
action. These choice points allowed the adult to defer any requests for one of the games or certain
behaviours to a choice point, rather than denying the child’s request or interrupting the ongoing
game. Moreover, by structuring the choice points and limiting them to two minutes, it allowed us
to control it as much as possible with respect to following the same programme of content and the
same order for each child. During the choice point, the child could choose from any content that
they had already experienced. The child could make the choice through a “choice board”, which
contained icons of the available options. This board and the icons on it were managed by the adult,
and the wizard executed the child’s requests. For children who would or could not choose, the
adult would first prompt the child by suggesting an activity or a robot action. If the child still did
not express any preference, the adult ask the robot what to do next, upon which the wizard would
select an activity. When the session was over, the robot would say goodbye, and the child went
back to class.

4.7 Measures

4.7.1 Engagement Measures. We chose to operationalise and measure the autistic children’s en-
gagement in terms of behavioural engagement and visual attention as these can be annotated as
patterns of manifest content—child behaviours that are directly observable [108]. This is in contrast
to scoring engagement holistically as projective latent content [108], as this would require the coder
to employ subjective interpretations of the meaning of the behaviour, which is difficult without be-
ing familiar with how the participating children generally behave and understanding the meaning
of their sometimes atypical and idiosyncratic behaviours.

Behavioural engagement. We measured behavioural engagement through expert annotations,
using the coding scheme described in Table 2 on segments of 5 seconds. With this coding scheme,
we make the distinction between autistic children being behaviourally engaged or disengaged with
the HRI using a 5-point ordinal scale that denotes the amount of behavioural engagement.

While we believe that stimming behaviour—a self-stimulatory behaviour marked by a repetitive
action or movement of the body—or fidgeting can be indicative of behavioural disengagement, it
was problematic to annotate. Stimming behaviour provides sensory input for one of the senses, pre-
venting the child from using this modality for engaging in the activity. However, whilst stimming,
the child can still engage in the activity—and potentially learn—through using other modalities.
For example, a child may be rubbing their hands while speaking to the adult or robot about the
activity. Because we do not distinguish between modalities for annotating behavioural engage-
ment, we decided to code all stimming behaviours that did not prevent the child from engaging
in the activity and interaction were coded as passive. When the stimming was all consuming and
prevented the child from engaging with the activity, we coded it as disengagement.

Visual attention. The experiment procedure and the activity did not allow us to directly meas-
ure cognitive engagement, which is why we opted to measure this through annotating the chil-
dren’s visual attention—a proxy for cognitive engagement. Visual attention relates to the extent
the participant paid overt visual attention to the ongoing activity and interaction, and tells us
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Table 2. Coding Scheme for Annotating the Observed Behavioural Engagement of an Autistic Child

Level

Meaning Description

Example

-2

-1

1

Fully behaviourally The child exhibits

disengaged non-task related behaviour
for most or all of the
segment.

Partly behaviourally ~ The child exhibits

disengaged non-task related behaviour
for some of the segment.

Passive Child does not
behaviourally engage with
the task, nor does the child
show engagement in other
activities.

Partly behaviourally ~ The child behaviourally

engaged engages with the task
through interacting with
the adult, with the robot
directly or through the
tablet, or other task
materials for some of the
segment.

Child is playing around with
objects that does not involve
the task or interaction with the
robot or adult. Child is
engaging in stimming
behaviours that prevent the
child from partaking in the task.
Child indicates wanting to stop
with the interaction, e.g.
through asking whether the
game or session is finished, or
turning the tablet to the adult
prior to the game’s conclusion.
Talking with the adult about
something unrelated to the
activity or the ongoing triadic
interaction, such as children
saying they are hungry.

Child is seemingly listening to
the adult or robot, but does not
communicate back. Child is
looking at the task material, but
does not physically interact
with it. Also, echolalic and
undirected vocalisations were
are included on this level, as
well as stimming behaviours
that do not prevent the child
from partaking in the task.
Covering ears due to auditory
sensitivity.

(Continued)
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Table 2. Continued

Level Meaning Description Example
2 Fully behaviourally The child behaviourally Pressing a button on the tablet,
engaged engages with the task requesting facial expressions of

through interacting with the robot, choosing an activity,
the adult, with the robot talking with the adult about the

directly or through the robot, dancing with the robot.

tablet, or other task Also includes non-verbal

materials for most or all of communication with adult,

the segment. such as sharing enjoyment, or
social references after the robot
did something.

more on what or whom the children were engaged with. This was also measured through expert
annotations by coding the children’s gaze direction, but on segments of 2.5 seconds. From these
annotations, we calculated the percentage of time spend looking at a certain direction for each
session.

The coding scheme that we used included the following gaze directions: “robot”, “tablet”,
ity materials”, “adult”, “school staff member”, “elsewhere”, or “mixed”. The latter was used to an-
notate instances where the child did not focus their gaze at any one point. The activity materials
refers to any materials that were used in the activity, which primarily was the visual choice board
for selecting the next task. And elsewhere refers to any gaze direction that was not in any of the
other categories and thus was not related to the activity. Gaze direction such as the walls, the floor,
the cameras, or the room divider. In contrast, the locations “robot”, “tablet”, “activity materials”,
and “adult” can be considered “activity-relevant locations”. For our analysis of visual attention, we
specifically look at the gaze directions towards the robot, and elsewhere, as our hypotheses relate
to these locations. The other locations were annotated to enable better interpretation of the data.

The annotations were done at two levels. The first (primary) level represents the gaze direction
where the child spent looking for the majority of the segment (1.25 seconds or more). The second
(secondary) level was optional and could be used to annotate a secondary gaze direction during
the segment which lasted at least 0.75 seconds, but no more than 1.25 seconds. This excludes brief
glances, where the child’s gaze would not stay on one direction.

«

activ-

4.7.2  Individual Factors. The complementary study also measured several individual differ-
ences between the autistic children. In the current study, we use a subset of those measures, namely
the CARS-2 for measuring autistic features, a bespoke scale of expressive language, and an adapted
version of the IUSC-parent report form [IUSC, 26].

The TUSC questionnaire was adapted from the complementary study to accommodate to chil-
dren with limited spoken language, as we believed for many of them the IUSC questions were
too difficult for parents to answer about their child. In the remainder of this article, we refer to
this adapted version of the parent report of the IUSC as the IUSC-S. The adapted questions of the
TUSC-S can be seen in Appendix C, Table 7, as well as principal component analysis of this adap-
ted questionnaire. Based on this analysis, we excluded three questions for computing the IUSC-S
scores.

The CARS-2 [129] is a 15-item autism screening and diagnostic tool and was administered to
obtain a general measure of characteristics of autism. It was completed based on direct behaviour
observation by a professional as well as reports from parents, teachers, or caretakers. The measure
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was completed by the adult who worked with the specific child. The total score on the CARS-2
reflects the severity of autistic features with scores of 15.0-29.5 indicating minimal-to-no evidence,
30.0-36.5 is mild-to-moderate severity, and 37.0 and higher is severe autistic features.

The bespoke scale of expressive language measures the spoken language ability of the child. The
adult who gave the sessions rated the child’s expressive language after the last session. This scale
ranged from 0-4, where 0 means “no words”, 1 is “some vocalisations or word approximations”,
2 is “single words”, 3 is “simple sentences” (two to three words), and 4 is “more complex speech,
including complex sentences”. The bespoke score reflects the level of expressive language that was
generally used by the child during the sessions.

4.8 Annotation Procedures

As only a few children participated in five sessions, we only annotated the videos from the first
four sessions. These sessions were annotated in terms of behavioural engagement levels and visual
attention locations using the ELAN transcription software,’ developed by the Max Planck Institute
for Psycholinguistics in Nijmegen, the Netherlands.

4.8.1 Behavioural Engagement Annotation. To determine whether a child is engaged or disen-
gaged requires taking the situational context into account. For example, the child looking away
may be part of the current activity, a response to the adult, or indicative of disengaging from the
interaction. To preserve the situational context, we annotated 1 minute out of every 2 minutes,
excluding only instances where there were technical problems with the system. We started the
annotations from the moment the adult said hello to the robot and ended when the robot had
said goodbye. This resulted in the annotation of 1,660 minutes of video recording, of which 848
minutes were in the low-variance condition and 812 minutes were in the high-variance condition.
During initial testing of the coding scheme for behavioural engagement, we noted that the aut-
istic children sometimes had brief behavioural disengagement episodes of a couple of seconds. We
therefore, divided each minute into segments of 5 seconds, similar to Kim et al. [74] and Simpson
et al. [132].

A single main coder annotated all the recordings, amounting to 9,947 segments. To calculate the
inter-rater reliability of these annotations, a second coder annotated a randomly selected session
for each participant. This amounted to 25% of the recordings being dual-coded, which also con-
tained 25% of all the segments. To determine the agreement between the two coders, Cohen’s k
statistic was used. There was good agreement between the two coders for behavioural engagement
(Cohen’s k = .72, 95% CI [.70, .75], p < .001).

To gain insight into the nature of the coder disagreements, we inspected the confusion matrix for
behavioural engagement (see Table 9 in Appendix D). The main coder annotated more instances
of disengagement (approximately 14%), which were coded as passive by the secondary coder. Note
that the main coder was not blind to conditions, but the secondary coder was. Given the agreement
between the coders, we do not think it likely that this influenced our results. All in all, we deem
these values high enough to continue our analysis on the basis of the main coder.

4.8.2 Visual Attention Annotation. For visual attention, we annotated the same minutes as for
behavioural engagement. However, annotating segments of 5 seconds proved too long, as there
were often more than three gaze directions. This made it difficult to code with our annotation
scheme, which accounted for two gaze directions. The segments for visual attention therefore
lasted 2.5 seconds to ensure that there were generally fewer than three gaze directions per segment.

Shttps://tla.mpi.nl/tools/tla-tools/elan/.
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Again, a single main coder annotated all the recordings and second coder annotated a randomly
selected session for each participant. The main and secondary coder were the same annotators
as for the annotation of behavioural engagement. For visual attention, this amounted to a total
of 19,855 segments. The dual-coding resulted into 25% of the segments being dual-coded. There
was very good agreement for the primary gaze direction annotations (Cohen’s k = .87, 95% CI [.86,
.89], p <.001) and good agreement for the additional, secondary gaze direction annotations on the
(Cohen’s k = .69, 95% CI [.66, .73], p < .001). We deem these values high enough to continue our
analysis on the basis of the main coder. Furthermore, inspection of the confusion matrices (see
Tables 10 and 11 in Appendix D) showed no biases on the coder disagreements for one of the two
coders.

4.9 Data Analysis

For the analysis of both behavioural engagement and visual attention, we used growth models
with a maximum likelihood estimation method. These were modelled using the statistical program
“R” [109], version 3.6.3, with the “nmle” package [106], and analysed with two-tailed tests and a
95% confidence level. Growth models allow us to take the multi-level nature into account, where
the behavioural engagement scores/visual attention locations for each of the sessions are level-1
variables, the child is a level-2 variable, and the adult leading the session a level-3 variable. The
adults were randomly assigned to the children regardless of the condition that was assigned to
the child. The adult is therefore a crossed effect. For the visual attention analysis, we removed
annotations where the child looked at the school staff member, as they were not always present
in each session. Additionally, we removed annotations coded as “mixed”, due to the uncertainty
regarding the direction of the child’s gaze.

As recommended by Raudenbush and Bryk [111], we first make a “basic” model and then add in
variables as appropriate. In this article, we consider the model that includes random coefficients,
the condition, and the session (time) as the basic (growth) model. We expected that the children will
have different intercepts, as some children will be behaviourally more engaged than other children,
or prefer looking at a certain gaze location more. Furthermore, we also expected that the slopes will
be different between children, where one child loses interest faster than other children, resulting
in difference in behavioural engagement and visual attention. The random coefficients account for
these random effects in our models. Next, we further explored to what extent the individual factors
improved the model fit of the basic conditional growth model. Finally, we investigated whether the
different adults leading the sessions influenced the two facets of engagement of the children by
adding the adult as a factor.

4.10 Manipulation Check

The study protocol had a flexible activity selection and session duration so as to support each
autistic child’s individual preferences. This means that the variability introduced by the robot
differed per session and per participant. In turn, this means that we cannot be certain that the
robot displayed high amount of variance in the high-variance condition, and vice versa for the
low-variance condition. To check to what extent our manipulation of robot variance succeeded,
we calculated the following variables:

(1) AVERAGE NUMBER OF ROBOT ACTIONS PER MINUTE. These should be similar between condi-
tions, and serves as a baseline to put items (2) and (3) into perspective.

(2) AVERAGE NUMBER OF UNIQUE ROBOT ACTIONS PER MINUTE. These are unique within a ses-
sion. Of the total number of robot actions, the high-variance conditions should have a more
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unique robot actions per minute. This reflects the larger pool of unique actions that were
implemented in the high-variance condition.

(3) AVERAGE NUMBER OF NOVEL ROBOT ACTIONS PER MINUTE. These are actions that the child
has not seen before in either the current or previous sessions. While the content of the
interaction differed per session, there are robot actions that are used throughout the sessions,
such as giving praise. Therefore, this number should drop over sessions in both conditions,
but the high-variance condition should introduce more novel actions per minute than the
low-variance condition in all sessions.

(4) THE CUMULATIVE AVERAGE NUMBER OF REPETITIONS PER ROBOT ACTION. This number reflects
how often the robot displayed a certain robot action, either in the current session or previous
sessions. The higher the number, the more opportunities the child had to learn to predict this
action. In the high-variance condition, this large amount of unique actions should result in
fewer repetitions per action than in the low-variance condition.

For the manipulation check, we consider all variants of robot actions as being unique actions. For
the variables that were calculated per minute, we excluded the time when there was a technical
difficulty. To assess to what extent there is a difference between the two conditions on each of these
four items, we conducted four mixed ANOVAs, where the condition is a between-subject variable
and session a within-subject variable. Furthermore, we assessed each outlier and consider to re-
move them from the analysis. This was done by placing the outlier in context of what happened
during the session as well as relating the value of the outlier to the values of the other condition.

5 RESULTS
5.1 Manipulation Check

On average the children engaged in the DE-ENIGMA activity for 16 minutes and 13 seconds (SD
= 3 min, 1 s) in the low-variance condition. For the high-variance condition, the average was 15
minutes and 39 seconds (SD = 1 min, 23 s). There was no significant difference in the time spent
in the activity between the conditions (F(1, 22) = 3.30, p = .08, r]f, = .13, }712, 90% CI[.00, .34]), over
sessions (F(3, 66) = 2.55, p = .06, 5, = .10, 5, 90% CI[.00, .20]), nor an interaction effect (F(3, 66) =
0.22, p = .88, qf, =.01, r]f, 90% CI[.00, .03]). Note that the variables reported below are all normalised
to account for differences between children and sessions in the time that the session lasted.

The extent to which there was variance in the robot’s behaviour per session can be seen in
Figure 3 for both conditions. The average number of robot actions per minute for the low-variance
condition was 5.43 (SD = 0.55) and 5.36 (SD = 0.82) for the high-variance condition. There was no
significant difference in the average number of robot action per minute over sessions (F(3, 66) =
0.58, p = .632, 15 = .03, 115, 90% CI[.00, .07]), between conditions (F(1, 22) = 0.09, p = .763, 1;, <
01, 75, 90% CI[.00, .12]), or an interaction effect (F(3, 66) = 0.91, p = .441, n;, = .04, 13 90% CI[.00,
.10]). As expected, there was a significant difference between conditions in the average number of
unique robot actions per minute (F(1, 22) = 136.78, p < .001, r]f) = .86, r]f, 90% CI[.74, .90]), where this
number was significantly higher in the high-variance condition (M = 3.80, SD = 0.63) than in the
low-variance condition (M = 1.80, SD = 0.30). Similarly, the difference between conditions for the
average number of novel robot action per minute was significant (F(1, 22) = 363.44, p < .001, }712, =.94,
r]f, 90% CI[.89, .96]). The robot in the high-variance condition displayed a higher number of novel
actions per minute than in the low-variance condition for each of the four sessions. For the average
number of repetitions per action there was also a significant difference between the conditions (F(1,
22) =406.46, p < .001, 7]?, =.95, 1712) 90% CI[.90, .96]). For each session, the high-variance condition had
fewer repetitions per action than in the low-variance condition. Based on these tests, we conclude
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Fig. 3. Boxplots that show to what extent variance in the robot’s behaviour was achieved. (A) shows the
average number of actions the robot performed per minute, (B) shows the average number of unique actions
performed by the robot actions per minute within a session, (C) shows the average number of actions that the
robot performed for the first time per minute, and (D) shows the cumulative average number of repetitions
per robot action.

that the robot’s variance was significantly different between the conditions, as well as sufficiently
large given the reported effect sizes.

While we consider the manipulation of the extent of variance in the robot’s behaviour successful,
there were four sessions of three children where the variance of the robot’s behaviour was more
akin to that of the other condition. In the low-variance condition, the first session of one child
was only partially recorded in our logfiles due to technical issues. The data loss resulted in a
shorter session recording, which in turn resulted in a higher number of unique and novel actions
per minute, as well as fewer repetitions per action. Nonetheless, it was a regular session where
the child was engaged for most of the time. It is therefore likely that the system performed as
intended and produced low variance in the robot’s behaviour. In the high-variance condition, two
children had sessions where the robot showed few unique actions. For one child, this was the case
in sessions 3 and 4, while for the other it was only for session 3. Note that for session 3, these
instances are not statistical outliers and therefore are not shown as such in Figure 3. For all three
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Table 3. Model Fit Measures for Each Model as They Increase in Complexity, as well as Chi-Square
Statistic with 1 Degree of Freedom and Statistical Significance

Model df AIC BIC Log-Likelihood  y* P
Basic growth models
(A) Conditional 9 2646 49.54 —4.23 - -
(B) Conditional with quadratic trend 9 2146 4454 -1.73 - -
(C) Three-level 12 2745 58.22 -1.72 0.01  .999
MopEL B with covariate
(D) CARS-2 score 10 13.86 39.50 3.07 9.60 .002
(E) Exp. lang. score 10 14.87 40.52 2.56 8.59 .003
(F) TUSC-S score 10 23.43 49.08 - 1.72 0.03 .867
MobEkL D with another covariate
(G) CARS-2 score and exp. lang. score 11  12.05 40.26 4.98 3.81 .051
MobgL G with interaction between covariate and condition
(H) CARS-2 score * condition 12 14.05 44.82 4.98 <0.01 .961
(I) Exp. lang. score * condition 12 11.08 41.85 6.46 2.97 .085
(J) TUSC-S score * condition 13 15.14 48.48 5.43 091 .634

Each model is compared with the first model with lower complexity as reflected by the model’s degrees of freedom.
For the models with one or two covariates, the models are compared, respectively, to MODEL B and MobpEL D. The
models with an additional interaction effect between the covariate and the condition are compared with MoDEL G.

sessions, the child was disengaged for most of the session, limiting the progression through the
content. In turn, the robot only displayed a limited repertoire of its behaviours, which increased
the chance of displaying actions that had already been displayed before. Given that this happened
in the last two sessions, we cannot exclude that this happened due to their experiences in the first
and second session. Moreover, the mean number of novel actions per minute and repetitions per
action are in line with the high-variance condition. Therefore, we include these sessions in the
main analysis.

5.2 Behavioural Engagement

The parameter estimates for each of the multi-level models are presented in Table 3. First, we fitted
a basic conditional growth model (MopEL A) with random slopes and intercept. As fixed effects,
this model contains the session, condition, and an interaction effect between the two. For the
covariance structure, we used a first-order autoregressive covariance structure. To further explore
the trend of behavioural engagement over sessions, we fitted a quadratic and cubic trend instead
of the linear trend. The quadratic trend best fitted the change in behavioural engagement over
sessions (MoDEL B). Next, we investigated whether accounting for the adult who was leading the
session improved the model (MopEL C). This required a three-level model, where the adult is a
crossed effect. Compared with MoDEL B, the three-level model did not significantly improve the
model fit (y*(1) = 0.01, p =.999). Thus, while the children received their sessions from one of three
adults, this does not explain the variance in their behavioural engagement.

Next, we investigated whether individual differences in characteristics of the children could
explain the variance in behavioural engagement. We took MoDEL B, as it had the best model fit,
and investigated whether the CARS-2 score, expressive language score, or IUSC-S score, improved
the model fit. Adding the CARS-2 score as covariate significantly improved MopeL B (y%(1) = 9.60,
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Table 4. Parameter Estimates for the Growth Model on Behavioural Engagement with the CARS-2 Score
(MoDEL D), Bespoke Expressive Language (Exp. Lang.) Score (MopEL E), or both CARS-2 and Bespoke
Expressive Language Score as Covariate (MopEL G)

MobEeL D: CARS-2 MobEL E: Exp. Lang. MobpEL G: CARS-2 + Exp. Lang.
Variable b (SE) 95% CI b (SE) 95% CI b (SE) 95% CI
Fixed effects
Intercept ~ 1.59 (0.33)  0.95,1.59  —0.09 (0.20) —0.47,0.29  0.89 (0.41) 0.09, 1.69
Session?  —0.01(0.01) —0.03,0.00 —0.01(0.01) —0.03,0.00 —0.01 (0.01) —0.03, 0.00
Condition —0.09 (0.14) —0.37,0.19  —0.08 (0.13) —0.34,0.18  —0.05 (0.12) —0.31, 0.20
Ses?:Cond —0.01(0.01) —0.03,0.01  —0.01(0.01) —0.03,0.01 —0.01(0.01) —0.03, 0.01
CARS-2 —0.04 (0.01) —0.06, —0.02 - - —0.03 (0.01) —0.05, —0.01
Exp. Lang. - - 0.20 (0.06) 0.07,0.32  0.13 (0.06) 0.01, 0.25
SD 95% CI SD 95% CI SD 95% CI

Random effects

Intercept 0.41 0.30, 0.56 0.33 0.24, 0.46 0.35 0.25, 0.50
Session 0.12 0.09, 0.17 0.12 0.09, 0.17 0.12 0.09, 0.17

MonbEL D: Behavioural engagement ~ Session * Condition + CARS-2 + (Session | Participant).
MonbeL E: Behavioural engagement ~ Session® * Condition + Exp. Lang. + (Session | Participant).
MobEL G: Behavioural engagement ~ Session® * Condition + CARS-2 + Exp. Lang. + (Session | Participant).

The statistically significant parameter estimates for the fixed effects are in bold, excluding the intercept.

p =.002). Similarly, the expressive language score for expressive language significantly improved
MonbEL B (y%(1) = 8.59, p = .003). Adding the IUSC-S did not significantly improve MopEeL B (y?(1)
=0.03, p = .867).

Based on the model fit of the models reported above, and whether they significantly improved
the model fit, we consider MoDpEL D with the CARS-2 score as covariate, and MopEeL E, which has
the expressive language score as covariate, as the models that best explain the variance in behavi-
oural engagement. However, to understand to what extent the CARS-2 score and the expressive
language score explain the same variance in behavioural engagement, we fitted a model using both
covariates (MoDEL G). This did not significantly improve the model fit compared to the best model
with only one covariate (MoDEL D). Furthermore, while this model has a better fit than MopEL D,
it is also more complex, as reflected by a higher BIC.

To investigate whether the covariates actually moderated the effect of the condition (robot pre-
dictability) on behavioural engagement, we further added an interaction effect between the cov-
ariate and the condition to MoDEL G. For the CARS-2 score, this did not significantly improve the
model fit of MopEL G (y*(1) < 0.01, p = .961). Nor was the model fit improved when adding an
interaction effect for the expressive language score (y%(1) = 2.97, p = .085), or the IUSC-S score
(x%(1) = 0.91, p = .634).

The model parameters of all MoDEL D, E, and G can be seen in Table 4. For MopEL D, the CARS-
2 score was significant (#(21) = —3.52, p = .002). The condition was not significant (£(21) = —0.64,
P = .529), nor was session? (#(70) = —1.78, p = .079), or the interaction between the condition and
session? (#(70) = —1.18, p = .243). The relationship between the two conditions and behavioural
engagement showed significant variance in intercepts across the children. In addition, the slopes
significantly varied across children, and the slopes and intercepts were negatively and significantly
correlated (r = —.73, 95% CI[-.88, —.45]).
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Fig. 4. The predicted values (marginal effects) for behavioural engagement of growth MopkeL G, presented
in Table 4.

The parameter estimates for MoDEL E, including the expressive language score, show a sim-
ilar trend to MopEL D. The covariate, expressive language score, was significant (#(21) = 3.25,
p = .004). But neither the condition (#(21) = —0.64, p = .530), session? (¢(70) = —1.78, p = .079),
nor the interaction effect between the condition and session? was significant (#(70) = —1.18, p =
.243). The random intercept and slopes showed a significant and negative correlation (r = —.52,
95% CI[-.78, —.12]).

The marginal means for behavioural engagement, estimated by MoDEL G, can be seen in Figure 4.
MopkL G, which includes the CARS-2 and expressive language score as covariates, shows that
both covariates significantly contribute to predicting the variance in the behavioural engagement
of the children. For the CARS-2 the parameter estimate is —0.03 (£(20) = —2.51, p = .021). This
means that the model estimates that autistic children who scored higher on the CARS-2 were less
behaviourally engaged. For the expressive language score, the parameter estimate is 0.13 (#(20) =
2.18, p = .042), which means that autistic children with more complex expressive language, with
scores ranging from 0 to 4, were also more behaviourally engaged than those with less complex
expressive language. The model shows that the condition was not significant, nor did the condition
interact with the sessions.

5.3 Visual Attention

The visual attention over the sessions can be seen in Figure 5. As our hypotheses only relate to
the “robot” and “elsewhere” gaze direction, we will not report on the other annotated gaze direc-
tions. Again, we fitted multi-level models, using random slopes, random intercepts, and first-order
autoregressive covariance structure, to model the participants’ visual attention with the robot and
their visual attention elsewhere. The parameter estimates for the conditional growth model on
visual attention towards the robot can be seen in Table 5. The relationship between the robot’s
variance and visual attention with the robot showed significant variance in intercepts across the
children, but the slopes were non-significant. We investigated whether accounting for the differ-
ences between children, as measured by the individual factors, improved the model. In contrast
to the previous results on behavioural engagement, this was not the case for any of the measures.
The model that best fits the data is therefore a conditional growth model with random intercepts.
The visual attention towards the robot significantly decreased over sessions (#(70) = —2.91, p =
.005). This could be due to other factors that influence visual attention, such as a novelty effect
that wears off, or boredom. There was no effect of condition (#(22) = 0.56, p = .579), nor was there
an interaction effect between condition and session (#(70) = —1.24, p = .219).
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Fig. 5. The (unmodelled) percentage of time a participant spent looking at each of the annotated directions
for each of the sessions (visual attention) and each of the conditions.

The model parameters for the children’s visual attention elsewhere can also be seen in Table 5.
We found no significant variance in the slopes across children. The variance in intercepts did signi-
ficantly differ. Again, accounting for differences on the autism-specific measures did not improve
the model. Therefore, the data was best described by a conditional growth model with random in-
tercept. The visual attention elsewhere did not significantly decrease over sessions (#(70) = —0.12,
p =.908), nor was there a significant difference between conditions (#(22) = —1.75, p = .095). There
was, however, a significant interaction effect between the condition and session (#(70) = 3.90, p <
.001). In the high-variance condition, children looked increasingly “elsewhere” over sessions com-
pared with the low-variance condition. Thus, in contrast to the results for behavioural engagement,
this shows an impact of robot predictability on the children’s visual attention—which is indicative
of engagement—to the robot-assisted activity.

6 DISCUSSION

The goal of our study was to investigate the interplay between robot predictability, the behavi-
oural engagement and visual attention to the activity, and the idiosyncrasies therein between
autistic children. To that end, we manipulated the variance in the robot’s behaviour as a way to
operationalise predictability, and measured the children’s behavioural engagement and visual
attention in a robot-assisted activity, as well as individual factors.
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Table 5. Parameter Estimates for the Conditional Growth Models for Visual Attention
towards the Robot and Elsewhere

TOWARDS THE ROBOT ELSEWHERE

Variable b (SE) 95% CI b (SE) 95% CI
Fixed effects

Intercept 0.46 (0.04)  0.38,0.55 0.22 (0.04)  0.14, 0.29

Session —0.03 (0.01) —0.05,—0.01  —0.00 (0.01) —0.02, 0.02

Condition 0.03(0.06)  —0.09, 0.15 —0.10 (0.05) —0.21, 0.00

Session:Condition  —0.02 (0.01)  —0.05, 0.01 0.05 (0.01)  0.03, 0.08

SD 95% CI SD 95% CI

Random effects

Intercept 0.10 0.07,0.14 0.10 0.08, 0.15

VISUAL ATTENTION TOWARDS THE ROBOT ~ Session * Condition + (1 | Participant).
VISUAL ATTENTION ELSEWHERE ~ Session * Condition + (1 | Participant).
The statistically significant parameter estimates for the fixed effects are in bold, excluding the

intercept.
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Fig. 6. The predicted values (marginal effects) for the visual attention towards the robot (A) and elsewhere
(B) of the growth models presented in Table 5.

We found that for the less predictable robot, autistic children paid less visual attention to activity-
relevant locations as the sessions progressed. Rather, the children started to pay more attention
to locations where nothing moves (annotated as “elsewhere”), such as the walls, the cameras, or
the room divider. In contrast to our predictions, however, the robot’s predictability did not impact
on behavioural engagement. The children continued to engage with the robot-assisted activity re-
gardless of the robot’s predictability. We did find, though, that individual differences in children’s
background characteristics were related to their behavioural engagement. Higher autistic features
were related to less behavioural engagement of autistic children, while the children’s expressive
language ability was related to greater behavioural engagement. Visual attention, on the other
hand, was not influenced by any of the individual differences measured. Finally, we found no evid-
ence for a relation between the autistic children’s IU and their response to the robot’s predictability
in terms of their behavioural engagement and visual attention.

In conclusion, it appears that the children continued engaging in the robot-assisted activity, but
started to pay less visual attention over time to the activity-relevant locations when the robot was
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less predictable. Instead, the children started to pay more attention to locations that visually do not
change (i.e., no changes in sensory information), such as the walls, or the floor—they look away
from the activity. We believe this might be a coping strategy to minimise sensory input and deal
with anxiety resulting from the inability to learn to accurately predict the robot’s actions. Similarly
to how stimming can be used by autistic children to generate predictable sensory information to
deal with an overload of unpredictability [135]. For learning, paying less visual attention to the
activity-relevant locations is problematic as it indicates that the child is less strongly engaged
with learning tasks. In particular, this may impact long-term use of robot-assisted interventions,
as in our study this effect got stronger over sessions. We may also expect that eventually the
children may start to be less behaviourally engaged, when the encouragement from the adult starts
to fail in motivating the child to engage with the robot and deal with the resulting unpredictability.
However, as we did not measure the children’s learning, we cannot draw a firm conclusion about
whether the diminished visual attention also impacts the learning.

The result that individual differences influence the behavioural engagement of autistic children
is in line with previous studies that found correlations between autistic features, measured through
the CARS-2, and behavioural engagement [117, 127]. Similarly, Kostrubiec and Kruck [78] found
correlations between autistic features, measured via the SCQ, and the proportion of prosocial be-
haviours in a robot-assisted intervention. Not only do individual differences seem to influence to
what degree autistic children are behaviourally engaged in activities with robots, they are also
correlated with how they behaviourally engage [127]. Researchers often report increased engage-
ment, increased levels of attention, and novel social behaviours when incorporating a robot in the
interaction [38, 113, 121, 122]. For such studies, it is then important to account for the individual
differences and report these. But the relationship between the children’s individual differences and
behavioural engagement also raises a new question: Do the children’s individual differences only
influence their behavioural engagement directly, or do they moderate the relationship between the
effect of the robot on behavioural engagement. Understanding this relationship would allow us to
better determine which autistic children may benefit in particular from such robot activities or in-
terventions. Lastly, these findings also suggest that the way autistic children interact with, or in the
presence of, robots could potentially be indicative of their autistic features. This warrants further
research, but might be particularly interesting for robots that are used for diagnosing autism.

Whether certain individual factors also moderate the effect of robot predictability on engage-
ment remains unanswered by this study, as we found no evidence that this was the case. In par-
ticular, we had expected that those higher in IU would also be more strongly affected by the ro-
bot’s predictability, given the similarity between IU and unpredictability. While other studies did
find relationships between IU and autistic features, such as the presence of sensory sensitivities
[95], repetitive motor behaviours, and insistence on sameness [145], we found no results in our
study that support a relationship between IU and predictability. Similarly, in an earlier study with
(typically developing) adults where we manipulated predictability only in terms of topic variance,
we found no relationship either between IU and the social perception of the robot in terms of
warmth, competence, and discomfort [128]. While unpredictability and uncertainty are often used
interchangeably, suggesting conceptual similarity [56], our results suggest that greater caution is
warranted when doing so. In the current study, we defined and manipulated robot predictability
in terms of making it more or less difficult to learn to predict the robot’s behaviour. However, the
questionnaires on IU are more about uncertainty regarding events further into the future than the
robot’s next action(s) would be. The children knew that they were going to interact with “Zeno the
robot” at a certain point during the day, that they would then play several games with the robot,
and then go back to class—a fixed structure. In that sense, the children could predict the robot’s
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behaviour on a more abstract level (i.e., the robot will perform actions related to the games), but not
on precisely when, where, and how those robot actions would appear. Possibly, IU relates to an in-
tolerance for situations without a clear structure on what is going to happen in a longer time span,
resulting in the unpredictability of future events. Predictability, as we defined and manipulated it,
related more to predicting sensory information in the immediate future. This distinction may also
be relevant when considering the role of predictability and uncertainty in the non-social features
of ASC, in particular in insistence of sameness (e.g., inflexible adherence to routines, or ritualised
patterns) given that both IU and insistence of sameness refer to liking things to be predictable and
a dislike of change [21].

To our knowledge, this is the first study that has operationalised and manipulated predictabil-
ity in a real-world setting and showed how the extent of unpredictability can be quantified. The
metrics in our manipulation check can be used to compare the degree of unpredictability between
studies using robots. In general, robotic technology is uniquely position for investigating predict-
ability in autistic children, as they allow us to carefully manipulate its predictability (unlike with
humans), but they also elicit social interactions in autistic children. There is some preliminary
work in trying to teach autistic children to deal with unpredictability [e.g., 58, 115]. To this end,
robots may be particularly useful in that its unpredictability can be carefully increased in both in-
tensity as well as in predicting different aspects of the environment (e.g., predicting robot actions,
or predicting future events).

6.1 Limitations

In our study, we manipulated the predictability of the robot’s behaviour through its variance. This
ought to have made it more difficult to learn to predict the robot’s behaviour. Through our manip-
ulation check, we concluded that this manipulation was successful. However, possibly even in the
high-variance condition, the robot’s behaviour was not problematically unpredictable, as is the un-
predictability of human behaviour for example. In practice, robots can be more unpredictable than
we could manipulate in our study, as we needed to keep the conditions comparable and avoid con-
founding factors. In the future, robots will become more sophisticated and capable of levels closer
to humanlike behaviour. In turn, so too does their ability to be unpredictable. Thus, robot predict-
ability could affect the engagement of autistic children more strongly when they become more
sophisticated and humanlike. In our study, we looked at the ability to predict the robot’s actions,
which is not the same as the extent which one perceives the robot to be predictable (attributed predict-
ability) [128]. Even though a robot’s behaviour is more difficult to predict, it can still be considered
to be more predictable [41, 128]. Current measures for attributed predictability are too complex to
be used for autistic children in our study, as they rely heavily on language and intellectual abil-
ity. When new measures become available, it would be interesting to assess the autistic children’s
attributed predictability in relation to different levels of variance in the robot’s behaviour.

Note that there are several sources of variance that could not be controlled fully in our study.
First, there is inherent variation in robot motion due to limits in reproducibility of motion by the
robot’s stepper motors, which may differ slightly with each operation. Second, we were not able
to control for the affective quality and the attractiveness for engagement of each specific variant
we chose, despite the fact that we selected ones with similar verbal and/or motion qualities. For
example, children may have experienced more negative affect when the robot used the specific
term “Time for dancing”, which was present only in the high-variance condition. Additionally, for
some sessions, technical difficulties resulted in unintended behaviours and form of behaviours,
introducing some variability. These instances were not annotated, but the effects could possibly
carry over to later in the session.
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Finally, we also note that, as with most studies that concern robots and autistic children (see
[12, 38]), our sample size was relatively low. This can negatively influence the generalisability of
our results and prevents us from drawing strong conclusions. It is therefore important to take the
reported margins of error into account when interpreting our results.

7 CONCLUSION

Predictability is important to autistic individuals, and robots have been suggested to meet this
need as they can be programmed to be predictable, as well as to elicit social interaction. However,
little was known about the interplay between robot predictability, engagement in learning, and the
individual differences between autistic children. Here, we systematically manipulated the robot’s
predictability, and measured the behavioural and visual attention of the autistic children. Addi-
tionally, we also measured several individual factors, including the children’s autistic features,
expressive language ability, and [U. We found that the children will continue engaging in the
activity behaviourally, but start to pay less visual attention over time to activity-relevant loca-
tions when the robot is less predictable. Instead, they increasingly start to look away from the
activity. Ultimately, this could negatively influence learning. In particular for tasks with a visual
component, where paying less visual attention leads to fewer opportunities for learning. Further-
more, we found that the severity of autistic features and expressive language ability had a sig-
nificant impact on behavioural engagement. This finding is relevant for robots used for diagnos-
ing autism and raises the question whether individual differences only directly influence behavi-
oural engagement or whether they moderate the effect of a robot on the children’s behavioural
engagement.

We consider our results as preliminary evidence that robot predictability is an important
factor for keeping children in a state where learning can occur. In particular, in long-term in-
teractions with many sessions, our results indicate that the trend of paying less visual atten-
tion increases over time. As individual differences between autistic children were shown to
have a significant impact on behavioural engagement, future studies should therefore be care-
ful to account for these differences. Finally, our study indicates that predictability can be stud-
ied in real-life scenarios with real stimuli, rather than artificial stimuli in lab settings. We also
showed how the degree of predictability can be quantified in a way that it can be used as a
manipulation check to display the degree of unpredictability between conditions in a real-world
setting.

Once the engagement of the children with the robot has been further clarified, future research
should consider looking into the affective component of engagement to investigate whether a
more predictable robot is more enjoyable to the children. Additionally, future research is needed
to determine whether “higher quality” engagement also leads to more and faster learning. After
all, increased engagement alone is insufficient to justify robots to assist in interventions for aut-
istic children when it does not also lead to increased learning. In our study, we opted for a
holistic approach to increasing the robot’s unpredictability by implementing several types of
variance. Future research should examine to what extent each types of variance influences aut-
istic children. This would allow us to more carefully take the robot’s predictability into account
when designing its behaviour. Lastly, the goal of our study was to investigate how we should
design robots to best aid autistic children in learning, specifically focusing on their need for pre-
dictable environments whilst taking the children’s idiosyncrasies into account. Future research
could also investigate the role of a robot’s predictability in engaging typically-developing chil-
dren in learning, in order to assess whether or not predictability is uniquely important to autistic
children.

ACM Transactions on Computer-Human Interaction, Vol. 28, No. 5, Article 36. Publication date: August 2021.



Predictable Robots for Autistic Children 36:31
APPENDICES
A  EXAMPLES OF THE VARIATIONS OF THE ROBOT’S BEHAVIOURS
Table 6. Some Examples of the Variations for Certain Robot Actions
Description Variant one Variant two Variant three Variant four
(Default)
Introduction actions

Greeting “Hi, my name is  “Hello. I am “I am Zeno. “Hi, I am Zeno. +
Zeno.” + wave Zeno the robot” Hello!” + wave  wave with left
with rightarm  + wave with left with rightarm  arm”

arm
Game actions

Prompt eyes “Find eyes.” “Choosing eyes” “Where are “Find my eyes.”

eyes?”

Resolve eyes “You found my  “You found “That’s right” +  “You found...
eyes!” + eyes them!” + eyes eyes open then  eyes!” + eyes left
open then close left then right close then right

Generic actions

Praise “Good job!” “Well done!” “Good working!” “Excellent!”

Unsure “Tdon’t know”  “Sorry, don’t “Maybe?” “Not sure”

know”

Topic variant actions

Low-variance condition

High-variance condition

Description Triggering event  Action Triggering event  Action
Respond to noise There was noise  “What’s that There was no “What’s that
noise?” noise noise?”
Respond to Child is out of ~ “Where are Child is sitting ~ “Where are
child’s presence  view of the robot you?” in front of the you?”
robot
Respond to WiFi - - Robot loses WiFi “Reconnecting.
connection lost connection Reconnecting.
(unobservable Success.”

internal event)

In the low-variance condition, the robot would only perform the default variant of an action. In the high-variance
condition, the robot would select one of the four variants of an action. For the topic variant actions, there is only one
variant. These actions were triggered by the wizard, who made sure that the actions were a response to an observable
event in the low-variance condition. In the high-variance condition, there was no observable event that could explain
the action. There were also more types of topic variant actions in the high-variance condition, as some of those actions
were plausible responses to internal events. The child had no way of observing these internal events, thus they only

occurred in the high-variance condition.
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B FLOW DIAGRAM OF THE DE-ENIGMA GAMES

The “Pink” Game The “Blue” Game The “Green” Game The “Yellow” Game

Explains
and
prompts if
required.

Explains
and
prompts if
required.

“You “This is my
found my 2 scared
mouth!” v mouth.”

Fig. 7. Flow diagram of the four DE-ENIGMA games. First, the robot or adult would prompt the child with
a question or to explore the options that were shown on the tablet. The child could then select one of the
options, which was highlighted with the green square, or one of the four images in the Yellow Game. After
selecting an option, the highlights on the tablet are removed. The robot then responded to the child’s option
by labelling the chosen option and moving the respective facial feature, or displaying the facial expression.
In case of the Blue and Yellow Game, the robot would also evaluate the child’s answer and provide posit-
ive feedback. Each of the sequences shown were repeated four times for each game (with different facial
features/facial expressions).

C IUSC-S QUESTIONNAIRE

The IUSC-S questionniare can be seen in Table 7. To assess how many dimensions of intolerance
of uncertainty the IUSC-S measured, we conducted a Principle Component Analysis (PCA) on 15
items with varimax rotation. The Kaiser-Meyer-Olkin (KMO) measure verified the sampling ad-
equacy for the analysis (KMO = .65), and all KMO values for individual items were >.55. Given our
sample size of 24, this is sufficient, but mediocre. Bartlett’s test of sphericity indicated that correla-
tions between items were sufficiently large for PCA (x2(105) = 312.61, p < .001). Two components
had eigenvalues above Kaiser’s criterion of 1 and together explained 70.85% of the variance. Table 8
shows the component loadings for each item, where we highlighted items with loadings of .72 or
higher and with a cross loading difference greater than .2, based on recommendations from Stevens
[136]. Based on these component loadings, we exclude item 2, 7, and 11 for computing the IUSC-S
scores.
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Table 7. The IUSC-S, Parent-Report form, Adapted from the Complementary Study

Questions

1. Uncertainty makes my child’s life intolerable.

2. My child’s mind cannot be relaxed if he/she does not know what will happen tomorrow.
3. Uncertainty makes my child uneasy, anxious, or stressed.

4. Unforeseen events upset my child greatly.

5. It frustrates my child to not have all the information he/she needs in a situation.
6. Uncertainty keeps my child from living a full life.

7. When it’s time to act, uncertainty paralyzes my child.

8. When my child is uncertain he/she cannot function very well.

9. Other children seem to be more certain than my child.

10. Uncertainty makes my child unhappy or sad.

11. My child always wants to know what the future has in store for him/her.

12. My child cannot stand being taken by surprise.

13. Uncertainty keeps my child from sleeping soundly.

14. My child tries to get away from all uncertain situations.

15. The ambiguities of life stress my child.

Table 8. The Component Loadings for the Items on
The IU as Measured by the IUSC-S

Item Component 1 Component 2
Item 6 .90 —.12
Item 4 .87 .20
Item 15 .87 -.09
Item 3 .86 -.25
Ttem 1 .86 -.12
Item 12 .84 .02
Item 10 .84 -.23
Item 5 .79 -.27
Item 14 .78 27
Ttem 13 77 17
Item 9 .74 -.17
Item 8 .73 A1
Item 7 .70 .55
Item 11 .58 .58
Item 2 .48 —-.63
Eigenvalue 9.16 1.47
% of variance 61.08 9.77
Cronbach’s a .96 34

The component loadings that meet the recommendations
of Stevens [137] are in bold.
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D CONFUSION MATRICES FOR BEHAVIOURAL ENGAGEMENT AND
VISUAL ATTENTION

Table 9. Confusion Matrix of the Annotations for
Behavioural Engagement between the Main Coder
and Secondary Coder

Secondary coder

Main coder -2 -1 0 1 2 Total

-2 188 47 28 14 4 281

-1 6 105 53 15 1 180

0 7 20 706 60 2 795

1 9 17 79 796 57 958

2 2 4 3 60 198 | 267

Total 212 193 869 945 262 | 2,481
The number of annotations that both coders annotated similarly
are in bold.

Table 10. Confusion Matrix of the Primary Annotations for Visual Attention between

the Main Coder and Secondary Coder

Secondary coder

Main coder Robot Tablet Teaching Mats. Adult Assistant Elsewhere Mixed | Total
Robot 1,599 23 10 16 0 60 27 1,735
Tablet 19 1,070 5 7 0 24 12 1,137
Teaching Mats. 7 2 534 5 0 13 4 565
Adult 12 8 6 373 0 28 19 446
Assistant 1 0 0 0 10 2 4 17
Elsewhere 28 40 11 16 0 904 19 1,018
Mixed 11 7 5 9 0 25 55 112
Total 1,677 1,150 571 426 10 1,056 140 5,030

The number of annotations that both coders annotated similarly are in bold.

Table 11. Confusion Matrix of the Secondary Annotations for Visual Attention between the

Main Coder and Secondary Coder

Secondary coder

Main coder Robot Tablet Teaching Mats. Adult Assistant Elsewhere Mixed | Total
Robot 305 16 7 13 1 23 16 381
Tablet 19 122 1 6 0 7 6 161
Teaching Mats. 10 1 60 4 0 5 3 83
Adult 13 7 3 118 0 7 9 157
Assistant 0 0 0 0 7 0 0 7
Elsewhere 17 8 4 11 0 119 10 169
Mixed 6 4 0 6 1 3 52 72
Total 370 158 75 158 9 164 96 1,030

The number of annotations that both coders annotated similarly are in bold.
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