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ABSTRACT

Previous studies have shown that watching captioned and subtitled foreign
language videos facilitates second language vocabulary learning (e.g., Koolstra &
Beentjes, 1999; Montero Perez, Van Den Noortgate, & Desmet, 2013). The majority of
studies have focused on the examination of captions (i.e., on-screen text in the same
language as the soundtrack) and first language (L1) subtitles (i.e., on-screen text in
viewers’ L1). Despite the widespread use of bilingual subtitles (i.e., the simultaneous
presentation of captions and L1 subtitles) in certain contexts, empirical evidence
demonstrating their potential benefits for incidental vocabulary learning is scarce. In
addition, available studies have yielded conflicting findings (e.g., Li, 2016; Lwo & Lin,
2012), questioning the benefits of bilingual subtitles for vocabulary development. These
inconclusive findings could be due to learners’ different uses of various sources of input
in bilingual subtitles. However, little is known about how learners process subtitled
areas or novel words in bilingual subtitles and how learners’ engagement with novel

words may relate to their vocabulary gains.

This thesis reports a mixed methods study undertaken with 112 Chinese learners of
English to investigate: 1) the relative effectiveness of bilingual subtitles for incidental
vocabulary learning, compared to captions and L1 subtitles, by using offline tests; 2)
learners’ attention allocation to subtitled areas and novel words by using eye-tracking; 3)
learners’ awareness and processing strategies for novel words by means of stimulated
recall interviews; and 4) the relationship between learners’ engagement with novel
words (as measured by eye movements and stimulated recall interviews) and vocabulary

learning gains.

Overall, the results indicate that bilingual subtitles are less beneficial than captions
for recognising word forms, but more beneficial for facilitating meaning knowledge
than other subtitling types. When using bilingual subtitles, learners spent more time
processing L1 lines and L1 translations of unknown words than English equivalents.
The bilingual subtitles group reported less awareness of novel words than the captions
group but more than the L1 subtitles group. Moreover, more cases of using L1
translations to check the meanings of novel words were recorded than in the L1 subtitles

group. The use of L1 translations seemed to prompt establishing initial form-meaning



connections. Additionally, the time spent on English word forms, not L1 translations,

facilitated vocabulary learning.



IMPACT STATEMENT

This research was motivated by the widespread use of bilingual subtitles by
Chinese learners of English and by the lack of investigation of their benefits for
language learning. The study presented in this thesis describes a comprehensive
examination of the relative effectiveness of bilingual subtitles for incidental vocabulary
learning, as well as of learners’ engagement with on-screen text and novel words while
viewing. This research provides important insights into second language learning from
viewing and multimedia learning for researchers, classroom practitioners, language

learners, material developers, and policymakers.

For researchers, this research represents a considerable methodological innovation,
which combined both quantitative (offline performance tests and online eye-tracking
data) and qualitative data (stimulated recall) to paint a more comprehensive picture of
learning from viewing. To the best of my knowledge, this is the first time these methods
have been used in combination in a multimedia learning setting. The use of different
forms of data helps to offset the limitations of each research method. Eye-tracking
unobtrusively records learners’ real-time eye movements during viewing. Together with
learners’ self-reported data, which further reveals learners’ cognitive engagement, a
more accurate and thorough understanding of the relationship between learning
processes and outcomes is revealed. The study presented in this thesis can inform future
research in the area of vocabulary learning through multimedia and guide future

methodological decisions.

While this study was situated within the context of learning from viewing outside
the classroom, the results also have important implications for classroom practitioners,
as subtitled viewing is now a frequently used activity in the classroom. The present
findings further support using audio-visual materials that suit learners’ L2 proficiency to
facilitate vocabulary learning and advocate using on-screen text containing L2 to further
enhance this benefit. Bilingual subtitles are effective for establishing initial
form-meaning connections by providing both L1 and L2. However, the study shows that
users of bilingual subtitles tended to over-rely on L1 translations, which might not be
conducive to the development of form, and resulted in a relatively weak establishment
of form-meaning connections. Moreover, more attention being paid to L2 word forms

but not L1 translations was found to relate to greater learning gains. Therefore, |
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recommend that teachers combine the use of bilingual subtitles with other techniques
(e.g., pre-teaching, test announcement) to boost learners’ attention to word forms.
Bilingual subtitles have the potential to lead to the development of both form and
meaning, but only if used appropriately. Additionally, viewing can be combined with

other deliberate learning activities to reinforce newly acquired vocabulary knowledge.

Subtitled viewing was examined as an out-of-classroom activity in the present
study, whose results can also be used to inform how to maximise the learning potential
of such an activity. Language learners should regard audio-visual materials as language
facilitators and actively use them to increase their exposure to authentic L2 input. To
optimise language learning, learners should try to pay more attention to L2 input during
viewing and use L1 translations to actively engage with unknown language items when
the content is understandable. They can also watch repeatedly the same viewing
material and make use of on-screen text based on their own need to assist their language

learning.

For developers of language learning materials, this research further confirms that
L1 translations can be a short-cut for learners to instantly understand the meaning of
novel language items, but they may also compete with learners’ attention to L2 input.
This study shows that it was learners’ attention to the L2 input, rather than the L1, that
facilitated their learning gains. Thus, when designing bilingual vocabulary learning
materials, L2 information should be designed in a more salient and attractive way to

arouse learners’ engagement with L2 input.

For policymakers, this research encourages the use of bilingual subtitles for
imported English audio-visual materials in China, since they made a similar
contribution to comprehension as L1 subtitles but had the advantage of facilitating word
meaning knowledge. Bilingual subtitles should also be included in different online

video platforms as an option to meet different needs.
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Chapter 1.  Introduction

1.1. Background to and Rationale of the Study

Vocabulary, regarded as “building blocks” in language use (Webb & Nation, 2017,
p. 5), is an essential and fundamental component of second language acquisition (SLA)
(Schmitt, 2010). There is a wealth of research evidence showing that second language
(L2) learners’ vocabulary knowledge contributes greatly to their proficiency level and to
the four language skills (i.e., reading, listening, speaking, and writing), making
vocabulary knowledge a vital prerequisite for language learning success (Qian & Lin,
2020; Schmitt, 2010).

English as a Foreign Language (EFL) learners are expected to master 6,000—7,000
word families in order to accomplish informal daily conversation, and this number rises
to around 8,000-9,000 when it comes to reading a range of authentic texts (Nation,
2006). Due to the limited amount of classroom time, it has been suggested that
deliberate vocabulary learning needs to be supplemented by incidental learning
(Krashen, 1989; Schmitt, 2010; Webb, 2020b; Webb & Nation, 2017). In general,
incidental vocabulary learning is vocabulary learning that occurs as a by-product of
meaning-focused activities or tasks, where learners’ primary objective is to focus on
understanding the meaning without an effort focusing on learning language (Ellis, 1999;
Hulstijn, 2003). Vocabulary researchers agree that being exposed to large amounts of
comprehensible L2 input facilitates vocabulary learning, and that the advantages of
incidental vocabulary learning should not be underestimated (Nation, 2013; Webb,

2020a; Webb & Nation, 2017).
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Evidence for possible ways to learn vocabulary incidentally abounds. Research has
shown that language learners can expand their vocabulary size and deepen their
vocabulary knowledge as a by-product of communicative activities, where the main aim
is comprehension rather than vocabulary learning (Hulstijn, 2001, 2003). Previous
studies have demonstrated the effectiveness of reading (e.g., Elgort, Brysbaert, Stevens,
& Van Assche, 2018; Pellicer-Sanchez, 2016; Pellicer-Sanchez & Schmitt, 2010; Pigada
& Schmitt, 2006), listening (e.g., Brown, Waring, & Donkaewbua, 2008; Elley, 1989;
Pavia, Webb, & Faez, 2019; Van Zeeland & Schmitt, 2013), and reading-while-listening
(e.g., Chang, 2019; Vu & Peters, 2020; Webb, Newton, & Chang, 2013) for foreign
language learners’ incidental vocabulary growth. More recently, researchers have started
to explore the effectiveness of viewing and have shown its benefits for incidental
vocabulary learning (e.g., Montero Perez, Peters, & Desmet, 2018; Peters & Webb,
2018; Rodgers & Webb, 2019).

Apart from the advantages of wide availability and easy accessibility (Montero
Perez, 2020b; Rodgers & Webb, 2011), watching authentic audio-visual materials has
more potential to motivate L2 learners and further increase their language exposure
compared to traditional L2 input (Peters, 2018; Webb & Rodgers, 2009). Moreover, the
combination of both visual and aural input can be more conducive to incidental
vocabulary learning than either visual or aural input alone (Duquette & Painchaud, 1996;
Neuman & Koskinen, 1992). Especially, the use of captions (i.e., on-screen text in the
same language as the soundtrack) and first language (L1) subtitles (i.e., on-screen text
translated in the viewer’s L1) has been found to support this process (e.g., Frumuselu,
De Maeyer, Donche, & Colon Plana, 2015; Koolstra & Beentjes, 1999; Montero Perez
et al., 2013; Peters, 2019; Pujadas & Mufbz, 2019; Winke, Gass, & Sydorenko, 2013).

The majority of studies on viewing have examined the effectiveness of the use of
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captions and/or L1 subtitles for learning, as they have been claimed to be the ones most
frequently encountered by foreign language learners (Mufpz, 2017). However, in
certain contexts, bilingual subtitles (i.e., the simultaneous presentation of L1 subtitles
and captions; Bartolomé& Cabrera, 2005) are the preferred and most frequently used
subtitling type and, despite their popularity, very little research has been conducted to
examine their benefits for language learning.

In the Chinese context, where my study is situated, online viewing is a very
popular form of entertainment. A 2021 report by the China Internet Network
Information Center showed that there were 989 million online video users in mainland
China, and 927 million of them accessed video sites online (CNNIC, 2021), which
covers about 66 per cent of the overall population. Additionally, watching foreign
language audio-visual material is a very common entertainment activity among Chinese
EFL learners, and bilingual subtitles are a strong competitor for monolingual subtitles
(Li, 2016). An initial online survey conducted as part of this thesis (see section 3.1)
showed that Chinese learners had a clear preference for bilingual subtitles. However,
despite their widespread use, empirical studies examining the effectiveness of bilingual
subtitles for L2 vocabulary learning are still scarce.

Bilingual subtitles are believed to be conducive to vocabulary learning because L1
lines provide translations of unknown L2 words and facilitate comprehension, while L2
lines provide the form of unknown words and help learners link written and spoken
forms (Li, 2016; Lwo & Lin, 2012). The possibility of connecting an L2 unknown form
with its correct meaning might support vocabulary learning. However, according to the
Depth of Processing Theory (Craik & Lockhart, 1972), it can also be argued that having
translations of L2 unknown words may reduce learners’ cognitive analysis of their

meanings and lead to shallower memory traces, which are then reflected in smaller
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gains. Importantly, according to the Cognitive Load Theory (Sweller, 1988), there is
also the potential for cognitive overload, as when identical information is presented in
different forms, learners’ working memory may be overloaded, resulting in a
redundancy effect that hinders the learning process (Sweller, 2005b; Winke et al., 2013).
Empirical evidence examining the effectiveness of bilingual subtitles for vocabulary
learning is scarce and available research has yielded conflicting results, with studies
reporting both an advantage for bilingual subtitles over captions and L1 subtitles (e.g.,
Lazareva & Loerts, 2017; Li, 2016) and a lack of any significant difference between
bilingual subtitles and other subtitling conditions (e.g., Hao, Sheng, Ardasheva, & Wang,
2021; Lwo & Lin, 2012). These inconsistent findings could be due to learners’
differential use of the sources of input available in bilingual subtitles.

Apart from the lack of research on bilingual subtitles, the majority of studies
exploring the effectiveness of different subtitling types have mainly used offline,
post-viewing tests, which, although highly informative, cannot tell us much about how
learners make use of bilingual subtitles. Thus, it is still not clear how learners process
different sources of input and how that relates to their vocabulary learning. One
technique that can shed some light on learners’ online processing of bilingual subtitles is
eye-tracking. This technique has been used to detect learners’ attention allocation during
subtitled viewing (e.g., Gass, Winke, Isbell, & Ahn, 2019; Mufbz, 2017; Winke, Gass,
& Sydorenko, 2013). However, only one eye-tracking study to date has investigated
learners’ attention allocation during bilingual subtitled viewing (Liao, Kruger, &
Doherty, 2020). Due to the limited sample size and short length of stimuli, learners’
processing of bilingual subtitles is still far from settled. Most importantly, vocabulary
gains were found to closely relate to the amount of time spent processing novel words

while viewing (Montero Perez, Peters, & Desmet, 2015). This is particularly relevant
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for bilingual subtitles, where learners can choose how they want to allocate their
attention (to a L2 novel word and/or its translation), but no studies so far have
investigated this relationship in bilingual subtitled viewing.

Attention paid to a lexical item can partly reveal a learner’s “engagement” with the
word (Schmitt, 2008, p. 339). However, despite the essential role of attention in
vocabulary learning, increased attention does not always lead to greater learning gains,
since there are other factors influencing vocabulary learning that should also be taken
into account (Schmitt, 2008, 2010). Eye-tracking data can only reveal where and for
how long learners locate their attention while viewing, but cannot inform us about
learners’ underlying cognitive processes, i.e., what they are thinking about when
processing a word (Godfroid & Winke, 2015; Montero Perez et al., 2015;
Pellicer-Sanchez, 2020a). Engagement is a multifaceted construct that has many
definitions in education and language learning research. In the present study, the
definition of engagement with vocabulary is adapted from Svalberg’s (2009) construct
of engagement with language. Incorporating Svalberg’s (2009) definition of cognitive
engagement into the vocabulary learning field in particular, in this study, it is
operationalised as attention, awareness, and vocabulary processing strategies. To have a
more comprehensive view of learners’ engagement with unknown vocabulary, it is
necessary to not only investigate the level of learners’ attention, as reflected in eye
movements, but also to probe learners’ awareness and different processing strategies
used to engage with words by collecting learners’ self-reported introspective data (as
measured by stimulated recall interviews).

To date, little is known about how learners engage with novel words in bilingual
subtitles and how learners’ engagement may relate to their vocabulary gains. Having a

better understanding of how learners process and make use of bilingual subtitles should
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help to explain the current conflicting research findings on the effectiveness of bilingual
subtitles. Furthermore, by comparing online and offline measures, we should be able to
see if (and how) learners’ allocation of attention is related to their vocabulary learning
gains. Additionally, the triangulation of quantitative findings (i.e., online and offline
measures) and qualitative findings (i.e., stimulated recall interviews) can paint a fuller
picture of learners’ engagement and help us better understand the relationship between

learners’ engagement and learning gains.

1.2. Aims of the Thesis

As outlined above, despite the widespread use of bilingual subtitles among Chinese
learners of English, there is a paucity of research investigating their effectiveness on
incidental vocabulary learning. Furthermore, no research has explored how learners
engage with unknown words during bilingual subtitled viewing. A thorough
investigation of the use of bilingual subtitles can reveal the potential of bilingual
subtitles for L2 learners’ incidental vocabulary learning and maximise this learning
potential. Since viewing is a meaning-focused activity and learners engage in this
activity with the main aim of understanding its content, it is also important to explore
potential differences in comprehension. Thus, while the primary focus of the thesis is to
examine vocabulary learning, the relative effectiveness of bilingual subtitles on
comprehension is also explored. The current research addresses the following aims:

1. To examine the relative effectiveness of bilingual subtitles for incidental
vocabulary learning and comprehension, compared to captions, L1 subtitles, and no
subtitles, by using offline tests.

2. To investigate learners’ attention allocation to subtitled areas and novel words
during bilingual subtitled viewing (in comparison to captions, L1 subtitles, and no
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subtitles), through learners’ recorded eye movements.

3. To explore learners’ awareness 0f novel words and their use of vocabulary
processing strategies during bilingual subtitled viewing (in comparison to captions, L1
subtitles, and no subtitles) by means of stimulated recall interviews.

4. To examine the relationship between learners’ engagement with novel words (as
measured by eye movements and stimulated recall interviews) and learning gains (as
measured by offline vocabulary tests).

In order to achieve these aims, a mixed methods study was conducted. As shown in
Figure 1, quantitative methods (as represented in two rectangles) include offline tests to
measure the effects of bilingual subtitles on vocabulary learning and online eye-tracking
data to capture learners’ eye movements while viewing. The qualitative method (as
represented in the oval) includes learners’ verbal reports of their cognitive processes
while viewing to examine their awareness and vocabulary processing strategies.
Quantitative analyses of vocabulary tests and eye-movement data were first conducted,
followed by qualitative analyses of stimulated recall interviews. The relationship
between learners’ vocabulary tests scores and eye-movement data was analysed
quantitatively (as shown by the solid arrowed line). Results from the different analyses
were finally triangulated (as shown by three arrowed lines) to examine the relationship

between learners’ engagement and vocabulary gains.
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Figure 1. Simple Illustration of the Mixed Methods Design and Data Analysis

1.3. Overview of the Thesis

The remainder of the thesis consists of five chapters. Chapter 2 reviews relevant
literature by first introducing the construct of vocabulary and the theoretical and
empirical evidence supporting incidental vocabulary learning. This is followed by a
review of the theoretical and empirical support for incidental vocabulary learning
through viewing. Empirical studies exploring the use of captions and L1 subtitles in
incidental vocabulary learning are reviewed afterwards. Bilingual subtitles, which are
the focus of this study, are then introduced, followed by a review of empirical studies
exploring their effectiveness for L2 vocabulary learning. Then, the application of
eye-tracking methods in L2 vocabulary learning, with a specific focus on reading and
viewing research, is discussed. This chapter ends with a review of the construct of
engagement and empirical studies exploring L2 learners’ engagement with vocabulary
while reading and viewing.

Chapter 3 outlines the methodology of the present study. It starts by reporting the
results of an initial online questionnaire conducted to support the rationale for the

present study by demonstrating Chinese EFL learners’ habits of viewing and subtitle use.
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Then, the mixed methods design employed in the main study is described, followed by
brief summaries of two pilot studies. The methodology employed in the main study is
then presented. Data analysis procedures and results are presented separately for
quantitative and qualitative data. Chapter 4 presents scoring and statistical analyses for
quantitative data including offline tests and eye-movement data, followed by the results
and interim discussion of the quantitative analysis. Chapter 5 explains the coding
procedure for and analysis of stimulated recall data. The results of qualitative analyses
are then summarised, followed by an interim discussion of the qualitative findings as
well as the triangulation of three sets of data. Chapter 6 draws final conclusions by
summarising the main findings of the study, followed by a discussion of its theoretical,
methodological, and pedagogical implications. This chapter concludes by considering
the limitations of the present study and suggesting possible directions for future

research.
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Chapter 2.  Literature Review

This chapter reviews literature relevant to the study presented in this thesis. The
chapter begins by discussing the construct of vocabulary knowledge and assessment
methods for form-meaning connection. Then, different approaches to vocabulary
learning, with a particular focus on incidental vocabulary learning, are discussed.
Several theoretical perspectives that can be used to support incidental vocabulary
learning are summarised, along with supporting empirical evidence. Next, the
theoretical basis for incidental vocabulary learning through viewing is presented,
including Dual Coding Theory, the Cognitive Theory of Multimedia Learning,
Cognitive Load Theory, and the redundancy principle grounded in the Cognitive Theory
of Multimedia Learning, followed by a summary of empirical evidence. Then, the use of
captions and L1 subtitles for vocabulary learning while viewing, together with a number
of empirical studies examining the effectiveness of different subtitling types on
vocabulary learning, is reviewed. It then summarises the use of bilingual subtitles and
empirical studies that have explored their effectiveness for L2 vocabulary learning and
comprehension. The use of eye-tracking as a method for measuring attention in reading
and viewing studies is then reviewed and discussed. Definitions of engagement in
learning are then summarised, together with other relevant theories concerning learners’
engagement and language learning. Finally, empirical studies exploring learners’

engagement with vocabulary while reading and viewing are reviewed.
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2.1. Vocabulary Knowledge

The importance of vocabulary for language learning and meaning making is widely
acknowledged. As Wilkins (1972) argues: “without grammar very little can be
conveyed, without vocabulary nothing can be conveyed” (p. 111). As the most
fundamental element of language use, via which sentences and paragraphs are formed,
vocabulary has long been emphasised by language users and researchers (Read, 2000;
Schmitt, 2010). Moreover, vocabulary knowledge contributes to overall language
success, and it is an important predictor of overall proficiency (Coady & Huckin, 1997;
Schmitt, 2010; Webb & Nation, 2017).

In the present thesis, | use the terms vocabulary and word interchangeably to
indicate “a single unit of language that has meaning and can be spoken or written”, as
defined by the online Cambridge Dictionary (https://dictionary.cambridge.org/). It
should, however, be noted that while vocabulary knowledge has traditionally been
conceptualised as knowledge of single words, there is now broad agreement that it also
comprises knowledge of multiword items (Boers, 2020; Pellicer-Sanchez, 2020b; Webb
& Nation, 2017). A multiword item is “a vocabulary item which consists of a sequence
of two or more words (a word being simply an orthographic unit). This sequence of
words semantically and/or syntactically forms a meaningful and inseparable unit”
(Moon, 1997). It is usually used as an umbrella term to refer to different types of
multiword combinations, for example, lexical phrase, multiword unit, collocation,
idiom, and formulaic sequence, to name but a few (Boers, 2020). While the learning of
multiword items is as important as that of single words, it is arguable that learning
multiword items is different from single words due to their distinctive features and

dissimilar learning burden (Pellicer-Sanchez, 2020b; Peters, 2014). Thus, the study
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presented in this thesis only focuses on learning single words. In this thesis, precise
terminology (e.g., inflection, derivative, lemma) is only used when needed to specify

grammatical and morphological permutations of single words (Schmitt, 2000).

2.1.1. Aspects of Vocabulary Knowledge

Vocabulary learning is challenging in two dimensions. The first dimension regards
the breadth of vocabulary knowledge, which is the number of words that is known
(Webb, 2020b). The estimated vocabulary size of an L1 English-speaking university
graduate is about 20,000 word families (D'Anna, Zechmeister, & Hall, 1991; Goulden,
Nation, & Read, 1990). Each word family includes a base word (the simplest form), all
its inflections (with grammatical affixes), and its common derivatives (with
word-class-change affixes) (Schmitt, 2000). Although some may argue that EFL
learners do not need a native-like vocabulary size, according to Nation (2006), in order
to understand a wide range of written and spoken texts, 8,000-9,000 and 6,000—7,000
word families are needed, respectively.

Apart from the large amount of vocabulary required for L2 learners, the second
dimension concerns the depth of vocabulary knowledge, which is “typically defined as
how well a word is known” (Yanagisawa & Webb, 2020, p. 371). It is widely
acknowledged that learning a word is not an all-or-nothing process but is incremental in
nature. In a recently published handbook on vocabulary studies, Yanagisawa and Webb
(2020) discuss the construct of depth of vocabulary knowledge and summarise three
different approaches that have been used to conceptualise and measure it.

First is the developmental approach. It considers the development of vocabulary
knowledge, from no knowledge to full knowledge, by using scales to indicate

developmental stages (Schmitt, 2010; Yanagisawa & Webb, 2020). The most widely
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applied example of this approach is the Vocabulary Knowledge Scale (VKS; Paribakht
& Wesche, 1993; Wesche & Paribakht, 1996). As shown in Figure 2, the VKS serves as
a combination of self-reporting and performance tests by tapping into the recognition of
word forms, knowledge of word meanings, and learners’ ability to use words
grammatically and semantically (Wesche & Paribakht, 1996). However, this approach
has often been criticised for its linear developmental assumption and the lack of validity
as regards measuring different types of knowledge (Yanagisawa & Webb, 2019; Read,

2000; Schmitt, 2010).

VKS elicitation scale self-report categories

Self-report
categories

. I don't remember having seen this word before.

ll. | have seen this word before, but | don't know what it means.

lll. | have seen this word before, and | think it means . {synonym or
translation)

V. | know this word. It means . (synonym or translation)

V. |can use this word in a sentence: . (If you do this section, please also
do Section IV.)

Figure 2. Example of a Vocabulary Knowledge Scale Test (Wesche & Paribakht, 1996,
p. 30)

The second approach, the lexical network approach, operationalises depth of
vocabulary knowledge as learners’ ability to connect different words in their mental
lexicon (Yanagisawa & Webb, 2020). One of the most established tests is the Word
Associates Format test designed by Read (1993, 1998). This test presents test takers
with eight single words and asks them to select four words that have either a
paradigmatic (i.e., being synonyms) or syntagmatic (i.e., being collocates) relationship
with the target word (TW) as shown in Figure 3. Despite measuring semantic
associations and collocations rather than merely focusing on single words, this test still

fails to cover other aspects of vocabulary knowledge (e.g., spelling, pronunciation, and
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grammatical functions) (Yanagisawa & Webb, 2020). Moreover, the scoring cannot
represent learners’ different degrees of knowledge well since it does not distinguish
between a lack of response to a TW and incorrect responses to it (Read, 1993).
Additionally, research findings are neither easily interpreted nor comparable due to the
differences in researchers’ selection of TW, association relationships and test formats

(Yanagisawa & Webb, 2020).

sudden

| beautiful quick surprising thirsty || change doctor noise school |

Figure 3. Example of a Word Associates Format test (Read, 1998, p. 46)

A more recent approach to measuring depth of knowledge is the component
approach (also called the dimensions approach) (Nation & Webb, 2011; Yanagisawa &
Webb, 2020). The multiple aspects of knowledge involved in knowing a word are
broken down into further subcomponents, and each aspect of knowledge is measured to
determine the extent of vocabulary learning (Nation & Webb, 2011). Following this
approach, the most well-known and comprehensive specification of word knowledge
was proposed by Nation (2001), as shown in Table 1. Nation suggests three general
aspects of knowing a word: form, meaning, and use. Three sub-aspects are further

identified, with each containing two types of knowledge, receptive and productive.

32



Table 1. Nation’s (2001) Aspect of Word Knowledge Framework (p. 27)

hat does the word sound like?
R What does tl d d lik
Form spoken .
P How is the word pronounced?
- hat does the word look like?
R What does tt d look like?
written . . S
P How is the word written and spelled?
hat parts are recognisable in this word?
R What part gnisable in tl d
word parts & .
P What word parts are needed to express the meaning?
. . R What meaning does this word form signal?
Meaning form and meaning . o .
P What word form can be used to express this meaning?
R Whatis included in the concept?
concept and referents . - N
P What items can the concept refer to?
o R What other words does this make us think of?
associations . : S
P What other words could we use instead of this one?
C e n what patterns does the word occur?
R Inwhat patt does d ?
Use grammatical functions . S
P In what patterns must we use this word?
. R What words or types of words occur with this one?
collocations ) . N
P What words or types of words must we use with this one?
constraints on use R Where, when, and how often would we expect to meet this word?
(register, frequency ...) P Where, when, and how often can we use this word?

Note: In column 3, R = receptive knowledge, P = productive knowledge.

The receptive and productive knowledge (also referred to as passive and active
mastery) distinction is one of the most widely used conceptualizations of vocabulary
depth (Nation, 2013; Read, 2000; Schmitt, 2010). These two terms refer to skills-based
vocabulary usage. In most cases, receptive knowledge is related to listening and reading
skills, and it has been defined as “perceiving the form of a word while listening or
reading and retrieving its meaning” (Nation, 2013, p. 47), while productive knowledge
concerns speaking and writing skills and entails “wanting to express a meaning through
speaking or writing and retrieving and producing the appropriate spoken or written
word form” (Nation, 2013, p. 47). Receptive knowledge is easier to gain than
productive knowledge (Nation, 2013, 2020). However, as pointed out by Nation (2013),
there is no clear-cut distinction between receptive and productive knowledge but their
features are believed to overlap.

One notable advantage of the component approach is that each aspect can be more
thoroughly investigated by using tests of different levels of sensitivity to measure the

strength of knowledge. The importance of differentiating strength of knowledge from
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depth of knowledge has been underscored by vocabulary researchers (Nation & Webb,
2011; Webb, 2012). While depth of knowledge concerns “the quality of multiple
aspects of word knowledge” (Yanagisawa & Webb, 2020, p. 377), strength of
knowledge focuses on learning one aspect of word knowledge, and it refers to “how
well a single aspect is known” (Webb, 2012, p. 3). Measuring one specific aspect of
vocabulary knowledge through different tests can demonstrate different degrees of
knowledge of a particular aspect more accurately. Strength of knowledge can also refer
to fluency or automaticity of vocabulary knowledge, which can be assessed by how
quickly one aspect of knowledge is accessed (Godfroid, 2020b).

Measuring multiple aspects of vocabulary knowledge has been advocated for its
comprehensive examination of word knowledge, its high construct validity when
measuring different components by separating them for analysis, and the comparability
of test scores (Nation & Webb, 2011; Schmitt, 2010; Yanagisawa & Webb, 2019).
However, it has limitations in that it is time-consuming and only a limited number of
words can be measured in each individual study (Nation & Webb, 2011; Schmitt, 2010).
Due to the comprehensiveness of this approach, it is often neither practical nor
necessary to examine all vocabulary aspects, therefore, the assessment of these aspects
should be based on the purpose of teaching, learning, or research (Yanagisawa & Webb,

2020).

2.1.2. Assessing the Form-Meaning Connection

Among the different components of vocabulary knowledge, the form-meaning
connection is the one most commonly measured in vocabulary research, given that it is
the first and most important lexical aspect which must be acquired (Laufer & Goldstein,

2004; Nation, 2020; Schmitt, 2010). The emphasis on the form-meaning connection is
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reasonable since words are basically units of meaning that are used to convey
information (Laufer, Elder, Hill, & Congdon, 2004), and the form-meaning connection
is central to all vocabulary tests.

In Nation’s (2001) description of vocabulary knowledge (see Table 1), he
distinguishes the form and meaning aspect at two levels, receptively as “what meaning
does this word form signal?”, and productively as “what word form can be used to
express this meaning?” (Nation, 2001, p. 27). Laufer and Goldstein (2004) proposed
four degrees of knowing the form-meaning link to assess learners’ strength of word
knowledge. These degrees are based on one’s competence in “supplying the form for a
given meaning versus supplying the meaning for a given form” (p. 405), and “being
able to recall versus only being able to recognize (whether form or meaning)” (p. 406),
as shown in Table 2. The hierarchy of difficulty for the four categories has been
validated as (> = more difficult than): active recall > passive recall > active
recognition > passive recognition. This hierarchy was confirmed by Laufer et al. (2004)

but with active and passive recognition being equally easy to acquire.

Table 2. Laufer and Goldstein’s (2004) Degrees of VVocabulary Knowledge (p. 407)

Recall Recognition

Active (retrieval of form) Supply the L2 word Select the L2 word
Passive (retrieval of meaning) Supply the L1 word Select the L1 word

When proposing the four degrees of form-meaning link, as shown in Table 2,
Laufer and Goldstein (2004) originally used the terms active and passive to distinguish
the retrieval of form and meaning. To make the terms more transparent when describing

the construct being measured, Schmitt (2010) relabelled the four categories as
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measuring the aspects required (form vs. meaning) and the degree of mastery
(recognition vs. recall). Schmitt (2010) advocates the use of the following terms: form
recall, meaning recall, form recognition, and meaning recognition, as replacements for
Laufer and Goldstein’s (2004) original terms (i.e., active recall, passive recall, active
recognition, and passive recognition) to assess the degrees of knowledge of
form-meaning connections. For the sake of transparency, Schmitt’s (2010) terminology

(as shown in Table 3) is adopted in the present thesis.

Table 3. Schmitt’s (2010) Degrees of Vocabulary Knowledge (p. 86)

Word knowledge Word-knowledge tested

Given Recall Recognition

Meaning Form recall Form recognition
(supply the L2 item) (select the L2 item)

Form Meaning recall Meaning recognition
(supply definition/L1 (select definition/L1
translation, etc.) translation, etc.)

These four form-meaning link categories are believed to capture the specificity of
vocabulary knowledge. Instead of referring to vocabulary simply as being learned, they
can better reveal the incremental nature of the vocabulary learning process and show
learners’ degree of mastery (Read, 2000; Schmitt, 2010). In vocabulary assessment,
recognition and recall ability are also commonly used, especially in
discrete/selective/context-independent vocabulary tests (Schmitt, 2010). Recognition is
operationalised as “test-takers are presented with the TW and are asked to show that
they understand its meaning” (Read, 2000, p. 155), and recall is when “they [test-takers]
are provided with some stimulus designed to elicit the TW from their memory” (Read,
2000, p. 155). The adoption of these categories also allows vocabulary research to be
more comparable across different studies (Schmitt, 2010).
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2.2. Approaches to Vocabulary Learning

Given the large vocabulary targets required for L2 learners, an important question
in vocabulary research is: how can L2 learners learn so many words? VVocabulary can be
learned intentionally or incidentally (Schmitt, 2000; Webb, 2020a; Webb & Nation,
2017). Intentional vocabulary learning, often referred to as deliberate, instructed, or
explicit learning in the literature (Webb, 2020a), refers to learning which takes place
when the primary intention of learners/activities is the development of vocabulary
knowledge (Hulstijn, 2003; Webb, 2020b). It can occur during the explicit teaching of
vocabulary in classroom settings. Schmitt (2000, pp. 144-145) proposed four categories
of words that should be taught explicitly: 1) the first 2,000 most frequent words; 2)
words particularly useful in a specific topic area for students; 3) words that students
want to learn (learner-centred); and 4) the vocabulary necessary for classroom
management. In addition, intentional learning also occurs when learners are engaged in
vocabulary-learning activities or use various learning strategies to intentionally boost
their vocabulary learning (Webb, 2020a; Webb & Nation, 2017). For example,
memorising vocabulary using bilingual vocabulary lists (Hulstijn, 2001), applying
verbal, visual or combined mnemonic devices, exploring the similarities and differences
between new words and known words (Schmitt & McCarthy, 1997), among others.
Empirical evidence showing the effectiveness of different approaches to the intentional
learning of vocabulary abounds (e.g., Laufer & Shmueli, 1997; Nakata, 2008; Peters,
2007).

However, intentional learning is time-consuming, and it might not be enough to
support L2 learners achieving the large vocabulary size targets mentioned in section
2.1.1 (Schmitt, 2000). It has also been suggested that only a fraction of words can be
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acquired through formal study. After mastering the first 2,000-3,000 word families
through a more intentional and explicit teaching approach, L2 vocabulary acquisition
occurs incidentally through substantial informal language input (Coady & Huckin,
1997). Learners are believed to gradually build up and strengthen their knowledge of
new words incidentally through numerous exposures (Nation, 2001; Schmitt, 2000).
The study presented in this thesis is situated within the incidental vocabulary learning
approach. The theoretical and empirical support for incidental vocabulary learning is

discussed in the next section.

2.2.1. What is Incidental Vocabulary Learning?

Despite the numerous studies on incidental vocabulary learning, there is no
consensus for the definition of this construct. Incidental vocabulary learning is often
defined dichotomously with intentional vocabulary learning. From a cognitive
perspective, the focus in the conceptualisation of incidental learning is on learners’
intention. From this perspective, incidental vocabulary learning is learning vocabulary
without the intent to learn (Hulstijn, 2003; Laufer & Hulstijn, 2001), whereas
intentional vocabulary learning is learning vocabulary with deliberate intention and in
an attempt to commit a specific set of words to memory (Hulstijn, 2003; Schmitt &
McCarthy, 1997). However, researchers have argued that these definitions can be
problematic, since there may be degrees of intention within an incidental learning
situation due to the impossibility of ascertaining learners’ exact attentive process in
vocabulary learning (Bruton, Lopez, & Mesa, 2011; Gass, 1999; Hulstijn, 2001; Webb,
2020a), resulting in great difficulty in distinguishing between these two terms.

Therefore, instead of focusing on degrees of intention and attention, these two

terms have been more commonly defined from a pedagogical perspective by

38



emphasising the purpose of the activity (Webb, 2020a). From a pedagogical perspective,
incidental vocabulary learning refers to the vocabulary learning that occurs as a
by-product of meaning-focused activities or tasks (Hulstijn, 2003), while intentional
learning occurs in language-focused activities where learners’ primary objective is to
focus on the form of language rather than understanding the meaning (Hulstijn, 2003;
Schmidt, 1994). Following this perspective, Webb (2020a) points out that the
importance lies in the purpose of the activity rather than where intention and attention
are located during the activity. Hence, to avoid the issues of attention and intention, and
to bring more transparency to the terminology, Webb (2020a) advocates the use of two
alternative terms: “meaning-focused learning” and “language-focused learning” (p. 226)
to address definition issues.

A third approach to the definition of incidental and intentional learning is
methodological. This approach is considered appropriate for researchers aiming to
design a vocabulary learning experiment (Hulstijn, 2001). Similar to the
pedagogy-oriented perspective, this approach does not differentiate between the two
terms based on learners’ intention or attention, but rather on the research design. To
operationalise incidental vocabulary learning, learners are typically required to
accomplish a task involving the processing of some information without being informed
in advance of a forthcoming vocabulary test (Laufer & Hulstijn, 2001). This differs
from an intentional learning design where learners are told in advance that they will be
tested on their recall of new vocabulary afterwards. A great number of empirical studies
have also pursued incidental vocabulary learning from this methodological perspective
(e.g., Jelani & Boers, 2018; Montero Perez et al., 2018; Peters, Heynen, & Puimege,
2016; Peters & Webb, 2018; Webb et al., 2013). Following previous studies, incidental

vocabulary learning in the present research is defined as a research tool and
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operationalised as the absence of any test announcement in a meaning-focused activity.
However, it should be noted that a subjective intention to learn can occur in an
incidental learning research design, but intention of itself does not result in learning

(Schmidt, 1995).

2.2.2. Theoretical Support for Incidental Vocabulary Learning

Although the notion of incidental learning is not firmly rooted in any particular
theory (Hulstijn, 2003), vocabulary learning without intention is believed to occur
during the process of comprehending and extracting information from language input
(MacFadden, Barrett, & Horst, 2009). Krashen’s (1989) Input Hypothesis, Schmidt’s
(1990) Noticing Hypothesis, and Tomlin and Villa’s (1994) Model of Attention may

shed some light on this learning process.

2.2.2.1. Krashen’s Input Hypothesis

The Input Hypothesis assumes that “we acquire language by understanding
messages” (Krashen, 1989, p. 440). It is based on the natural order hypothesis, which
was first put forward by Corder (1967) and suggests that the rules of language are
acquired in a predictable order. Krashen (1982) uses the formula “i + 1 to represent the
language learning process (p. 23), where “i”” refers to current competence, and “i + 17
represents the next level. The “i + 17 hypothesis (Krashen, 1982, p. 23) proposes that
unknown language structures can be acquired when meaningful information is presented,
using learners’ already acquired language structures plus a language structure that is
slightly beyond learners’ previous knowledge. A prerequisite of learning is to
understand the new input. Krashen maintains that acquisition can only occur when

learners understand language by focusing on the meaning rather than the form of the
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message. Krashen (1985) thus emphasises the importance of context, which includes
“extra-linguistic information, our knowledge of the world, and previously acquired
linguistic competence” (p. 2) and that can help learners understand language containing
unacquired language structures. Input is thus regarded as “the essential environmental
ingredient” (Krashen, 1985, p. 2).

Through an extensive review of empirical studies on L1 and L2 incidental
vocabulary learning, Krashen (1989) concluded that learners can acquire vocabulary
efficiently from comprehensible input. However, a notable shortcoming of the Input
Hypothesis is that it does not clearly explain how comprehended input leads to
acquisition. This has been pointed out by Lawson and Hogben (1996), who emphasize
that researchers often did not distinguish well “between comprehension of word

meaning in context and the acquisition of word meaning from context” (p. 105).

2.2.2.2. Schmidt’s Noticing Hypothesis

Schmidt’s (1990) Noticing Hypothesis attempted to further explore the
transformation of comprehended input into acquisition. It denies the possibility of
subliminal language learning and emphasises the necessity of noticing, claiming that “if
noticed, it becomes intake” (p. 139). Schmidt (1990) distinguishes intake from
comprehensible input, which are considered synonyms by Krashen. Schmidt (1990)
claims that “intake is that part of the input that the learner notices” (p. 139), which is a
prerequisite for learning. Learners select particular parts of the input for further
processing, which is necessary for input to become intake and can finally result in
learning. Schmidt (1990) also points out that, regardless of whether the linguistic form

is noticed deliberately or purely accidentally, it can be regarded as intake. Importantly,
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incidental learning is considered to be one type of intake process that requires
spontaneous noticing (Schmidt, 1990).

Noticing has thus been seen as a “necessary and sufficient condition for the
conversion of input into intake” (Schmidt, 1993, p. 209), and it is believed to be crucial
to generate intake and finally result in learning. According to Schmidt (1990), noticing
is a private cognitive experience in which stimuli are subjectively experienced. It is
operationalised as the availability of self-reporting that takes place during and
immediately after exposure to input (Schmidt, 1990, p. 132). However, it is debatable
whether noticing is a necessary condition for learning to occur (Gass, Svetics, &
Lemelin, 2003; Robinson, 2003). In his later publications, Schmidt (2001) also makes a
weaker argument by claiming that noticing, if not necessary, is at least facilitative of
learning.

In addition, Leow (1997, 2015) points out that Schmidt’s (1990, 1993) definition
of noticing is a combination of focal attention and a low level of awareness. Therefore,
the term noticing has also been criticised as a “hybrid concept” (Godfroid, Boers, &
Housen, 2013, p. 485), entailing both attention and awareness, which are often studied
separately in the cognitive psychology and bilingualism fields (Baddeley, 2007). This
mixed use of terms may cause theoretical confusion which is unhelpful in disentangling

the learning process (Godfroid et al., 2013).

2.2.2.3. Tomlin and Villa’s Model of Attention

Different from Schmidt’s Noticing Hypothesis, Tomlin and Villa (1994)
distinguished attention theoretically and empirically from awareness, claiming that
“awareness requires attention, but attention does not require awareness” (p. 194). They

define awareness as “a particular state of mind in which an individual has undergone a
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specific subjective experience of some cognitive context or external stimulus” (p. 193).
In this definition, the role of awareness in the preliminary processing of input into
intake during exposure is lessened, but attention is considered necessary in this process.
A fine-grained model of attention for input processing in SLA was thus proposed.
According to Tomlin and Villa (1994), attention contains three separate, but
interrelated, principal components: alertness, orientation, and detection, as can be seen
in Figure 4. Alertness represents “an overall, general readiness to deal with incoming
stimuli or data” (p. 196). It relates to the speed of information selection. For example,
having a warning before the task could activate the brain area and thus lead to faster
detection of the target. Orientation is the action of directing attentional resources to a
certain type of stimulus but excluding others. It can facilitate or restrain further
processing depending on whether the information encountered is expected or not. It is
proposed that these two components (i.e., alertness and orientation) can facilitate
detection, which is the last but vital component of attention. Detection is “the process
that selects, or engages, a particular and specific bit of information” (p. 192). Only if
information is detected can further processing of input (i.e., hypothesis formation) and
subsequent learning occur, as illustrated in Figure 4. Tomlin and Villa (1994) propose
that none of the three components of attention require awareness. Although alertness
and orientation can be augmented by exploiting awareness, which can further enhance
detection, it is detection itself that is necessary for learning. In other words, information

can be cognitively attended to without the learner being aware.
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Figure 4. Relationship Between Awareness and the Three Components of Attention in
Input Processing from Tomlin and Villa’s (1994) Model of Attention (p. 197)

In summary, the aforementioned theories lend theoretical support to the possibility
of learning new lexical items incidentally from language input. By pointing out the
possibility of learning vocabulary from comprehensible input and highlighting the
necessity of input, Krashen (1982, 1985, 1989) established the foundations of incidental
vocabulary learning. Schmidt (1990, 1993) further elaborated the learning process by
bringing up the notion of noticing, which is key for input to become intake that can lead
to learning. However, researchers have criticised the compound definition of “noticing”
entailing both awareness and attention (Godfroid et al., 2013; Leow, 1997), making it
less clear which one is necessary for learning to occur. Drawing from work in cognitive
and neuroscience, Tomlin and Villa (1994) distinguished attention and awareness by
claiming that attention itself is sufficient for learning to occur. In addition, there seems
to be a consensus in cognitive psychology and SLA that attention is crucial for L2
learning to occur (e.g., Schmidt, 1995, 2001; Tomlin & Villa, 1994). Therefore,
incidental vocabulary learning is possible even without the intention to learn, it can
occur when learners are exposed to comprehensible input and target items are attended

to.
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2.2.3. Empirical Studies on Incidental Vocabulary Learning and Influential Factors

Empirical evidence for incidental vocabulary learning has been extensively
provided in the L1 context. Many studies have shown that L1 speakers develop their
vocabulary incidentally through language exposure (e.g., Gampe, Liebal, & Tomasello,
2012; Lenhart, Lenhard, Vaahtoranta, & Suggate, 2018; Nagy, Anderson, & Herman,
1987; Nagy, Herman, & Anderson, 1985; Suggate, Lenhard, Neudecker, & Schneider,
2013). A meta-analysis conducted by Swanborn and de Glopper (1999) found that L1
learners acquired about 15 per cent of unknown words incidentally during normal
reading.

Incidental vocabulary gains have also been documented in the L2 context, although
gains tend to be modest when compared to those reported by L1 studies. Previous
research has shown that new words can be learned incidentally via different modes of
exposure, including reading (e.g., Chang, 2019; Elgort et al., 2018; Godfroid et al., 2018;
Horst, Cobb, & Meara, 1998; Hulstijn, 1992; Pellicer-Sanchez, 2016; Pellicer-Sanchez
& Schmitt, 2010; Pigada & Schmitt, 2006; Pitts, White, & Krashen, 1989; Webb, 2005),
listening (e.g., de VVos, Schriefers, Nivard, & Lemhder, 2018; Duquette & Painchaud,
1996; Pavia et al., 2019; Van Zeeland & Schmitt, 2013; Vidal, 2003), and
reading-while-listening (e.g., Brown et al., 2008; Chang, 2019; Chen, 2021; Malone,
2018; Teng, 2018; Vu & Peters, 2020; Webb & Chang, 2012; Webb & Chang, 2015b;
Webb et al., 2013).

In general, these studies have shown that all aforementioned modes of input can
lead to incidental vocabulary learning, but at different rates. These different learning
rates can be explained by the effect that different factors have on the process. Peters

(2020, p. 125) classified three main types of factors that affect L2 learners’ learning of
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single words: word-related factors (i.e., word properties), contextual factors (i.e., the use
of words in context), and learner-related factors (i.e., learners’ individual differences).
While conducting a comprehensive review of all these factors is beyond the scope of
this thesis, this section briefly reviews those that have been studied in the context of
incidental vocabulary learning.

Regarding word-related factors, part of speech and word length (i.e., number of
word letters) are two of the factors that have received research attention. Regarding part
of speech, studies exploring incidental vocabulary learning through listening (Van
Zeeland & Schmitt, 2013) and reading (Horst & Meara, 1999) have shown that nouns
seem to be more likely to be learned than verbs and adjectives. As for word length,
shorter words seem to be better learned than longer words when reading (Godfroid et al.,
2018).

Concerning contextual factors, one of the most important factors that accounts for
different learning rates is the frequency of occurrence of unknown words in the input. A
recent meta-analysis synthesizing 26 empirical studies conducted by Uchihara, Webb,
and Yanagisawa (2019) revealed a medium correlation (r = .34) between frequency of
occurrence and L2 incidental vocabulary learning. Although different studies have
suggested different numbers of word encounters as sufficient for vocabulary learning to
occur, there is a consensus that the more encounters with unknown words, the higher
the likelihood that those words can be learned (e.g., Brown et al., 2008; Pavia et
al.,2019; Pellicer-Sanchez & Schmitt, 2010; Pigada & Schmitt, 2006; Van Zeeland &
Schmitt, 2013; Vidal, 2003, 2011; Waring, 2003; Webb, 2007). Some reading studies
have suggested that 4-5 times is considered sufficient for learning a word’s meaning to
take place (Pigada & Schmitt, 2006), while 8-10 times could lead to a real increase and

acceleration in learning (Pellicer-Sanchez & Schmitt, 2010; Pigada & Schmitt, 2006;
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Waring, 2003; Webb, 2007). However, researchers have also pointed out that even just
one encounter may lead to measurable vocabulary learning, especially in form and
meaning recognition (e.g., Pellicer-Sanchez & Schmitt, 2010; Pigada & Schmitt, 2006;
Uchihara et al., 2019; Webb, 2007). Additionally, Uchihara et al. (2019) have also
pointed out that it is not only the frequency of occurrence itself, but also its interactions
with other factors, such as the differences in learners, treatment, and research
methodology, that can affect L2 learners’ incidental vocabulary learning.

Another vital contextual factor that has received considerable attention in the
incidental vocabulary learning literature is the different presentation modes of words.
Research comparing different modes shows that both reading-while-listening (e.g.,
Brown et al., 2008) and reading-only (e.g., Brown et al., 2008; Vidal, 2011) are superior
to listening-only for incidental vocabulary learning. Moreover, reading-while-listening
appears to be more beneficial than reading-only, but its superiority might be constrained
by other factors, since the significant advantage of reading-while-listening has been
reported in some studies (Chen, 2021; Malone, 2018; Webb & Chang, 2012), but not in
others (Brown et al., 2008; Vu & Peters, 2020).

Concerning learner-related factors, learners with a higher proficiency level have
been shown to acquire more vocabulary in both reading and listening studies (e.qg.,
Malone, 2018; Vidal, 2003, 2011). Similarly, L2 learners with a larger vocabulary size
have been found to achieve higher incidental learning gains in reading (e.g., Horst et al.,
1998; Webb & Chang, 2015a).

In addition to the different factors influencing L2 learners’ learning of single words,
these different learning rates can also be attributed to the use of different vocabulary
tests. Most of the empirical studies exploring incidental vocabulary learning have

measured vocabulary knowledge by focusing on the four degrees of the form-meaning
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link mentioned in section 2.1.2. In general, the greatest learning gains were noted in
form recognition and meaning recognition, while the lowest gains were reported in
meaning recall (e.g., Brown, 2008; Pellicer-Sanchez & Schmitt, 2010; Pigada &
Schmitt, 2006; Van Zeeland2013; Vu & Peters, 2020; Waring, 2003), echoing the
difficulty levels proposed by Laufer and Goldstein (2004). Moreover, studies employing
delayed posttests have also witnessed lower incidental learning gains than immediate
posttests (e.g., Brown et al., 2008; Van Zeeland & Schmitt, 2013, 2011; Vidal, 2011;
Vu & Peters, 2020; Waring, 2003).

It should be noted that the aforementioned factors are usually intertwined and
interrelated to each other. For example, the benefits of different types of input modes
may vary for learners with different proficiency levels. Vidal (2011) found that although
learners could learn more vocabulary in a reading-only condition than in a
listening-only condition, the advantage of reading-only was especially obvious for
low-proficiency learners. This was potentially due to low-level learners’ poor listening
ability to segment real-time speech, which made learning in the listening-only condition
more demanding. Research has shown that the role of frequency of occurrence is also
modulated by the input mode. Due to the difficulty in separating aural real-time
messages, learners in the listening-only condition were less likely to take advantage of
the higher repetition of unknown words than learners in the reading-only condition,
where written forms were available (Vidal, 2011).

This section has provided a brief review of the main findings of studies examining
incidental vocabulary learning from reading, listening, and reading-while-listening. Of
particular relevance to this thesis are those empirical studies that have examined
incidental vocabulary learning while viewing. They are reviewed in detail in the

following section.
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2.3. Incidental Vocabulary Learning from Viewing

With the rapid development of the Internet and globalization, recent decades have
witnessed an unprecedented increase in the quantity and types of authentic audio-visual
materials that are freely available. Television programmes, films and documentaries in
different languages are widely available online for entertainment and study use, and
learners can easily access these materials (Montero Perez, 2020b; Rodgers, 2013;
Rodgers & Webb, 2011). Learners also seem to be motivated to watch foreign language
films or videos, which may reduce their anxiety, increase their frequency of exposure to
authentic L2 input, and raise their interest in language learning (Rodgers & Webb, 2011;
Webb, 2011). Viewing has thus been advocated as a valuable type of out-of-class
exposure that can increase learners’ exposure to authentic L2 input and facilitate their
vocabulary learning (Webb, 2020a). Researchers’ interest in examining the potential of
using audio-visual materials to facilitate language learning started in the 1980s and *90s
(Vanderplank, 2010) and witnessed a second boost around 2009-2010 (Montero Perez,

2020b; Peters & Mufbz, 2020).

2.3.1. Theoretical Support for Learning from Viewing

Audio-visual materials are a classic example of multimedia that contain dynamic
pictures presented in pictorial form and authentic language input presented in verbal
form (Mayer, 2005b). The combination of both verbal and non-verbal information is
believed to facilitate viewers’ understanding, information retention and language
learning (Desmet & Cornillie, 2012; Kuppens, 2010; Niegemann & Heidig, 2012). This
is supported by Dual Coding Theory (Paivio, 1986, 2007) and the Cognitive Theory of

Multimedia Learning (Mayer, 2005a, 2009). Cognitive Load Theory (Chandler &
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Sweller, 1991; Sweller, 1988, 1994, 2005a) and the redundancy principle (Sweller,
2005b) grounded in the Cognitive Theory of Multimedia Learning can also help to
explain the potential pitfalls of using multimedia to facilitate learning. These relevant

theories are now reviewed in turn.

2.3.1.1. Dual Coding Theory

The most general assumption of Dual Coding Theory (Paivio, 1986) is that there
are two functionally independent but interconnected systems which handle different
types of information. One is a verbal system, which handles language, and the other is
an imagery system, which deals with non-linguistic objects and events (Paivio, 1986)
(see Figure 5). These two systems can function independently (with only one active or

both active in parallel) or cooperatively (interconnected to each other).
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Figure 5. Dual Coding Theory (Paivio, 1986, p. 67)
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According to Paivio (1986, 2007, 2014), activation happens after external stimuli
are received by the corresponding logogens (i.e., verbal representations) or imagens (i.e.,
non-verbal representations). Relatively direct connections are made when the verbal
stimulus or an object matches logogens or imagens correspondingly and they are
available for further processing. Referential connections, i.e., indirect activation
between imagens and logogens, are made where the representations of one system are
activated in the other. Associative connections trigger indirect activation through
within-system connections between either logogens or imagens. Finally, verbal or
non-verbal responses are generated as output.

When information is dual-encoded, additive effects can be stimulated since
information is activated in both systems, leading to better memory retention (Danan,
1992; Paivio, 1986). Pictures were found to contribute about twice as much as verbal
codes to additive effects, which may help to alleviate the difficulty in remembering
information (Paivio, 2007). Therefore, providing information in both verbal and
pictorial forms can increase the opportunities to activate both verbal and imagery
systems. The two systems are able to support each other, which is believed to facilitate
information processing and augment information recall (Paivio, 1986, 2007).

A bilingual version of Dual Coding Theory has also been proposed (Paivio, 1986;
Paivio & Desrochers, 1980) by separating the two verbal systems (V1 and V2) which
correspond to a bilingual’s two languages (L1 and L2). As illustrated in Figure 6, the
imagery system and two verbal systems are assumed to be able to function
independently but can also interconnect with each other through associative verbal
connections (V1 — V2) or through referential connections between verbal and non-verbal
systems. According to this theory, it is believed that the use of translation can engage

two separate memory stores and enhance the individual’s memory recall (Danan, 1992;
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Paivio, 2014). Also, by having an additional language which is interconnected to the
first one, the benefits of combining verbal and non-verbal systems can be augmented
(Paivio, 2007). It is thus believed that the use of L1 subtitled video should be very
powerful for information retrieval and vocabulary learning (Danan, 1992; Danan, 2004).
With images, soundtrack in one language and text in another conveying the same
information, they provide a stronger connection for the individual’s information

processing and can offer additive effects of both image and translation (Danan, 1992,
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Figure 6. Bilingual Version of the Dual Coding Model (Paivio & Desrochers, 1980, p.
391)

2.3.1.2. Cognitive Load Theory

However, care should be taken when using multimedia to facilitate learning. When
dealing with novel information, our working memory is severely limited in its capacity
and duration (Sweller, 2005a). Focusing on how cognitive resources are used during
learning and problem solving, Cognitive Load Theory suggests that effective
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instructional material facilitates learning by not overloading our limited cognitive
capacity (Sweller, 1988).

According to Sweller (2005b), there are three categories of cognitive load that need
to be either reduced or increased to facilitate learning: intrinsic, extraneous, and
germane. Intrinsic cognitive load is determined by the natural complexity of the
information needing to be processed. Extraneous cognitive load refers to the
appropriateness of instructional design for learners. It is determined by whether
information is presented by considering learners’ working memory limits and focusing
working memory resources on schema construction and automation. Schema acquisition
and automation are two principal learning mechanisms that can ultimately reduce the
cognitive load and facilitate learning novel knowledge (Sweller, 1994). A schema is “a
cognitive construct that organizes the elements of information according to the manner
with which they will be dealt” (Sweller, 1994, p. 296). It determines how new
information is processed, and increases the amount of information that can be stored in
working memory. Automation refers to how effortlessly information can be processed
without conscious control. Information processed with high automation requires less
memory space and can free up cognitive capacity for other functions. Germane
cognitive load, which is “effective” cognitive load, is “caused by effortful learning
resulting in schema construction and automation” (Sweller, 2005b, p. 27). It is the
working memory resources used to organise and integrate new information with
pre-existing knowledge. For example, providing learners with a number of examples to
demonstrate a point could increase their germane cognitive and facilitate schema
construction (Sweller, 2005b).

Therefore, the design of multimedia learning materials (especially for information

with a higher intrinsic cognitive load) should aim to lower the extraneous cognitive load
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and increase the germane cognitive load to enable effective learning to occur. Cognitive
Load Theory holds that the use of multimedia may not always be effective for learning.
The presentation of learning materials should take learners’ limited cognitive capacity
into consideration by reducing their working memory load and actively engaging with

learners’ prior knowledge to facilitate learning.

2.3.1.3. Cognitive Theory of Multimedia Learning

Based on the multimedia principle that “people can learn more deeply from words
and pictures than from words alone” (Mayer, 2005b, p. 1), the Cognitive Theory of
Multimedia Learning explains how learners process information in a multimedia
environment. This theory makes three basic assumptions: a dual-channel assumption, a
limited capacity assumption, and an active processing assumption. These three
assumptions incorporate elements from Paivio’s (1986, 2007) Dual Coding Theory,
Sweller’s (1988, 2005a; Chandler and Sweller, 1991) Cognitive Load Theory,
Baddeley’s (1986, 1999) Model of Working Memory with an emphasis on limited
processing capacity, and Atkinson and Shiffrin’s (1968) memory stores and cognitive
processes.

Similar to Dual Coding Theory, the dual-channel assumption is that the
auditory/verbal channel is responsible for information entering the ears, and the
visual/pictorial channel copes with information entering the eyes. The limited capacity
assumption is that humans can only process a limited amount of information in each
channel at a time. Therefore, instead of processing all available input, we are forced to
make decisions about the allocation of our attention and the degree of organising and
integrating information. The active processing assumption is that instead of passively

receiving information, humans are active processors who attempt to make sense of
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information (Mayer, 2005b). In this active process, learners first select relevant material,
then organise it into verbal and non-verbal mental representations, and integrate the

selected material with their prior knowledge in working memory.
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Figure 7. Cognitive Theory of Multimedia Learning (Mayer, 2005a, p. 37)

Figure 7 illustrates five cognitive processes that enable meaningful learning to
occur in a multimedia environment: 1) selecting relevant words for processing in verbal
working memory; 2) selecting relevant images for processing in visual working memory;
3) organizing selected words into a verbal model; 4) organizing selected images into a
pictorial model; and 5) integrating verbal and pictorial representations with each other
along with prior knowledge (Mayer, 2005a). These processes do not necessarily occur
in a linear order, and they are more likely to occur segment by segment, many times,
during a multimedia presentation.

Based on this theory, the use of both visual and verbal presentations of information
can activate both systems, which potentially leads to deeper and greater cognitive
processing. Once new knowledge is constructed in working memory, it is stored in
long-term memory for later use to support new learning (Mayer, 2005a). Different from
Paivio’s (1986) Dual Coding Theory which mainly emphasises the benefits of
presenting information in verbal and pictorial forms to facilitate learning, the Cognitive
Theory of Multimedia Learning also points to the importance of considering learners’

limited cognitive capacity and learners’ active role in multimedia learning.
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Mayer (2009) proposed 12 principles grounded in the Cognitive Theory of
Multimedia Learning, these aim to boost the advantages of multimedia learning. They
include five for reducing extraneous cognitive load — coherence, signalling, redundancy,
spatial contiguity, and temporal contiguity; three for managing intrinsic cognitive load —
segmenting, pre-training, and modality; and four for fostering germane cognitive load —
multimedia, personalization, voice, and images. Of these principles, multimedia and
redundancy are particularly relevant for learning from subtitled viewing, which are
investigated in the present study.

According to Mayer (2009, Chapter 12), the basis of the multimedia principle is
that learning and understanding are boosted more by presenting both verbal and
pictorial information than presenting verbal information alone. By adding pictorial
information to verbal information, learners’ verbal and visual channels are both primed,
which facilitates the establishment of mental connections between these two different
representation systems. The integration of information can facilitate learning. Especially,
this principle may apply more to learners with low prior knowledge than to learners
with high prior knowledge of the information presented (Mayer, 2009, Chapter 12).
Therefore, the use of audio-visual materials to support learning seems to be very
promising, as both verbal input (spoken or written) and visual input (i.e., dynamic
images) can activate both learners’ representation systems and further enhance learning
outcomes.

The redundancy principle suggests that redundant material impedes learning, and
so better learning can be facilitated by the removal of redundant information (Mayer,
2009, Chapter 6). The redundancy effect occurs when “additional information presented
to learners results in learning decrements compared to the presentation of less

information” (Sweller, 2005b, p. 159). In other words, redundancy can occur in either
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the presentation of identical information in different forms/media, or the presentation of
additional information in the same form as elaborate information. A common scenario is
adding redundant printed text to narrated audio/video, which might require extraneous
processing resulting in cognitive overload and thus be detrimental for learning
(Chandler & Sweller, 1991; Mayer, Lee, & Peebles, 2014; Sweller, 2005b) . However,
when introducing these multimedia learning principles to L2 learning contexts, it has
been repeatedly argued that care should be taken since those principles were originally
put forward for domain learning in an L1 context (e.g., Montero Perez, 2020b; Mayer et
al., 2014).

In the context of learning academic content in learners’ L2, in contrast to the
redundancy principle, the Redundancy Facilitation Hypothesis (Mayer et al., 2014) has
recently been proposed and suggests “a reverse redundancy effect in scenarios where
redundant material can support basic cognitive processing that is not yet automated in
non-native speakers while minimizing extra cognitive load” (p. 654). An
example is adding redundant video to audio which could help L2 learners to access
word meanings (Mayer et al., 2014). It can also be argued that the provision of
redundant written information, for example adding on-screen text to L2 viewing, can
support L2 learners’ cognitive processing of video if it is attended to. Moreover,
on-screen text can be helpful for raising L2 learners’ noticing of unfamiliar input and
compensate for their less-advanced listening ability.

As pointed out by Sweller (2005b), whether the information is redundant should
always be discussed in different situations and with different subjects, as there is no
universally applicable standard for redundancy. The benefits of multimedia materials
for L2 learning can only be achieved by taking learners’ cognitive experience and

ability into account, to ensure that multimedia can actually enhance the input and
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increase learners’ likelihood of noticing, rather than acting as a potential burden on
learners’ cognition.

In sum, Dual Coding Theory and the Cognitive Theory of Multimedia Learning
offer theoretical explanations for the cognitive processing of multimedia information
and point to the potential of learning from multimedia materials. Audio-visual materials
containing images (i.e., non-verbal information) that are presented visually and verbal
information that is presented aurally can simultaneously activate both imagery and
verbal systems and thus further enhance learning outcomes. According to the bilingual
version of Dual Coding Theory, viewing with L1 translations can potentially enhance
the interconnections between the nonverbal and two verbal systems, enabling more
access routes to be established for information retrieval. Information is thus more likely
to be activated through the three systems which facilitate learning. However, according
to Cognitive Load Theory and the redundancy principle, the L1 and L2 lines basically
convey the same meaning in different forms, which may overload learners’ cognitive
capacity for information processing and thus impede their learning. Since these theories
were originally put forward in an L1 context, care should be taken when extending them
to an L2 context. The next section reviews relevant empirical studies to obtain an
overview of the effects of L2 viewing and the use of on-screen text on L2 incidental

vocabulary learning.

2.3.1.4. Empirical Studies on Incidental Vocabulary Learning from Viewing

Many empirical studies have attempted to explore the effectiveness of audio-visual
materials for L2 learning, mainly focusing on vocabulary learning, comprehension, and
grammar learning. They have found that images seen while viewing can facilitate

learners’ comprehension (e.g., Durbahn, Rodgers, & Peters, 2020), and the use of
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on-screen text may further support this benefit (e.g., Montero Perez et al., 2013; Pujadas
& Mufbz, 2020; Rodgers & Webb, 2017). Some studies have also found that viewing
with on-screen text can facilitate L2 grammar learning (e.g., d’Ydewalle & Van de Poel,
1999; Lee & Ré&vész, 2018, 2020; Pattemore & Mufbz, 2020).

Most relevant to this research are the effects of viewing on incidental vocabulary
learning. The potential of using audio-visual materials to facilitate learners’ vocabulary
development first started to attract researchers’ attention early in the 20" century. In the
L1 context, Rice and Woodsmall (1988) found that preschoolers could comprehend an
average of five new words after watching two short animated programmes, as revealed
in a picture recognition test. The benefits of viewing for the development of young
children’s vocabulary were also later documented in a two-year longitudinal study
conducted by Rice, Huston, Truglio, and Wright (1990).

This learning potential was later recognised in L2 vocabulary learning with several
advantages being observed. First, the language used in authentic videos and films can be
considered natural and original language input for L2 learners (Coady & Huckin, 1997;
Rodgers & Webb, 2011), which can compensate for the insufficient L2 input that EFL
learners in many contexts have. Second, watching audio-visual materials has been found
to be favoured by a range of L2 learners (e.g., Peters, 2018; Rodgers & Webb, 2011; D.
Wang, 2012; Webb & Rodgers, 2009; Yang & Chang, 2013). Viewing enjoyment can
lower learners’ affective filter and encourage acquisition to take place (Krashen, 1982).
Third, different from text reading, viewing also provides the auditory form of new
words with correct pronunciation and intonation (Coady & Huckin, 1997). In addition,
images can help the viewer to make more accurate inferences of word meanings
(Duquette & Painchaud, 1996; Peters, 2019; Rodgers, 2018), which may lead to better

understanding and retention of words. Last but not least, the lexical coverage (i.e.,
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percentage of known words in discourse) threshold for audio-visual materials to
facilitate vocabulary learning seems to be lower than for reading. By analysing lexical
coverage, genre, word types, and word occurrences in a variety of English television
programmes, corpus-driven studies found that knowledge of the 3,000 most frequent
word families plus proper nouns and marginal words resulted in 95% lexical coverage
of television programmes, which could lead to adequate comprehension and might be
sufficient for incidental vocabulary learning to occur (Rodgers & Webb, 2011; Webb,
2011; Webb & Rodgers, 2009). In other words, learners who master the 3,000 most
frequent word families should be able to understand television programmes and benefit
from viewing.

A number of empirical studies have documented the positive effects of viewing for
L2 vocabulary learning. Vocabulary can be learned incidentally while viewing as little
as one TV episode or programme. Puimege and Peters (2019) found that Dutch EFL
learners could learn 13% of words at the level of form recall after watching a 30-minute
excerpt from an English TV programme. Montero Perez (2020a) reported that
Dutch-speaking learners of French learned 17% of target pseudowords, as measured by
a spoken word recognition test, scoring 43% on form recognition, 20% on meaning
recognition, and 2% on meaning recall after watching a 25-minute French documentary.
These benefits also extended to studies employing longer viewing materials. After
watching a full-length 54-minute English documentary, Chinese EFL learners in a study
by Feng and Webb (2020) incidentally learned 15% of single words at the level of form
recognition and 10% for meaning recognition on average. Peters and Webb (2018)
revealed average learning gains for single words of 8% and 14% for meaning recall and
meaning recognition, respectively, among Dutch-speaking EFL learners after watching

a one-hour BBC documentary. In addition, Rodgers and Webb (2019) found that
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Japanese EFL learners answered on average 11% of single words correctly in a meaning
recognition test after watching ten episodes (7+ hours in total) of a television
programme. Overall, these studies found that watching audio-visual material led to
vocabulary gains despite the length of the material. In general, higher gains were
reported for receptive knowledge than productive knowledge, and form knowledge was
more likely to be acquired than meaning. It should be noted, however, that learning
gains were in general inconsistent across different studies, they varied from 15% to 43%
for form recognition, 10% to 20% for meaning recognition, around 10% for form recall,
and below 10% for meaning recall.

In order to explain such variation, some studies on learning through viewing have
also looked at the role of different factors in the process. Regarding word-related factors,
Puimeége and Peters (2019) found that words that were more concrete or with a higher
corpus frequency were learned better. Moreover, contradicting previous findings in
reading research (e.g., Godfroid et al., 2018), during uncaptioned viewing, words with
more syllables were more likely to be learned (as measured by form recall) than words
with fewer syllables. It can be argued that longer words might be more noticeable than
shorter words, given the real-time nature of the input (Puimége & Peters, 2019). In
addition, word frequency of occurrence also has a positive effect on vocabulary learning
while viewing (e.g., Peters & Webb, 2018; Peters, 2019; Rodgers & Webb, 2019).
Concerning learner-related factors, learners’ vocabulary size also reveals significant
positive effects on different aspects of vocabulary knowledge, including form
recognition (e.g., Feng & Webb, 2020; Montero Perez, 2020a; Montero Perez, Peters,
Clarebout, & Desmet, 2014), form recall (e.g., Puimege & Peters, 2019), meaning

recognition (e.g., Feng & Webb, 2020; Montero Perez, 2020a; Montero Perez et al.,
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2014; Peters & Webb, 2018), and meaning recall (e.g., Montero Perez et al., 2014;
Peters & Webb, 2018).

Feng and Webb (2020) recently compared the effects of viewing with reading-only
and listening-only conditions. They found that Chinese EFL learners in all conditions
achieved significant incidental vocabulary learning gains, as measured by form and
meaning recognition, but no significant differences were observed between groups.
Their results suggest that viewing is at least as effective as unimodal input for incidental
vocabulary learning. However, it should be noted that participants in the viewing
condition watched video without on-screen text, which is not common for Chinese EFL
learners, as also noted by the researchers. The benefits of viewing over reading and
listening might be more salient with the presentation of on-screen text. Studies
examining the effectiveness of viewing using on-screen text are reviewed in the

following sections.

2.3.2. Use of Captions and L1 Subtitles while Viewing

Recent decades have witnessed an increase in the number of studies examining the
use of captions and L1 subtitles to facilitate learners’ vocabulary learning, as these
forms have been claimed to be the ones most frequently encountered by foreign
language learners (Lunin, 2015; Mufbz, 2017). Captions are transcripts written in the
same language as the text spoken in the video and appear simultaneously at the bottom
of the screen (Chung, 1999). They were originally designed for the deaf and
hearing-impaired. Captions are also called teletext subtitles, closed captions, same
language subtitles in different contexts (Vanderplank, 2010). Captions have also been
labelled as bimodal, unilingual, intralingual, or L2 subtitles in academic works (Danan,

2004; Montero Perez et al., 2013; Mufpz, 2017). L1 subtitles are on-screen text
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translated into the viewer’s L1 (Markham, Peter, & McCarthy, 2001). They have also
been called subtitles, native language subtitles, or interlingual subtitles in scholarly
literature (Danan, 2004; Li, 2016; Markham et al., 2001). In the present thesis, the terms
captions and L1 subtitles are used.

The effectiveness of captions and L1 subtitles has been examined in studies
comparing a captions/L1 subtitles condition with a no-subtitles condition. Section
2.3.2.1 briefly reviews studies comparing captions with no subtitles. Then, research
comparing L1 subtitles with no subtitles is summarised in section 2.3.2.2. Studies
comparing different types of subtitles (i.e., captions, L1 subtitles, no subtitles) are

reviewed in section 2.3.2.3.

2.3.2.1. Use of Captions in Viewing

Captions are believed to be helpful for facilitating vocabulary learning by
visualising viewers’ listening, aiding speech decoding and segmentation, and bridging
the gap between learners’ lagging listening comprehension skills and more developed
reading comprehension skills (Danan, 2004, Garza, 1991; Lunin, 2015; Montero Perez
etal., 2014). They may also increase learners’ attention to unknown word forms which
helps word recognition and vocabulary building (Danan, 2004; Markham, 1999; Winke,
Gass, & Sydorenko, 2010) . Furthermore, captions are believed to be beneficial for
making form-meaning connections in the mental lexicon (Winke et al., 2010), and
facilitating comprehension (e.g., Baltova, 1999; Garza, 1991; Markham & Peter, 2003;
Markham et al., 2001; Montero Perez et al., 2013; Winke et al., 2010).

Price (1983) provided the earliest evidence showing the benefits of using captions
to facilitate L2 learners’ comprehension and language learning. Five-hundred English as

a Second Language (ESL) students at a U.S. university with a variety of L1
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backgrounds were assigned to a captions group or a no-captions group to watch four
English excerpts once or twice. A comprehension test was administered after their
viewing. The results showed that all participants benefited significantly from the use of
captions, even after only one viewing. However, no details about the participants’
proficiency, the stimuli selected, the design of the comprehension test, or the data
analysis results are available. Thus, to what extent captions were better than no subtitles
and how the benefits can be generalised to learners with different backgrounds and
different stimuli remain unanswered. Moreover, the researcher only assessed
comprehension by assuming that better comprehension contributed to language learning.
Therefore, it is unclear which aspects of language learning might benefit from captioned
viewing.

In the past three decades, many studies have been conducted to fill in those
research gaps. In a meta-analysis, Montero Perez et al. (2013) analysed 18 empirical
studies exploring the use of captions for L2 listening comprehension and vocabulary
learning. Their findings revealed significant large effects of captioning on listening
comprehension (g = 0.99) and on vocabulary learning (g = 0.87), despite the different
vocabulary tests used across studies and differences in participants’ proficiency. The
authors thus claimed that L2 learners can benefit from captioned viewing for both
comprehension and vocabulary learning, as long as the video materials used are
appropriate for their proficiency level. However, as pointed out by the authors, their
findings were only based on a limited number of research studies with uneven
distributions of L2 learners’ proficiencies, calling for more studies to investigate
potential moderator variables affecting learning outcomes.

The benefits of captions for incidental vocabulary learning seem to be retained

regardless of different viewing materials and L2 learners. The benefits have been
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well-documented in both multiple viewing sessions where learners were asked to watch
captioned videos each week for several consecutive weeks (e.g., Neuman & Koskinen,
1992; Vanderplank, 1988), and in single viewing sessions ranging from 10 to 40
minutes (e.g., Chai & Erlam, 2008; Jelani & Boers, 2018; Markham, 1999; Montero
Perez et al., 2014, 2018; Sydorenko, 2010; Teng, 2018; Winke et al., 2010). Learners
can also benefit from watching a range of captioned viewing materials, for example, TV
programmes (e.g., Markham, 1999; Montero Perez et al., 2014, 2018; Neuman &
Koskinen, 1992; Vanderplank, 1988), animations (e.g., Chai & Erlam, 2008; Teng,
2018), TV series (e.g., Sydorenko, 2010), TED talk (e.g., Jelani & Boers, 2018), and
documentaries (e.g., Winke et al., 2010). The effectiveness of captioned viewing may
also extend to learners with different L1 backgrounds and L2 proficiency levels (e.g.,
Vanderplank, 1988; Winke et al., 2010).

Most studies comparing the presence and absence of captions found that the use of
captions tended to be more effective than no subtitles for form recognition (e.g.,
Markham, 1999; Montero Perez et al., 2014, 2018; Neuman & Koskinen, 1992; Teng,
2018), meaning recognition (e.g., Neuman & Koskinen, 1992; Teng, 2018), and
meaning recall (e.g., Jelani & Boers, 2018; Sydorenko, 2010; Teng, 2018; Winke et al.,
2010). Learning gains reported in the captions groups were significantly higher than
those in the no subtitles groups, with a 5% to 43% increase in form recognition, 5% to
32% for meaning recognition, and 6% to 30% for meaning recall. The different learning
gains reported in different studies could be attributable to the different research designs
(e.g., one-time or two-time viewing), TW selection (e.g., single words or a combination
of single words and multiword units; different word frequencies of occurrence),
participants’ profiles (e.g., children or adult learners), and the possible interaction

between different factors. Moreover, studies also employed different scoring methods,

65



with some taking into account participants’ answers to distractors in the analysis (e.qg.,
Sydorenko, 2010), while others did not (e.g., Teng, 2018), which might also result in
different learning gains. Despite these variations, in general, captions seemed to
facilitate vocabulary learning, particularly at the level of form recognition.

Several studies reviewed in this section not only compared captions with no
subtitles, but also examined the effects of other types of captions (e.g., keyword
captions, glossed captions; Montero Perez et al., 2014, 2018; Teng, 2018). These studies

are reviewed later in section 2.3.2.3.

2.3.2.2. Use of L1 Subtitles in Viewing

Similar to captions, the use of L1 subtitles is also believed to alleviate learners’
anxiety over missing important information during viewing and boost learners’
motivation (Danan, 2004). Compared to captions, whose benefits for vocabulary
learning might be constrained when viewing materials are beyond the linguistic
competence of learners, L1 subtitles seem to be more advantageous for lower level
learners (Danan, 1992, 2004). Moreover, L1 subtitles can overcome the difficulty of
having to rapidly process L2 lines in a video, which can lead to better comprehension
than reading in L2 (Danan, 2004).

For vocabulary learning, translations can reduce the chances of misleading learners
about the correct meaning of unknown words (Nagy & Herman, 1987; Nation, 2001),
and promote the retention of correct word meanings at least among novice L2 learners
(Grace, 1998). However, the benefits of L1 subtitles for L2 vocabulary learning are still
controversial. Some researchers argue that learners using L1 subtitles may be more
inclined to read L1 subtitles rather than actively make the link between L1 translations

and auditory word forms (Lunin, 2015; Peters, 2019; Peters et al., 2016), whereas others
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have pointed out that the automatic reading of L1 subtitles does not prevent the
processing of a foreign language soundtrack and can still support vocabulary learning
(e.g., d’Ydewalle & Pavakanun, 1997; Danan, 2004; Koolstra & Beentjes, 1999).

Empirical studies exploring the benefits of using L1 subtitles for L2 vocabulary
learning are relatively scarce, and most of them have been conducted on children.
d’Ydewalle and colleagues (1995, 1997, 1999) were pioneers in examining the effects
of subtitled and dubbed viewing on L2 language learning. They conducted a series of
studies examining the effects of different subtitling and dubbing types on incidental
vocabulary learning and comprehension. Their findings showed that after watching
subtitled or dubbed videos, adults and children without prior knowledge of the L2 could
incidentally learn L2 vocabulary by choosing correct L2 word forms for L1 translations.
In general, compared to viewing an L2 soundtrack without subtitles, the use of L1
subtitles was found to lead to a 9% to 20% increase in correctly matching an L2 form to
an L1 translation.

Koolstra and Beentjes (1999) also found that after watching a 15-minute American
documentary clip with L1 subtitles, Dutch-speaking children learned significantly more
words than a no subtitles condition, as measured by form and meaning recognition tests.
However, the results should be treated with caution since the control group (with L1
audio and no subtitles), who were not exposed to the L2, also made relatively high
meaning recognition gains, reflecting the effect of guessing when completing a
multiple-choice test. Moreover, no pretests were included to control for learners’ prior
knowledge of L2 TWs. Findings from earlier research seem to suggest an advantage for
L1 subtitles over no subtitles for incidental vocabulary learning. However, the
aforementioned studies were conducted on learners without or with very limited prior

knowledge of the L2. Moreover, the L1 and L2 studied in most of these studies used
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Latin scripts (e.g., English, French, Danish, Dutch). Thus, it is unclear whether the
benefits of L1 subtitles are retained when the language of the video soundtrack and
subtitles are from different writing systems.

In a more recent study, Fazilatfar, Ghorbani, and Samavarchi (2011) found that
Iranian EFL learners who mastered the 2,000 most frequent word families could benefit
from watching a 15-minute English animation with Persian subtitles. Participants’ word
meaning recognition and meaning recall gains increased by about 13% more in the L1
subtitles condition than in the no subtitles condition. However, no significant
differences were found for form recognition, which casts some doubt on the effects of
L1 subtitles facilitating form knowledge. Therefore, L1 subtitles seem to be beneficial
for learning word meaning, even if the languages used in the subtitles and soundtrack
are in different writing systems. However, due to the limited number of studies
conducted on experienced L2 learners, it is arguable whether the advantages of L1
subtitles remain salient for L2 learners with different proficiency. Moreover, the
viewing materials used in most studies comparing L1 subtitles and no subtitles were
limited to short animations (e.g., Fazilatfar et al., 2011; d’Ydewalle & Pavakanun, 1995)
or still motion-picture films (e.g., d’Ydewalle & Pavakanun, 1997; d’Ydewalle & Van
de Poel, 1999). This potentially limits the generalisation of their research findings to
other types of viewing materials of different lengths. The next section reviews studies
comparing captions and L1 subtitles. Apart from examining the relative effectiveness of
these two subtitling types, these studies also broadened the selection of stimuli and
involved participants with different proficiencies, which can provide more insights into

the effects of captions and L1 subtitles on incidental vocabulary learning.

2.3.2.3. Empirical Studies Comparing Captions and L1 Subtitles
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To date, empirical studies comparing the effects of captions and L1 subtitles have
shown that L1 subtitles lead to better comprehension than captions (e.g., Bianchi &
Ciabattoni, 2008; Birul&s-Muntané& Soto-Faraco, 2016; Lwo & Lin, 2012; Markham
et al., 2001; Markham & Peter, 2003), which is reasonable given the advantage of
learners’ L1 proficiency. However, their comparisons in relation to incidental
vocabulary learning have yielded inconclusive findings. While some studies found that
captions were more effective than L1 subtitles for incidental vocabulary learning (e.g.,
Frumuselu, De Maeyer, Donche, & Colon Plana, 2015; Naghizadeh & Darabi, 2015;
Peters, 2019; Peters et al., 2016), others found no significant difference between them
(e.g., Birul&-Muntané& Soto-Faraco, 2016; Frumuselu, 2018; Peters et al., 2016;
Pujadas & Mufbz, 2019).

Naghizadeh and Darabi (2015) conducted a multiple viewing session study on 27
15- to 17-year-old intermediate level Iranian EFL learners to compare the effects of
captions and L1 subtitles on vocabulary learning. Participants were asked to watch a
90-minute English film in six sessions over four weeks in one of three subtitling
conditions (e.g., captions, L1 subtitles, no subtitles). In each viewing session,
participants watched a 15-minute film excerpt three times in class. Forty target words
were selected based on participants’ prior knowledge using a multiple-choice test before
the treatment. Their learning gains were measured again after the last viewing. Posttest
results showed that the captions group significantly outscored the other two groups,
whereas no differences were found between the L1 and no subtitles groups. Their
findings showed the superiority of captions over L1 subtitles for vocabulary learning.
However, care should be taken when interpreting their findings. First, it was unclear
which knowledge aspects the vocabulary test measured. Moreover, participants were

asked to watch each film excerpt three times in class, which might poorly represent the
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natural viewing process and lead to more attention being paid to the language rather
than the content, resulting in higher gains. Additionally, word-level differences (e.g.,
frequency of occurrence, word class) were not controlled for in their analysis. Lastly,
the findings were based on a very limited number of participants, which might thus not
be generalisable to a larger population.

Later, Peters et al. (2016) conducted two exploratory studies with a more rigorous
research design to compare the effectiveness of captions and L1 subtitles for EFL
learners’ incidental vocabulary learning. In the first experiment, 28 Dutch-speaking EFL
learners from a secondary school who had mastered the most frequent 2,000 words were
divided into captions and L1 subtitles groups to watch a 13-minute documentary twice.
Pre- and posttests including a spoken form recognition test and a spoken meaning recall
test were administered before and immediately after their viewing. Participants’
vocabulary size and the frequency of occurrence of 39 target items (most of which were
single words with two compounds and two phrasal and reflexive verbs) were taken into
account in the analysis. Posttests revealed that the captions group significantly
outperformed the L1 subtitles group on spoken form recognition. However, no obvious
group difference was observed for spoken meaning recall, suggesting that captions were
more beneficial than L1 subtitles for learning word forms, but they were similarly
effective for learning meanings. In the second experiment, 18 low-proficiency to
pre-intermediate level EFL learners with various L1 backgrounds watched a 20-minute
English animated sitcom clip with either captions or L1 subtitles. Target items (16
single words and 2 compounds) were presented in written form in three posttests (i.e.,
form recall, form recognition, meaning recognition). The findings indicated that the
captions group only outperformed the L1 subtitles group on form recall. The L1

subtitles group performed better than the captions group on meaning recognition but the
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difference was not statistically significant. Learners’ vocabulary size and the frequency
of occurrence of each target item were found to be significant positive predictors of
learning gains in both studies. Peters et al. (2016) concluded that the results showed a
partial advantage for captions over L1 subtitles for learning word forms, but provided
no evidence that L1 subtitles were more beneficial for learning word meanings.
Although informative, this study was limited in its small sample size and the lack of a
control group to demonstrate the relative effectiveness of different subtitling types by
comparing to no subtitles.

Addressing these limitations, Peters (2019) conducted another study with 142
Dutch-speaking intermediate level EFL secondary school learners. Participants were
asked to watch an 11 minute 25 second documentary clip twice with one of three
subtitling types: captions, L1 subtitles, or no subtitles (control group). Pre- and posttests
including form recognition and meaning recall were administered before and
immediately after viewing. Findings showed that the captions group significantly
outperformed the L1 subtitles and no subtitles groups on both tests, whereas no
significant difference was found between the L1 and no subtitles groups. Similar to the
study conducted in 2016, learners’ vocabulary size and the frequency of occurrence of
TWs also correlated positively with vocabulary scores. Moreover, this study also
revealed positive effects of other word-related factors (e.g., on-screen imagery support,
cognateness, corpus frequency) on learning gains. The researcher thus concluded that
captions were more helpful than L1 subtitles for incidental vocabulary learning,
especially for intermediate to advanced level learners. For learners with lower
proficiency, as can be seen in Peters’ study conducted in 2016, captions still seemed to
be better than L1 subtitles for facilitating form knowledge, but not for facilitating

meaning knowledge.
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The potential advantages of captions over L1 subtitles also extend to learning
colloquial, phrasal verbs, and informal expressions in studies conducted by Frumuselu
and colleagues (2015, 2018) on L2 learners who varied in proficiency. However, this
superiority seemed to be observable only after long-term viewing, but was not revealed
in an immediate posttest after each short viewing session. Since these studies only
focused on learning multiword items, their methods and findings are not discussed in
depth.

While the aforementioned studies suggest an advantage for captions over L1
subtitles for incidental vocabulary learning, others did not report significant differences.
Bisson, van Heuven, Conklin, and Tunney (2014) explored the viewing behaviour of 54
L1 English speakers without prior knowledge of Dutch while watching a 25-minute
animation in one of four conditions: captions (Dutch soundtrack, Dutch subtitles), L1
subtitles (Dutch soundtrack, English subtitles), no subtitles (Dutch soundtrack only),
and reversed subtitles (English soundtrack, Dutch subtitles). Participants’ incidental
vocabulary learning was also compared to a control group without viewing.
Participants’ knowledge of 78 Dutch single words was examined immediately after
viewing via an auditory vocabulary test (hear an L2 word and decide if the L1
translation presented is correct). However, no significant group differences were found.
The authors attributed this finding to the less sensitive vocabulary test used in this study
which failed to capture small vocabulary gains. The lack of group differences can also
be explained by participants’ lack of L2 knowledge, which restricted their ability to
make a form-meaning link for unknown words. Moreover, as pointed out by the authors,
the participants did not have much experience of reading subtitles, which might have

further limited the benefits of them.
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Working with experienced L2 learners, Birul&s-Muntanéand Soto-Faraco (2016)
compared the effect of captions, L1, and no subtitles on L2 learners’ speech perception,
word meaning recognition, and comprehension. Sixty EFL university students with
high-intermediate proficiency level were pseudo-randomly assigned to one of three
subtitling groups to watch one episode of a British TV series. Their vocabulary
development was examined via a listening speech perception test (listening and filling
in 24 word gaps embedded in a short English text) and a meaning recognition test with
15 single TWs before and after viewing. There were two sets of materials for each test,
and each participant used one or other in a pretest and the other in a posttest. In other
words, half of the participants were tested with one set of material in a pretest and the
other set of material in a posttest, whilst the other half of the participants had the pre-
and posttest materials reversed. Eight comprehension questions were also asked
afterwards. The results showed that for listening speech perception, both the captions
and no subtitles groups revealed significant improvements after viewing, while no
improvement was found for the L1 subtitles group. The captions group also
outperformed the other groups. For word meaning recognition, only significant but
modest pre-post improvements were observed in the no subtitles groups, with no
significant group differences revealed. In terms of comprehension, the L1 subtitles
group significantly outperformed the other two groups, and the captions group also
significantly outperformed the no subtitles group. The findings suggest that captions
may help to improve learners’ listening speech perception ability, and L1 subtitles led to
better comprehension, but neither of them facilitated learning word meanings. However,
the findings should be treated with caution since the items measured in the pre- and
posttests were different for each participant, thus, the analysis might not have well

captured participants’ learning gains after the treatment.
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A recent study conducted by Pujadas and Mufbz (2019) explored the effects of
different subtitling types and types of learning instruction on vocabulary learning during
extensive viewing. One-hundred-and-six secondary school EFL students at a beginner
to low-intermediate level participated in a one-year pedagogical intervention.
Participants were divided into four classes to watch an English TV series during a
whole academic year. The groups differed in the language of on-screen text (captions vs.
L1 subtitles) and the presence/absence of pre-teaching of vocabulary items. Pre- and
posttests were conducted before and after each viewing session. Participants’
knowledge of 120 single TWs was measured through form recall (listening to spoken
forms and writing down words) and meaning recall. The findings showed that the
groups with pre-teaching performed better than the no instruction groups on both tests.
For the no pre-teaching groups, no significant difference was revealed between captions
and L1 subtitles on any test. In spite of these non-significant results, the researchers
pointed out that the L1 group performed slightly better than the caption group on form
and meaning recall. The captions group only outperformed the L1 subtitles group when
the TWs were pre-taught. The researchers thus suggested that L1 subtitles might have
compensated for the lack of instruction in the no pre-teaching groups, which might have
benefitted learners’ vocabulary learning. This potential benefit of L1 subtitles might
also be attributed to participants’ low proficiency level.

As can be seen from the aforementioned studies, in those studies reporting a
significant difference between L1 subtitles and captions, captions seem to have an
advantage over L1 subtitles for the learning of word forms (e.g., Peters, 2019; Peters et
al., 2016). The effects of captions for learning word meanings seem to be similar to L1
subtitles (e.g., Frumuselum, 2018; Peters et al., 2016; Pujadas & Mufbz, 2019).

Especially, the benefits of captions for incidental vocabulary learning tend to be more
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salient for high-intermediate to advanced level L2 learners (e.g., Peters, 2019), whereas
L1 subtitles are more likely to favour low-level L2 learners (e.g., Peters et al., 2016;
Pujadas & Mufbz, 2019). However, the results are far from settled due to the limited
number of studies. These inconclusive findings are probably caused by differences in
participant profiles (L1 background, L2 proficiency level), the number of viewing
sessions (one-off viewing, longitudinal viewing), and vocabulary test design. Although
inconclusive, these studies show that learners’ vocabulary size (e.g., Montero Perez,
2020a; Montero Perez et al., 2018; Peters, 2019; Peters et al., 2016; Puimege & Peters,
2019), the frequency of occurrence of target items (e.g., Peters, 2019; Peters et al., 2016;
Teng, 2018), and word-related factors (e.g., imagery support, cognateness, and corpus
frequency; Peters, 2019) can positively predict learners’ vocabulary gains in subtitled
viewing studies.

Studies reviewed in this section focused on comparisons between captions and L1
subtitles, as these are the ones claimed to be those most frequently encountered by
foreign language learners (Mufpz, 2017), and this comparison is highly relevant for the
study presented in this thesis. It is important to mention, though, that a few other studies
have compared the effects of captions or L1 subtitles with other types of less-frequently
investigated subtitles, including: reversed subtitles (i.e., L1 soundtrack, L2 subtitles;
e.g., Bisson et al., 2014; d’Ydewalle & Pavakanun, 1995, 1997; d’Ydewalle & Van de
Poel, 1999; Fazilatfar et al., 2011), keyword subtitles (i.e., only present L2 words that
are essential to the video plot and TWs in the caption line; e.g., Montero Perez et al.,
2014, 2018; Teng, 2019, 2020b), and glossed captions (i.e., captions including access to
meaning; e.g., Montero Perez et al., 2018; Teng, 2020Db).

Regarding the use of reversed subtitles, the findings from available studies

demonstrate their advantages for incidental vocabulary learning and comprehension
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among language learners without or with limited prior knowledge of the L2 (e.g.,
d’Ydewalle & Pavakanun, 1995, 1997; d’Ydewalle & Van de Poel, 1999; Fazilatfar et
al., 2011). However, most of the studies were conducted on beginners. Thus, the effects
of reversed subtitles for higher level L2 learners are still unclear.

Concerning keyword captions, they have been found to be less effective than full
captions among lower level young L2 learners. Teng (2018, 2019, 2020b) found that
full captions were significantly better than keyword captions for primary Chinese EFL
learners’ incidental vocabulary learning, as reflected in form, meaning, and word use
tests. Teng (2018) explains that compared to keyword captions, full captions may
provide more linguistic and content information which enables learners to derive the
meanings of unfamiliar words. However, for adult learners of intermediate to advanced
level, no significant difference was found between the use of full captions and keyword
captions in terms of comprehension (e.g., Montero Perez et al., 2014) or vocabulary
learning (e.g., Montero Perez et al., 2014, 2018). Therefore, keyword captions seem to
be no better than full captions, since unknown words in full captions will still attract
learners’ attention and stimulate learners’ noticing by themselves (Montero Perez et al.,
2018).

Glossed captioning has recently gained attention in the field as an advantageous
subtitling type to facilitate incidental vocabulary learning (e.g., Montero Perez et al.,
2018, Teng, 2020b). Two types of glossed captions have been studied: glossed keyword
captions, which are defined as “keyword captions with access to meaning: each
keyword is linked to its corresponding L1 context-bound translation” (Montero Perez et
al., 2018, p. 8), and glossed full captions, which include full captions with access to the
meanings of one or two difficult words in the captions. Glosses can be triggered by

tapping a specific key (Montero Perez et al., 2018) or clicking a TW (Teng, 2020b). By
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comparing the effects of glossed keyword captions with full, keyword, and no captions,
Montero Perez et al. (2018) found that glossed keyword captions were significantly
more effective than the other three caption forms for meaning recall, and they were also
significantly better than full and no captions for form recognition. Moreover, by
calculating whether the L1 meaning of a word was looked up and how many times, a
positive relationship was found between learners’ look-up behaviour of L1 glosses and
their form recognition and meaning recall gains. This advantage of glossed captions was
further confirmed by Teng (2020b), who found that glossed full captions were the most
beneficial for incidental vocabulary learning, followed by glossed keyword captions,
and unglossed captions. Thus, it is believed that captions with access to meaning can
direct learners’ attention to unknown words as regards both form and meaning (Montero
Perez et al., 2018; Teng, 2020b). Moreover, similar to their advantages in reading
studies, glosses can overcome the pitfall of incorrect guessing and facilitate learners’
comprehension of unknown words, which can lead to more learning gains (Teng,
2020a). However, the creation of glossed captions requires technological knowledge
(Montero Perez et al., 2018), and they are not easily accessible online, which limits their
application outside the classroom.

In summary, after providing theoretical support for incidental learning from
viewing, the above three sections reviewed empirical studies comparing the use of
different subtitling types in incidental vocabulary learning, with a particular focus on
captions and L1 subtitles. Contrary to the redundancy principle (Chandler & Sweller,
1991; Sweller, 2005b), empirical evidence has demonstrated the benefits rather than
detriments of on-screen text for L2 learners’ vocabulary learning and comprehension.
Especially, captions show their superiority over L1 subtitles and no subtitles for

learning word forms (e.g., Peters, 2019; Peters et al., 2016), and the effectiveness of
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captions and L1 subtitles for facilitating meaning knowledge seems to be equivalently
more advantageous than no subtitles (e.g., Frumuselum, 2018; Peters et al., 2016).
Captions tend to be more helpful for higher-level L2 learners (Danan, 2004; Peters,
2019), while lower-level learners seem to benefit more from L1 subtitles in terms of
incidental vocabulary learning (Danan, 2004; Pujadas & Mufbz, 2019). Presented
written L2 can boost learners’ noticing of unknown words, and presented L1
translations provide correct meanings of unknown words. Glossed captions, by
presenting both L2 and some L1 equivalents, are found to contribute to greater learning
gains than traditional subtitling conditions, showing the potential of including both
written L1 and L2 forms in viewing conditions. A further subtitling type, which also
presents both L1 and L2 text, and that has recently attracted researchers’ attention, is
bilingual subtitles. They are the focus of the present thesis and are discussed in detail in

the next section.

2.3.3. Bilingual Subtitles

Bilingual subtitles, also called dual subtitles (Garc &, 2017; Gesa Vidal, 2019; Li,
2016; Liao et al., 2020) or double subtitles (e.g., Lazareva & Loerts, 2017), have been
defined as a subtitling type “where each block is made up of two lines, each in a
different language” (Bartolomé& Cabrera, 2005, p. 94). Researchers have claimed that
the use of bilingual subtitles is very rare and only found in certain multilingual countries
or areas where two or more languages are spoken, for example in Finland (Finnish +
Swedish), Belgium (Flemish + French), Jordan (Arabic + Hebrew), Israel (Hebrew +
Arabic), Singapore (English + Malay/Mandarin/Tamil), Malaysia (English + Malay),
and Hong Kong (English + Mandarin/Cantonese) (Bartolomé& Cabrera, 2005; Gesa

Vidal, 2019; Gottlieb, 2004; Liao et al., 2020).
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Despite mainland China being a monolingual region with Mandarin Chinese as the
official language, the use of bilingual subtitles has become increasingly popular in the
last two decades. Anecdotal evidence suggests that bilingual subtitles are a product of
the Internet and arrived along with imports of foreign language audio-visual videos and
films, which are believed to have appeared in China at the beginning of the 21% century.
The increasing numbers of imported foreign audio-visual materials and their rapid
online circulation leads to high demand for subtitling translations to support viewers’
comprehension. To meet this huge demand, fansubbing, which are free grassroots
versions of subtitling translations made by non-professional amateur translators rather
than officially licensed professionals, became predominant on the Internet (D. Wang &
Zhang, 2017; Zhang, 2013). Bilingual subtitles in China originated as a popular type of
fansubbing that presented both source-language information and its translation (D.
Wang & Zhang, 2017; Zhang, 2013). Bilingual subtitles have become a very common
subtitling type in China and are widely applied online and on TV for foreign
audio-visual materials (Liao et al., 2020; Y. Wang, 2019; D. Wang & Zhang, 2017;
Zhang, 2013). They are also advocated by the China’s dominant TV broadcaster with
the aim of attracting a wider audience (Liao et al., 2020). The most common type of
bilingual subtitles in mainland China is a combination of Mandarin Chinese (L1) and
English (L2), with L1 on the first line and L2 underneath, appearing simultaneously at

the bottom of the screen.

2.3.3.1. Controversy around Using Bilingual Subtitles

The potential of bilingual subtitles to facilitate L2 learning has been noted recently
in different regions (e.g., Dizon & Thanyawatpokin, 2021; Garc B, 2017; Lazareva &

Loerts, 2017; Li, 2016; Lunin, 2015). However, the use of bilingual subtitles can be
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controversial in two different ways. From a cognitive theoretical perspective, the use of
bilingual subtitles can be supported by the bilingual version of Dual Coding Theory (as
reviewed in section 2.3.1.1; Paivio, 1986). By providing images, L1, and L2 in both
aural and written forms, bilingual subtitles can enhance the interconnection between
nonverbal and two verbal systems, enabling more access routes to be established for
information retrieval. Information is thus more likely to be activated through three
systems, leading to better memory recall. Bilingual subtitles have the potential to
integrate the advantages of two monolingual subtitles by providing an accurate L1
translation and enabling easier matching of L1 and L2 words (Lunin, 2015). According
to Li (2012), “they [Chinese EFL learners] rely on L1 for understanding and L2 for a
deeper impression of words, such as spelling” (p. 35). They have been found useful as a
reference, to confirm L2 learners’ listening, assist in adapting to different English
accents, and also checking spellings and translation, as well as the authentic usage of
words (Garc B, 2017; Lazareva & Loerts, 2017; Li, 2012; Lwo & Lin, 2012). Bilingual
subtitles also seem to be preferred by both EFL learners and English teachers who
believe that they may reduce learners’ anxiety and boost their confidence in learning
English (Li, 2012). However, the use of bilingual subtitles may also potentially impede
learning. Cognitive Load Theory (Sweller, 1988) and the redundancy principle (Sweller,
2005b) propose that identical information presented in multiple forms might result in
cognitive overload, which could then be detrimental for learning. The use of bilingual
subtitles can be considered redundant, since they present the same verbal information in
both aural and written forms, together with written L1 translations. Especially during
fast-paced viewing, learners need to process dynamic video images along with two lines

of subtitles, which may increase their cognitive burden and hamper their learning and
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information processing. Bilingual subtitles have been found to increase the cognitive
load for some L2 learners (e.g., Lwo & Lin, 2012).

The second controversy around the use of bilingual subtitles lies in the arguments
about the use of L1 translation in L2 vocabulary learning. Using L1 equivalents to learn
L2 vocabulary has long been criticised as encouraging learners’ laziness and
discouraging deeply engaging with L2 words, linking L2 words too exclusively to L1
equivalents, and failing to distinguish word meanings in different contexts (Joyce, 2018;
Prince, 1996). According to the Depth of Processing Theory (summaries in section
2.5.2.1; Craik & Lockhart, 1972), it could also be argued that having translations of L2
unknown words might reduce learners’ cognitive analysis of their meanings and lead to
shallower memory traces which are then reflected in smaller gains. The hindrance of
using L1 translation can even be exacerbated due to the lack of corresponding features
in the L1, or mismatches between L2 and L1 semantic concepts, which can lead to
learning difficulties and inaccurate establishment of meaning (Schmitt, 2010). In
contrast, increasing evidence has also been put forward to advocate the use of L1 in L2
vocabulary learning. Psycholinguistic studies have demonstrated that for L2 learners
with different proficiencies, the L1 is active while processing L2 words that share the
same concept, and learners are likely to benefit from this lexical transfer and establish a
form-meaning link (e.g., Jiang, 2002; Sunderman & Kroll, 2006). VVocabulary
researchers have also reported greater learning gains using L1 translations compared to
L2 definitions (e.g., Joyce, 2018; Ramachandran & Rahim, 2004), or inferring word
meanings from L2 contexts (e.g., Prince, 1996). In spite of the increasing popularity of
bilingual subtitles and the controversy around their potential benefits, very few studies

have investigated their effectiveness for vocabulary learning.
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2.3.3.2. Empirical Studies on the Use of Bilingual Subtitles for Incidental

Vocabulary Learning

In the context of engineering education, Garc & (2017) examined users’ opinions
about the effectiveness of bilingual subtitles for incidental L2 vocabulary learning and
comprehension. Participants’ responses (N = 62) to an online questionnaire showed that
learners who used bilingual subtitles believed that they were helpful for the
development of their L2 vocabulary in relation to form, meaning, and use. However,
results were only based on participants’ self-assessment, which may not reflect the
actual effectiveness of bilingual subtitles.

Lazareva and Loerts (2017) compared the effectiveness of bilingual subtitles, L1,
and no subtitles for incidental vocabulary learning. Forty-three Dutch speakers with no
prior knowledge of Russian, from a Dutch university, were divided into three groups to
watch an 8-minute Russian cartoon three times. After viewing, an audio sentence
recognition test and a word meaning recognition test were administered to the two
subtitled groups. No group differences were revealed in terms of audio sentence
recognition. However, the bilingual subtitles group significantly outperformed the L1
subtitles group on word meaning recognition, suggesting an advantage of bilingual
subtitles for facilitating meaning knowledge. However, care should be taken when
interpreting the findings. This superiority of bilingual subtitles could be related to the
test format. Since no audio access was available during the word recognition test, the
test might have favoured the bilingual subtitles group which had seen the L2 written
form during repeated viewings, leading to higher test scores. Moreover, the target items
included in the meaning recognition test were a mixture of single words, multiword
units, and short sentences. Thus, it is unclear whether the advantages of bilingual

subtitles were consistent when learning different target items. Additionally, the
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participants in this study did not have prior knowledge of the L2, making the findings
less generalizable to other L2 proficiencies.

A very recent study conducted by Dizon and Thanyawatpokin (2021) compared the
effects of captions, L1, and bilingual subtitles on Japanese EFL learners’ incidental
vocabulary learning and comprehension. Ninety-six beginners were asked to watch one
episode of an American sitcom in one of three subtitling conditions. Their knowledge of
20 single TWs was measured four weeks before and immediately after viewing. The
findings showed that for form recognition, no significant differences were revealed
between the bilingual subtitles and monolingual groups, but the L1 subtitles group
surprisingly outperformed the captions group. The authors attributed the better
performance of the L1 subtitles group to the low proficiency of the participants, who
might have encountered difficulty in following the captions. In terms of meaning recall,
both the bilingual and L1 subtitles groups significantly outperformed the captions group.
A similar pattern was observed for comprehension, with both the bilingual and L1
subtitles groups outperforming the captions group. However, in this case, bilingual
subtitles also outperformed L1 subtitles. Studies by Lazareva and Loerts (2017) and
Dizon and Thanyawatpokin (2021) seem to suggest an advantage for bilingual subtitles
for facilitating meaning knowledge, but not for learning word forms. However, none of
these studies have fully revealed the relative effects of bilingual subtitles, as a captions
group was not included in Lazareva and Loerts’s (2017) study and Dizon and
Thanyawatpokin (2021) did not include a no subtitles group. For a proper understanding
of the potential advantages of bilingual subtitles, it is important to compare bilingual
subtitles with captions, L1, and no subtitles conditions. Importantly, their findings are

restricted to beginner learners.
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Particularly relevant for the present study are those studies that have examined the
use of bilingual subtitles with more proficient Chinese EFL learners. Despite the
support for using bilingual subtitles from both language learners and teachers in China
(Li, 2012; D. Wang, 2012), empirical investigations examining the effects of bilingual
subtitles on the incidental vocabulary learning of Chinese learners are scarce. Only a
handful of studies have been conducted in this context, and most of the evidence is
limited to academic theses and dissertations. Additionally, since the exploration of
bilingual subtitles is still at a nascent stage, there are some important limitations in
published studies, which questions the validity of their findings. These drawbacks are
summarised at the end of this section.

The advantages of bilingual subtitles for incidental vocabulary learning were
documented by Li (2016) in her doctoral thesis. A within-group design mixed methods
study was conducted on 120 intermediate level Chinese EFL learners from three classes
at a university. Each class was asked to watch three 20-minute BBC documentary clips
in three weeks with one of the three subtitling conditions randomised in a
counterbalanced order: captions, L1, and bilingual subtitles. A control group was also
included with no subtitles. Thirty unfamiliar TWs that varied in word class (nouns,
adjectives, verbs), frequency of occurrence (1 to 4), and level of frequency in the corpus
(low or high) were chosen. Word recognition (i.e., choosing one sentence in which the
TW was used correctly from three sentences) and meaning recall (i.e., providing the
meaning/translation of the TW) tests were administered immediately after each viewing
session and three weeks later. Participants’ opinions on the use of different subtitles for
their vocabulary learning and comprehension were also collected in a final
questionnaire. Results showed that bilingual subtitles outperformed the other three

groups for word recognition and meaning recall in both immediate and delayed posttests.
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In addition, the L1 subtitles group significantly outperformed the captions group in
immediate meaning recall, and the captions group outperformed the L1 subtitle group in
delayed word recognition. TWSs with higher frequencies of occurrence and corpus
frequencies tended to be better learned, especially in the bilingual subtitles condition.
Abstract nouns and verbs were less likely to be learned compared to concrete nouns and
adjectives. The questionnaire results showed that the majority of participants chose
bilingual subtitles as the best subtitling type for comprehension and vocabulary
learning.

Two recent studies seem to suggest that the advantages of bilingual subtitles are
inconsistent across different L2 proficiencies. In the study by Hao et al. (2021),
intermediate level (i.e., non-English major) undergraduates (n = 147) and advanced
level (i.e., English major) undergraduates (n = 125) were randomly assigned to one of
four subtitling groups (i.e., captions, L1, bilingual, no subtitles) to watch four 5-minute
TED talk videos in two weeks. Participants’ knowledge of 36 academic words in the
selected material was measured by a meaning matching test before and immediately
after each viewing session. Comprehension was also checked using multiple-choice
questions. The results revealed no significant group differences among the intermediate
level learners in any tests. However, for advanced level learners, both bilingual and no
subtitles groups significantly outperformed the captions group on meaning recognition.
The L1 subtitles group outscored the no subtitles group on a comprehension test. The
authors attributed the lack of group differences in the intermediate level learners to the
challenging features of the selected material, since the L2 input might not have been
comprehensible enough for them, making learning difficult even with the help of
on-screen text. In addition, it should be noted that the presentation of L2 lines above L1

lines in the subtitles in this study does not reflect the most common presentation of
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bilingual subtitles and might lead to learners’ different use of subtitles and thus explain
the different findings.

By conducting a within-subject study, Y. Wang (2019) also explored the relative
effects of bilingual subtitles on incidental vocabulary learning and comprehension
among intermediate to advanced Chinese EFL learners. Eighty university students from
four classes (i.e., two freshman classes, one junior, one first year graduate) were asked
to watch four excerpts of an American sitcom series in four subtitling conditions (i.e.,
captions, L1, bilingual, no subtitles) in a counterbalanced design. Participants’
knowledge of five TWs in each excerpt was measured via meaning recall after each
viewing session. Open-ended questions were used to measure participants’
comprehension. There were mixed findings across different classes. In terms of
vocabulary learning, L1 subtitles and captions seemed to be more beneficial for
freshman students, while bilingual and L1 subtitles worked better for first year graduate
students. However, no subtitles and captions were more effective for juniors. The
authors explained the mixed findings as being a result of learners’ different prior
knowledge of the TWs in different video clips. Since the comparisons were analysed
based on absolute gains, participants who knew more TWs in the pretest would have
achieved lower gains. Moreover, it should be noted that only five TWs were tested in
each video clip, which might not fully capture learners’ learning gains. In terms of
comprehension, the use of bilingual and L1 subtitles was in general more beneficial
than captions and no subtitles, with only the junior class showing no group differences.

The effectiveness of bilingual subtitles for language learning by younger learners
of English was explored in a study by Lwo and Lin (2012). Thirty-two junior high
school students were invited to watch two animations in one of four conditions (i.e.,

captions, L1, bilingual, no subtitles), and their comprehension of the video was checked
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while viewing (answering questions orally after each scene). After each viewing session,
participants took a comprehension test and two vocabulary tests (a multiple-choice
meaning recognition test and a fill-in-the-blank test). Semi-structured interviews were
held after the viewing sessions to explore participants’ attention allocation while
viewing and their attitudes towards different subtitling types for comprehension. Results
showed no significant advantages of bilingual subtitles over other subtitling types for
vocabulary learning and comprehension. Although no significant differences were
found between groups, lower-level learners seemed to benefit more from the use of
bilingual subtitles, especially for recalling more complex sentences. Together with the
interview data, it showed that lower-level learners reported more selective use of
information while viewing to meet their needs for comprehension or language learning,
while more proficient learners were found to be more easily distracted by L1 lines in
bilingual subtitles. However, as the authors pointed out, the findings should be
interpreted with caution, as the viewing material used was specifically designed for
English language teaching and contained simple sentences and a high degree of
similarity. Crucially, the procedure in this study required participants to stop and answer
comprehension questions after each scene and sentence, which interrupted the viewing
process and could have affected the findings.

Taken together, very few studies have explored the relative effects of bilingual
subtitles on incidental vocabulary learning and the available studies have reported
inconclusive findings. While some studies have found advantages for bilingual subtitles
over L1 subtitles (e.g., Lazareva & Loerts, 2017; Li, 2016), captions (e.g., Dizon &
Thanyawatpokin, 2021; Hao et al., 2021; Li, 2016; Y. Wang, 2019), and no subtitles
(e.g., Lazareva & Loerts, 2017; Li, 2016; Y. Wang, 2019) for facilitating meaning

knowledge, no significant group differences have been reported in other studies (e.g.,
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Hao et al., 2021; Lwo & Lin, 2012; Y. Wang, 2019). Moreover, the effects of bilingual
subtitles also varied within groups of similar proficiency, as some studies documented
an advantage of bilingual subtitles over monolingual subtitles for lower-level learners
(e.g., Dizon & Thanyawatpokin, 2021; Lazareva & Loerts, 2017), while others did not
(e.g., Lwo & Lin, 2012). Their effectiveness for intermediate and advanced level L2
learners was also inconsistent across different studies (e.g., Hao et al., 2021; Li, 2016; Y.
Wang, 2019). Nevertheless, more consistent findings have been reported for the benefits
of bilingual subtitles for comprehension, showing that bilingual subtitles are as effective
as L1 subtitles for facilitating learners’ viewing comprehension and more helpful than
captions and no subtitles (e.g., Dizon & Thanyawatpokin, 2021; Y. Wang, 2019).

The reason for these inconsistent findings for vocabulary learning may relate to
important methodological limitations. It should be emphasised that most of the bilingual
subtitle studies reviewed in this section were not published in top international journals.
They are reviewed here to capture earlier attempts to explore bilingual subtitles and
provide a comprehensive review covering the most relevant and recent findings in this
area. Therefore, their findings need to be treated with caution. The majority of studies
did not carefully check the suitability of viewing materials, which could have caused
comprehension difficulties and affected learning outcomes (e.g., Dizon &
Thanyawatpokin, 2021; Hao et al., 2021). Although with the help of images the required
lexical coverage seems to be lower for viewing than for reading (Peters & Mufoz,
2020), it is still important to ensure the appropriateness of the viewing material selected
for adequate comprehension (Webb & Rodgers, 2009). Additionally, most studies did
not include information about the TWSs, nor did they take into account different
word-related factors (e.g., part of speech, word length) and word frequencies of

occurrence in the analysis (e.g., Dizon & Thanyawatpokin, 2021; Hao et al., 2021;
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Lazareva & Loerts, 2017; Lwo & Lin, 2012; Y. Wang, 2019). Moreover, despite the
important role of learners’ vocabulary knowledge in learning from viewing (e.qg.,
Montero Perez, 2020a; Peters et al., 2016), no studies on bilingual subtitles have taken
into account the potential effects of learners’ vocabulary knowledge on comprehension
or vocabulary learning. Additionally, most of these studies only used one vocabulary
test to examine learners’ learning gains (e.g., Hao et al., 2021; Lazareva & Loerts, 2017;
Y. Wang, 2019), which is insufficient to capture the effects of bilingual subtitles on
different aspects of vocabulary learning. Last but not least, the lack of standard
reporting of test scores and learning gains also causes difficulties in making cross-study
comparisons.

Seemingly contradictory findings may also be explained by differences in research
design (incidental learning, intentional learning), participant profiles (different L2
proficiency levels, different viewing habits), viewing materials (animations,
self-designed animations, documentary, TV series, TED talks), and the number of
viewing sessions (one-off viewing, multiple viewing sessions). These differences can
potentially trigger learners’ different uses of bilingual subtitles which might account for
different learning gains.

Importantly, inconclusive findings may also be explained by differences in the way
learners make use of the sources of information available in bilingual subtitles. Some
previous studies have attempted to use questionnaires and interviews to explore L2
learners’ use of bilingual subtitles while viewing. Some participants have reported that
bilingual subtitles gave them the freedom to switch their attention across different lines
flexibly (Garc B, 2017; Li, 2016), whereas others thought there was too much
information presented at the same time, which could potentially cause cognitive

overload (Lwo & Lin, 2012). These initial findings point towards interesting differences
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in how learners make use of the input provided in bilingual subtitled viewing, which
could indeed explain the contradictory findings that have been reported so far. However,
none of the available studies systematically reviewed how learners actually process
different sources of information when using bilingual subtitling in L2 learning settings.
Therefore, it is still not clear how attention is split between the image and subtitling area
in bilingual subtitles, and how learners’ process unknown words during bilingual
subtitled viewing. A better understanding of learners’ processing of different sources of
input in bilingual subtitles, as well as TWSs and their translations in subtitles, would help
us better understand the potential benefits of bilingual subtitles for incidental
vocabulary learning, and help to clarify the conflicting findings reported so far.

To sum up, although informative, the available research findings are far from
conclusive. The superiority of bilingual subtitles over other subtitling conditions has
been revealed in some studies (e.g., Dizon & Thanyawatpokin, 2021; Garc B, 2017; Hao
etal., 2021; Lazareva & Loerts, 2017; Li, 2016; Y. Wang, 2019), but not in others (e.g.,
Dizon & Thanyawatpokin, 2021; Hao et al., 2021; Lwo & Lin, 2012). More evidence is
needed to reach a better understanding of the benefits (and potential detrimental effects)
of bilingual subtitles for comprehension and vocabulary learning. How learners make
use of bilingual subtitles and what may cause inconclusive results remain unclear. A
couple of studies exploring learners’ use of bilingual subtitles relied on self-reporting
questionnaires and interviews (e.g., Li, 2016; Lwo & Lin, 2012). While informative,
they were only based on learners’ subjective opinions, which might be limited by
memory decay. Other techniques that provide more direct evidence for the way
learners’ process bilingual subtitles should be used.

One such technique that has the potential to inform research in this area is

eye-tracking. In recognition of its benefits, recent viewing studies have started to use it.
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Eye-tracking is chosen as one of the data collection techniques in the present study. The
following sections review eye-tracking techniques and relevant eye-tracking studies that

have been conducted on L2 reading and viewing.

2.4. Use of Eye-tracking in SLA

Eye-tracking allows the real-time, online, and direct recording of an individual’s
eye-movement behaviour, usually when he or she processes information on a computer
screen (Conklin, Pellicer-S&nchez, & Carroll, 2018; Godfroid, 2020a). It is believed to
be a versatile, unobtrusive, and sensitive methodology which has been widely applied in
a range of applied linguistics domains (Conklin et al., 2018; Godfroid, 2020a). It allows
researchers to know which areas of visual input have been focused on within a specific
time period, how many times, and for how long (Pellicer-Sanchez &
Siyanova-Chanturia, 2018). The premise of eye-tracking is the eye-mind assumption
(Just & Carpenter, 1980) and the eye-mind link (Reichle, 2006), which assumes a close
association between eye movements and the human mind. In other words, people’s eye
gaze reflects their covert attentional process.

According to Robinson (2003), “attention is the process that encodes language
input, keeps it active in working and short-term memory, and retrieves it from long-term
memory” (p. 361). When processing information, attention can be conceptualized as
various cognitive functions to regulate our actions (e.g., selecting information, focusing
on information, inhibiting distractions, etc.) and further facilitate our learning (Robinson,
Mackey, Gass, & Schmidt, 2011). Since eye movements are direct measures of
allocation of overt attention and are closely related to covert attentional processes
(Leow, 2015; Rayner, 2009), eye movements are believed to be a robust physiological
measure to study attention (Leow, 2015; Robinson et al., 2011). Despite the relationship

91



between attention and eye movements not always being straightforward, the link
between them is close in complex information processing tasks such as reading (Rayner,
1998). In reading, it is assumed that what is fixated on is what people are attending to,
and a longer fixation time relates to more cognitive processing (Conklin et al., 2018).
Eye-movement data have been used for the operationalisation of attention in studies on

L2 learning (Conklin et al., 2018; Godfroid, 2020a; Rayner, 2009).

2.4.1. Eye-Tracking Measures

Eye-tracking data are reported according to different areas of interest (AOI, also
known as interest area, IA, or region of interest, ROI). Eye-tracking usually records the
following three main types of eye movements in relation to a selected AOI. The first
type of eye movement is saccades, i.e., rapid movements of the eyes from one point to
another (Rayner, 2009). In text-based reading, saccades normally move from left to
right (e.g., English, Chinese), but they can also be from right to left according to the
language (e.g., Arabic, Hebrew). A second type of eye movement is regressions, i.e.,
saccades that move back to previously read text, which occur about 10-15% of the
reading time in skilled readers (Rayner, 2009). Thirdly, fixations are periods of time
when the eyes remain relatively still between saccades to process visual information
(Rayner, 2009). Due to the rapid nature of saccades, when new information can hardly
be acquired, fixations are the most useful measure for text-based researchers (Conklin et
al., 2018; Rayner, 2009).

In the examination of reading, fixation durations are often classified as early or late
measures, reflecting different stages of the reading process (Conklin et al., 2018). Early
measures capture the initial stages of text processing, reflecting highly automatic word

recognition and lexical access processes (Clifton, Staub, & Rayner, 2007; Conklin et al.,
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2018), while late measures signal comparatively late stages of processing, which reflect
more conscious and strategic processes and could indicate an interrupted reading
process (Godfroid, 2020a; Conklin et al., 2018). Both early and late measures are
typically reported in order to paint a full picture of the process being examined. In
text-based studies, the most commonly reported eye-tracking measures in SLA are
presented in Figure 8 (for a comprehensive review of eye-tracking measures, see

Conklin & Pellicer-Sanchez, 2016; Conklin et al., 2018; Godfroid, 2020a).

It was hard not to spill the beans when I heard the juicy gossip.

0, @E—/'@”’:G)
®

-0
® sl

Processing  Measure and depiction in Definition
stage figure
Early Likelihood of skipping: = The likelihood that an AOI is skipped (not
0, AOI fixated fixated on at all) the first time it is
encountered
Some software packages indicate if an AOI
was skipped (e.g., DataViewer outputs 1 =
AOI skipped and 0 = AOI fixated on; from
this, the skip rate can be calculated)
Early First fixation duration: The duration of the first, and only the first,
[3] fixation on an AOI
Early First-pass reading time The sum of all fixations on an AOI before
(or gaze duration if the exiting to the right or left
AOl is a single word):
[3+4]
Late Second-pass reading The summed duration of all fixations that are
time: [6+9] made within an AOI when the eyes visit the
area for a second time
Late Total reading time: Sum duration of all fixations on an AOI
[3+4+6+9] during a trial
Late Fixation count: [3, 4, 6, Total number of fixations on an AOI
9] so 4 fixations
Late Run count (or visit Total number of visits made to an AOI

count): = 3 visits
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Figure 8. Illlustration and Definition of Commonly Reported Eye-Tracking Measures in
Text-Based Studies (adapted from Conklin and Pellicer-Sanchez (2016, p. 456),
Conklin, Pellicer-Sanchez, and Carroll (2018, p. 68), and Godfroid (2020, p. 211))

Most text-based studies use eye movements as a processing load measure, and
hypothesize that a longer reading time implies more difficult and complex underlying
processing (Tanenhaus, 2007). Both first fixation duration and first-pass reading time
are early measures, reflecting word-level processing. In other words, they represent how
easily a reader can retrieve the meaning of a word from their mental lexicon, and are
usually affected by word frequency and familiarity, the ambiguity of word meanings,
word predictability and semantic associations (Conklin et al., 2018). Second-pass
reading time is a pure late-processing measure that reflects reanalysis having
encountered an initial processing difficulty. It is recommended to be used to clearly
distinguish late from early processing (Godfroid, 2020a). Apart from being influenced
by lexical factors, late measures may also relate to higher-level factors such as
contextual, sentence or discourse factors (Conklin et al., 2018). Both total reading time
and fixation count are aggregate late eye-movement measures. They subsume all time
and visits and indicate the general processing of an AOI (Conklin et al., 2018; Godfroid,
2020). Although the measures are not independent but do to some extent correlate with
each other, it is generally recommended to use multiple measures to paint a more
complete picture of different cognitive processes (Conklin et al., 2018; Godfroid, 2020a;
Rayner, 1998).

The processing of a visual scene is different from text-based reading. In image- or
video-based studies, eye movements are more often used as a representational measure,
which relates to “when and where people fixate as the utterance unfolds” (Tanenhaus,
2007, p. 318). More attention being paid to an area implies more saliency and attraction,

or more consideration involved in processing the area (Conklin et al., 2018). In image-
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or video-based studies, apart from late measures such as total reading time and fixation
count, the proportion of fixations is believed to be especially useful, since this
proportion can reveal the relative time spent on an area compared to other parts of the
stimulus (Conklin et al., 2018). However, there is no standard as to which eye-tracking
measures should be used in image- or video- based studies, as can be observed from the
variety of measures in video-based studies summarised in Table 4. The measures
reported in existing studies include fixation measures, proportion of fixations, skip rate,
and run count. Their definitions are presented in Table 5. It has been emphasized that
the selection of measures should always be based on the aim and task of each research
(Conklin et al., 2018; Godfroid, 2020a). For example, if we want to know whether a
subtitling area has been attended to, the use of skip rate may be sufficient. But if we
want to further explore how long a subtitling area has been attended to compared to the

image area, total reading time percentage can be more informative.

Table 4. Summary of Eye-Tracking Measures Reported in Video-Based Studies

Total Average/Me Fixatio Ski Total Run First-pa Rereadi

readin an fixation n p fixatio cou ssS ng time
g duration count rate n nt reading
time duratio time
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Hefer,

and

Matthew

(2014)

Liaoetal. v v

(2020)
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Total Average/Me Fixatio Ski Total Run First-pa Rereadi

readin an fixation n p fixatio cou ss ng time
g duration count rate n nt reading
time duratio time
% n
Gass et v v v
al. (2019)
Mufoz v v v v
(2017)
Winkeet v v
al. (2013)
Bisson et v v v v
al. (2014)
d’Ydewal Vv v v v
le and De
Bruycker
(2007)
Sum 6 5 3 3 3 2 1 1

Table 5. Definitions of Commonly Reported Eye-Tracking Measures in Video-Based
Studies (adapted from Conklin, Pellicer-Sénchez, and Carroll (2018, p. 68) and
Godfroid (2020, p. 211))

Eye-tracking measure Definition

Total reading time % Proportion of all summed time spent on an AOI

Average/Mean fixation duration  Average duration time of fixations on an AOI

Fixation count Total number of fixations on an AOI

Skip rate Likelihood that an AOI is skipped (not fixated on
at all) the first time it is encountered

Total fixation duration Duration of all summed fixations on an AOI

Run count Total number of visits made to an AOI

First-pass reading time Sum of all fixations on an AOI before exiting to
the area

Rereading time Summed duration of all fixations on an AOI except

for those made during a first pass
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In video-based studies, apart from AQOIs which identify specific areas that
researchers are interested in looking at, it is also vital to identify specific time points in
the video to be investigated (Conklin et al., 2016; Godfroid, 2020a). Specific time
points are called interest periods (IPs). After identifying both AOIs and IPs, learners’
eye movements are only recorded within AOIs during active IPs. For example, in a
captioned viewing study conducted by Winke et al. (2013), participants’ eye movements
were only recorded during those time periods when captions were present on the screen.

In this case, IPs were defined as the presentation times of captions in the video.

2.4.2. Eye Movements in Visual Scene Perception and Reading

Since the focus of the present study is on subtitled video, which is a special type of
stimulus consisting of dynamic images, soundtrack, and text, this section briefly
summarises the main findings on eye-movements concerning visual scene perception
and text-based research. It then moves on to the application of eye-tracking in SLA
research.

Rayner (2009) claims that compared to reading, fixation durations in visual scene
perception tend to be longer (with an average close to 300 ms) and the size of saccades
tends to be larger (with an average 40-50 ms). Compared to watching static pictures,
watching videos has been found to have even longer fixation durations and smaller
saccades (Dorr, Martinetz, Gegenfurtner, & Barth, 2010). Image-based studies have
revealed that viewers do not fixate on every part of a scene and most of their fixations
fall on the more informative or salient areas of the scene (Rayner, 2009). Moreover, a
viewer can extract enough information to understand the gist of an image with a present
time as short as 42 ms (Castelhano & Henderson, 2008). In video-based studies,

empirical evidence has also demonstrated a systematic relationship between what a
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viewer hears and where (and when) their eyes tend to move (Coklin et al., 2018;
Godfroid, 2020a; Rayner, 2009).

Psycholinguists have used eye-tracking extensively to investigate text processing
while reading (for a review, see Rayner 1978, 1998, 2009). Decades of eye-tracking
research on reading have shown that many factors affect reading behaviour. Words with
high frequency or familiarity to the reader tend to receive fewer fixations (e.g., Williams
& Morris, 2004). In addition, longer words and those with lower predictability are more
likely to receive longer fixations (Kliegl, Grabner, Rolfs, & Engbert, 2004).

Concerning different writing systems, for L1 readers of English, the average
fixation duration on a single word lasts for around 200-250 ms and the mean saccade
length is about 7-9 letter spaces (Rayner, 1998). For L1 readers of Chinese, since
linguistic information is more densely packed in Chinese characters, average saccades
are much shorter in Mandarin Chinese (about 2.6 characters) than in English (about 7-8
letters) (Rayner, Li, Juhasz, & Yan, 2005; Rayner, Li, & Pollatsek, 2007). However, it
seems that the eye movements of L1 Chinese readers share more similarities than
differences with L1 English readers (Rayner et al., 2005). Average fixation durations,
reading rates, and regression rates when reading L1 Chinese do not seem to differ much
from L1 English (Rayner, 2009; Rayner et al., 2007; Sun & Feng, 1999). Moreover,
similar to reading in English, Chinese words with high frequency and predictability tend
to be fixated on less and skipped more often (Rayner et al., 2005; 2007). These findings
suggest that eye movements during reading are controlled by the linguistic content
rather than by the visual form of the particular language. Apart from the aforementioned
factors, readers’ individual differences, such as executive control, age, language
learning background, and reading speed, also play important roles in reading (Godfroid,

2020a; Kliegl et al., 2004; Rayner, 1998).
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While extensively used in psychology and psycholinguistics for decades to explore
language processing, eye-tracking has only recently started to be used in SLA to
examine the process of language learning (Conklin & Pellicer-Sanchez, 2016). To date,
research using eye-tracking in SLA has involved two main strands: spoken-based (i.e.,
studying auditory processing) and text-based studies (i.e., studying textual processing),
with the latter one being dominant (Godfroid, 2020a). Most spoken-based studies are
more psycholinguistically oriented, where eye-tracking is taken as a representational
measure, revealing the activations of certain linguistic representations in the listener’s
mind (Tanenhaus, 2007; Tanenhaus & Trueswell, 2006). For text-based studies,
eye-tracking is taken as a processing load measure (Tanenhaus & Trueswell, 2006),
which is based on the eye-mind link assumption, believing that longer eye fixation
durations may signal more processing or more complex task demands (Godfroid,
2020a).

Text-based eye-tracking studies have been classified into five main strands by
Godfroid (20204, p. 86): grammar, vocabulary and the bilingual lexicon, instructed SLA,
captions and subtitles processing, and assessment. The present research is situated
within the captions and subtitles processing and vocabulary strands and uses
eye-tracking to investigate: 1) learners’ attention allocation to captions/subtitles and
images during subtitled viewing, and 2) learners’ processing of unknown words during
subtitled viewing and its potential relationship to their vocabulary gains. Therefore,
eye-tracking studies on captions/subtitles processing and text-based studies focusing on
L2 vocabulary acquisition have the closest relevance to the present study and are

reviewed in the following sections.

2.4.3. Empirical Eye-Tracking Studies on Captions/Subtitles Viewing

99



Eye-tracking is a very convenient tool when exploring learners’ allocation of
attention while watching captioned/subtitled videos. Learners might not be aware of
their own attentional process trajectory, however, their unconscious behaviour can be
captured by eye-tracking equipment (Conklin et al., 2018). In SLA, most of the studies
using eye-tracking in on-screen text viewing have investigated L2 learners’ processing
of different on-screen texts, with some of them also exploring the relationship between
the processing of on-screen text and comprehension or vocabulary learning. As
reviewed in section 2.4.1, there is considerable variation in the eye-tracking measures
reported in these studies. While the studies reviewed in this section used a variety of
measures, only the results of those most relevant to the focus of the present study (i.e.,
those pertaining to the attention distribution between subtitling and image areas) will be
reviewed. These measures include: total reading time percentage, fixation count, skip
rate, and run count.

d’Ydewalle and colleagues (2007, 1991, 1992) were pioneers in eye-tracking
research on on-screen text reading. They found that for both adults and children, the
reading of on-screen text seemed to be more or less spontaneous, and viewers could
switch effortlessly between images and the subtitling area. L1 viewers would read
on-screen text regardless of whether they had the habit of using subtitles (e.g.,
d’Ydewalle et al., 1991), or whether they had limited knowledge of the L2 (e.g.,
d’Ydewalle & De Bruycker, 2007). d’Ydewalle et al. (1991) found that when the
soundtrack and subtitles were both in the viewer’s L1, participants spent about 25% of
the time looking at the subtitles despite their habit of using subtitles, and more time was
spent on two-line than one-line subtitles. d”Ydewalle and De Bruycker (2007) also
compared the eye movements of Dutch-speaking adults and children (without prior

knowledge of Swedish) while viewing a 15-minute excerpt from a Swedish cartoon
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with one/two-line L1 subtitles or reversed subtitles (i.e., Dutch soundtrack and Swedish
subtitles). Eye-tracking data showed that, in general, less time was spent on one-line
subtitles than two-line ones. Moreover, participants using L1 subtitles skipped subtitles
less often (M = 4% vs. 21% in reversed subtitles), spent more total reading time on
subtitles (M = 41% vs. 26% in reversed subtitles), and had higher run counts between
images and subtitling areas (M = 0.49 vs. 0.24 in reversed subtitles) than when using
reversed subtitles. Therefore, it seems that L1 subtitles are read more often when the
soundtrack is in an unfamiliar language regardless of the viewer’s age.

Perego et al. (2010) explored Italian-speakers’ viewing of a well- or ill-segmented
L1 subtitled 15-minute Hungarian drama. No participants had any prior knowledge of
Hungarian or the habit of using subtitles. A multiple-choice word recognition test and
comprehension tests were administered after the viewing. The offline tests revealed that
participants could benefit from subtitled viewing in both well- or ill-segmented
conditions. Eye-tracking data revealed that, in general, participants spent on average
67% of fixation time and 172.81 fixation counts on the L1 subtitling area. No
relationships were found between participants’ eye movements and their offline test
scores. However, it should be noted that participants in the studies by d’Ydewalle & De
Bruycker (2007) and Perego et al. (2010) were not familiar with the L2 in the
soundtrack, which might have resulted in heavier reliance on L1 subtitles while
viewing.

Eye-tracking has also been use to explore L2 learners’ caption-reading behaviour.
Winke et al. (2013) triangulated eye-tracking data with interview data in order to
explore the caption-reading behaviour of English-speaking learners of different L2s, and
the differential effects of captions across languages. L1 English learners of Arabic,

Chinese, Russian, and Spanish watched two documentary clips (dubbed and captioned
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in the L2s) that differed in content familiarity while their eye movements were recorded.
The findings showed that, in general, participants spent approximately 68% of fixation
time on captions during their presentation. However, this percentage varied across
learners of different L2s, with learners of Arabic spending a significantly higher
percentage of time reading captions (75%) than learners of Spanish (63%) or Russian
(67%). Content familiarity only mattered to learners of Chinese, who spent significantly
more time reading captions with unfamiliar (74%) than familiar content (62%). Based
on interview findings, the researchers pointed out that participants relied on captions for
comprehension, especially when the soundtrack was difficult to understand. A longer
processing time spent on captions might indicate learners’ efforts to derive meaning
from the captions, which might be affected by the logographic distance between
learners’ L1 and L2 and learners’ different L2 proficiency levels.

Gass et al. (2019) investigated L2 learners’ captioned reading behaviour and its
relationship to their working memory and comprehension. In the first study, 46 learners
of Spanish at a U.S. university were asked to watch a short documentary clip in Spanish
using either captions or no captions twice. Participants’ comprehension and verbal
working memory were measured after the second viewing. The results showed that
captions significantly improved participants’ comprehension. In addition, on average,
participants in the captions group spent 74% of total reading time on captions in both
viewing sessions. Learners with low comprehension spent more time rereading captions
than learners with high comprehension scores. In the second study, 24 English learners
with various L1 backgrounds at the same U.S. university were asked to watch the same
video but with English audio and captions. Participants were found to spend 55% and
51% of total reading time on the captions during first and second viewings, respectively.

Participants demonstrated similar caption reading behaviour for their first viewing
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despite their comprehension scores. However, learners with high comprehension scores
spent less time on captions on a second viewing than learners with low comprehension.
In both studies, learners’ verbal working memory did not significantly affect their
caption-reading behaviour, but there was a trend demonstrating that learners with high
verbal working memory tended to use captions less on a second viewing.

Some other eye-tracking studies have compared the reading of different subtitling
types. In a study by Bisson et al. (2014), 54 English L1 speakers without any Dutch
knowledge were divided into four groups and watched four short animation video clips
in one of four conditions: captions, L1, reversed, and no subtitles (control group). An
auditory incidental vocabulary test was administered after their viewing, but no
significant group differences were found. Eye-tracking data showed that all the
experimental groups spent significantly longer time on the subtitling area than the
control group. No significant differences were observed between the captions and L1
subtitles groups, as revealed by fixation count (5.65 vs. 5.90), normalized total duration
(0.43 vs. 0.51), and normalized skipped subtitles (0.09 vs. 0.04). However, the learners
in the two groups using L2 audio paid more attention to the subtitling area compared to
the reversed group, as revealed by all the eye-tracking measures. This may have been
due to the participants’ unfamiliarity with the soundtrack language. Significant
differences were revealed in the time spent processing the image area across groups, as
revealed by total fixation duration and the number of fixations: control group > reversed
group > captions group > L1 subtitles group. However, it should be noted that the
participants in their study did not have any prior knowledge of the L2, thus they might
have had to rely more on L1 subtitles and less on captions for comprehension, making

their findings less comparable to studies with more proficient L2 learners.
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A comparison of the processing of different subtitles by more proficient EFL
learners was conducted by Kruger et al. (2014). Sixty-eight South African EFL learners
who used English as the main language in academic settings were asked to watch a
14-minute recorded lecture in English with either captions, L1, or no subtitles.
Participants’ comprehension of the lecture and potential cognitive load were examined
after viewing. No significant differences were found among different subtitling
conditions in terms of comprehension. A self-reporting cognitive load questionnaire
suggested the benefits of using captions and L1 subtitles for lowering learners’
frustration levels compared to no subtitles. Eye-tracking data showed that participants in
the captions condition spent significantly more time (42.9% of total reading time) on the
subtitling area than those in the L1 subtitles condition (20.3%). L1 subtitles were also
skipped more often than captions. The authors explained that this might indicate
participants’ preference for English in an academic setting and their attempts to lower
their cognitive effort by reducing the use of redundant L1 when L2 audio was
understandable. The findings can also be attributed to more proficient L1 reading which
required less processing time.

Muroz (2017) further compared the reading of L1 subtitles and captions, with a
focus on the potential effects of age and participants’ L2 proficiency on their subtitling
reading patterns. Forty Spanish-Catalan learners of English who varied in age and L2
proficiency were asked to watch two short English cartoon clips, one with L1 subtitles
and the other with captions in a counterbalanced way. The findings suggested that
participants who were younger or with a lower proficiency level seemed to rely more on
on-screen text for comprehension. However, as noted by the researchers, there was a
large overlap between the age and proficiency groups, which might make it difficult to

attribute effects to just one factor. In general, eye-movement data comparing the reading
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of captions and L1 subtitles revealed that captions were less likely to be skipped and
were fixated on more often compared to the L1 subtitles condition, as revealed by the
skip rate and total fixation duration. However, only median values for each age and
proficiency group were reported, which makes the results less comparable to other
studies reporting mean values. Moreover, no statistical analysis was done to explore
differences in subtitling type.

To the best of my knowledge, Liao et al. (2020) have conducted the only
eye-tracking study so far exploring the processing of bilingual subtitles. Given its close
relevance to the present study, this study is reviewed in more detail. A within-group
study was conducted to investigate viewers’ attention allocation to the subtitling area
and visual images, their comprehension, and the potential cognitive overload caused by
using bilingual subtitles as compared to other subtitling types (i.e., captions, L1, and no
subtitles). Twenty intermediate level Chinese postgraduates (with an average IELTS
score of 6.74) at an Australian university were assigned to one of four groups and asked
to watch four 5-minute BBC documentary clips in four subtitling conditions with their
eye movements recorded. A 12-item cognitive load questionnaire adapted from Leppink
(2014) was administered after each viewing session. It examined learners’ intrinsic,
extraneous, and germane cognitive load during viewing by using a self-reporting rating
scale with 12 statements. Participants’ comprehension was also tested using a free recall
test after each viewing session. Total overall reading time % (as a measure of visual
attention allocation) and average fixation duration (as an indirect measure of extraneous
cognitive load) on the subtitling and image areas were calculated and compared across
groups.

Eye-tracking findings showed that the participants spent the longest total reading

time on bilingual subtitles (33.62%), which was significantly longer than the time spent
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on reading L1 subtitles (21.55%), but not significantly different from reading captions
(32.15%). When using bilingual subtitles, no significant differences were revealed
between the time spent on the L1 and L2 lines. However, a closer inspection of
eye-movement data showed that instead of evenly distributing attention to read both
lines, participants were found to choose either Chinese or English as a dominant source
to receive visual-verbal information. Comparisons were then made between the
processing of L1 and L2 lines in bilingual subtitles separately from monolingual
subtitles. Participants were found to spend significantly less time on L2 lines when
using bilingual subtitles (15.29%) than using captions (32.15%), but a similar amount of
time was spent on L1 lines (18.33%) and when using L1 subtitles (21.55%).
Researchers thus suggested that the use of bilingual subtitles resulted in a significant
reduction in the use of L2 lines, but participants’ reliance on L1 seemed to be stable,
when compared to L1 subtitles. The researchers provided three explanations for
participants’ reliance on L1 lines. The first reason was due to the dominant role of the
participants’ L1, on which they could more easily rely for comprehension. Moreover,
L1 lines were presented on the first line in bilingual subtitles which were more salient
and attracted the viewers’ attention. Additionally, L2 subtitles were more redundant
than L1 subtitles as they repeated information presented in the audio and were more
likely to be ignored. However, the authors did not explain why some participants did
not choose L1 lines as their dominant visual-verbal input when using bilingual subtitles,
given that they were theoretically easier to understand. In terms of the processing of
image areas, less time was spent when using the three subtitling conditions (67.28% on
L1 subtitles, 64.58% on captions, and 64.48% on bilingual) than no subtitles (73.29%),
but no significant differences were found between the three subtitling groups,

suggesting participants’ stable reliance on images.
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Regarding cognitive load, no significant differences concerning average fixation
duration on the subtitling area were found between the three subtitling conditions (159
ms on L1 subtitles, 144 ms on captions, 150 ms on bilingual L1 lines, 140 ms on
bilingual L2 lines), implying similar cognitive demands when reading the three
subtitling types. Based on the similar average fixation durations on L2 lines in the
captions and bilingual subtitles groups, the researchers also suggested that similar depth
of processing of L2 lines was involved. The cognitive load questionnaire indicated that
the use of bilingual subtitles did not induce more cognitive load than monolingual
subtitles but had the lowest intrinsic and extraneous cognitive load across conditions,
suggesting significant benefits for reducing cognitive load than no subtitles. This aligns
with Li’s (2016) questionnaire findings that bilingual subtitles did not cause cognitive
overload, but rather could ease learners’ learning burden and facilitate vocabulary
learning. Liao et al. (2020) argue that when using bilingual subtitles, participants can
actively select and integrate different information based on their comprehension needs.
Comprehension results also showed that the bilingual subtitles group achieved the
highest mean scores, although no significant differences were revealed across groups.
However, the lack of significance may be due to the free recall test that was conducted
in English, which might have interfered with the participants’ English writing skills and
thus could not fully capture learners’ comprehension differences. While informative,
there were several important limitations of this research which might constrain the
generalisation of its findings. First, the findings were only based on eye-movement data
from 16 participants. Moreover, the viewing material was only 5 minutes long for each
subtitling condition, which might not be sufficient to capture participants’ natural
processing behaviour of on-screen text. Importantly, the within-subject design required

each participant to watch four video clips in four different subtitling conditions in a
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counterbalanced way. Potential order effects might have affected participants’ viewing
behaviour. For example, in three out of four groups, participants used bilingual subtitles
immediately after using captions. It may be that after captioned viewing, participants
were more familiar with reading L2, which increased their use of L2 lines in the
following bilingual subtitled viewing. Order effects could be particularly influential
given the use of short stimuli, which left limited time for participants to adapt to a
different subtitling type.

In sum, the research reviewed above provides interesting findings concerning L2
learners’ attention allocation during captioned/subtitled viewing. All the studies show
that viewers processed on-screen text regardless of the subtitling condition. On-screen
text did not prevent viewers processing images, but rather served as a support to aid
viewers’ understanding of the video. The use of captions/subtitles did not seem to add to
cognitive load but actually seemed to ease L2 viewers’ frustration levels compared to no
subtitles (Kruger et al., 2014). Even with seemingly redundant written information, the
use of bilingual subtitles was helpful in lowering L2 viewers’ intrinsic and extraneous
cognitive load (Liao et al., 2020). Viewers of different ages and proficiencies all seemed
to be able to make use of the on-screen text based on their own needs by ignoring
redundant input and paying more attention to information that could support their
understanding (e.g., Kruger et al., 2014; Liao et al., 2020; Mufoz, 2017; Winke et al.,
2013). As for the processing of different subtitling types, viewers were found to spend
20-41% of total reading time on L1 subtitles, while the percentage rises to 32—74% for
reading captions. Captions were also less likely to be skipped than L1 subtitles (e.g.,
Kruger et al., 2014; Liao et al., 2020; Mufoz, 2017). Among L2 learners, less
processing time was spent on L1 subtitles than on captions (e.g., Kruger et al., 2014;

Liao et al., 2020; Mufbz, 2017) and bilingual subtitles (e.g., Liao et al., 2020).
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Although the overall reading time on bilingual subtitles was similar to captions,
significantly less time was allotted to L2 lines when using bilingual subtitles compared
to using captions, whereas the time spent reading L1 lines was similar to using L1
subtitles (Liao et al., 2020). Previous studies have also shown that the processing of
on-screen text can be affected by various factors. More advanced L2 learners seem to
rely less on captions/subtitles while viewing compared to less proficient L2 learners
(e.g., Mufbz, 2017; Winke et al., 2013). Content familiarity with the viewing material
and the language distance between L1 and L2 might also trigger different processing
behaviours (e.g., Winke et al., 2013).

Despite the important contribution of these findings to our understanding of how
subtitled/captioned videos are processed, there are some important limitations and gaps
that need to be acknowledged. First, overall, the number of eye-tracking studies
exploring L2 learners’ use of captions/subtitles is still limited. Crucially, only one study
has explored the use of bilingual subtitles, with a limited number of participants (N = 16)
and short viewing material (5 minutes). Second, the comparability of findings across
studies is limited due to the different eye-tracking measures reported, various types of
viewing materials used (e.g., recorded lecture, cartoon, documentary, TV series), and
the diverse profile of the viewers (e.g., viewers with/without the habit of using subtitles,
viewers with/without prior knowledge of the L2 in the video soundtrack, viewers of
different ages). Third, all the studies reviewed above used relatively basic statistical
analysis (e.g., one-way ANOVA, t-tests, Kruskal-Wallis test) to analyse participants’
average eye-movement data without controlling for other important covariates and
random effects, which to some extent limits the generalisation of their findings. Last but
not least, these studies only investigated L2 learners’ attention allocation to the overall

subtitling area rather than focusing on learners’ processing of lexical items. Thus, the
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relationship between the processing of vocabulary items while viewing and vocabulary
learning gains is still understudied. To the best of my knowledge, to date, only one
eye-tracking study has explored the processing of unknown vocabulary while viewing.
It is reviewed in the next section after a review of eye-tracking studies focusing on

reading.

2.4.4. Empirical Eye-Tracking Studies on Incidental Vocabulary Learning from
Reading and Viewing

Most of the eye-tracking studies investigating vocabulary acquisition have focused
on incidental vocabulary learning from reading (Godfroid, 2020a). With the help of
eye-tracking, these studies not only examined learning gains using offline tests, but also
expanded their investigation to learners’ online processing of unknown TWSs. Their
main findings are first summarised in this section, followed by a review of eye-tracking
studies on incidental vocabulary learning from viewing.

First, a great number of eye-tracking reading studies have compared learners’
online processing of unknown words to the processing of familiar words (e.g., Elgort et
al., 2018; Godfroid et al., 2018; Godfroid et al., 2013; Mohamed, 2018;
Pellicer-Sanchez, 2016; Pellicer-Sanchez, Conklin, & Vilkaité-Lozdiené, 2021;
Williams & Morris, 2004). L1 reading studies have demonstrated that reading unknown
words showed longer initial fixations, longer total reading times, and more regressions
compared to reading familiar words (e.g., Williams & Morris, 2004). Similar findings
have been reported in L2 reading studies, showing that novel L2 words were skipped
less often than familiar words (e.g., Mohamed, 2018). Moreover, novel vocabulary
items tended to attract longer reading times than known words, as measured by first
fixation duration (e.g., Elgort et al., 2018; Godfroid et al., 2013; Mohamed, 2018;

Pellicer-Sanchez, 2016; Pellicer-Sanchez et al., 2021; Williams & Morris, 2004),
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first-pass reading time (e.g., Elgort et al., 2018; Godfroid et al., 2013; Mohamed, 2018;
Pellicer-Sanchez, 2016; Pellicer-Sanchez et al., 2021; Williams & Morris, 2004),
second-pass reading time (e.g., Godfroid et al., 2013; Williams & Morris, 2004), total
reading time (e.g., Elgort et al., 2018; Godfroid et al., 2013, 2018; Mohamed, 2018;
Pellicer-Sanchez, 2016; Pellicer-Sanchez et al., 2021), fixation count (e.g., Elgort et al.,
2018; Pellicer-Sanchez, 2016; Pellicer-Sanchez et al., 2021), go-past time (i.e.,
regression path duration) (e.g., Elgort et al., 2018), and number of regressions (e.g.,
Elgort et al., 2018; Mohamed, 2018; Williams & Morris, 2004). This difference in
processing time is particularly salient in early encounters with words in the text (e.g.,
Elgort et al., 2018; Mohamed, 2018; Pellicer-Sanchez et al., 2021).

Second, many reading studies have also investigated how L2 learners’
eye-movement patterns on unknown words change across multiple encounters in a text
(e.g., Elgort et al., 2018; Godfroid et al., 2018; Mohamed, 2018; Pellicer-Sanchez, 2016;
Pellicer-Sanchez et al., 2021). Results from these studies have shown that the reading
time on novel lexical items decreased with subsequent exposures, suggesting more
fluent and automatic reading processes. Unknown words were found to be read
significantly faster after 3—4 encounters (e.g., Godfroid et al., 2018; Pellicer-Sanchez,
2016), 5-7 encounters (e.g., Elgort et al., 2018), and 10-12 encounters (e.g., Mohamed,
2018) in different studies. Pellicer-Sanchez (2016) also found that L2 learners started to
read nonwords in a similar manner to known words after eight encounters in the text,
while in a more recent study, Pellicer-Sanchez et al. (2021) found that only after
pre-teaching instructions was the processing of nonwords in the text similar to known
words after eight encounters by L2 readers. Other researchers have suggested that more
encounters are needed for unknown items to be processed like known words. Mohamed

(2018) proposed a figure of 30, whereas Elgort et al. (2018) found that even after 40
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encounters, differences in fixations and reading times were still noticeable between
novel and familiar words. These inconsistent findings might be caused by the different
degrees of support offered by contextual cues for unknown words (Elgort et al., 2018).
While the specific number of encounters needed for unknown items to be processed like
known words varies across studies, they all point to a general decrease in processing
repeated unknown words in reading.

Most relevant to the present study is the investigation of the potential relationship
between the online processing of unknown TWSs and the learning outcomes of these
TWs after reading (e.g., Godfroid & Schmidtke, 2013; Godfroid et al., 2013; Godfroid
et al., 2018; Mohamed, 2018; Pellicer-Sanchez, 2016; Pellicer-Sanchez et al., 2021,
Williams & Morris, 2004) and viewing (e.g., Montero Perez et al., 2015). By recording
the online processing of novel lexical items during reading and viewing, eye-tracking
enables us to further explore the relationship between learners’ attention and their
lexical gains. As argued by Pellicer-Sanchez (2020a): “the real drive to use eye-tracking
in incidental vocabulary learning research is to find out whether eye-movement patterns
can predict vocabulary learning gains” (pp. 140-141). This section now focuses on
reporting the findings on this relationship.

Despite the increasing number of studies exploring learners’ online processing
behaviour in incidental vocabulary learning from reading, the relationship between
readers’ eye movements and vocabulary learning gains is far from settled. The first
study to explore this potential relationship was conducted in an L1 context. Williams
and Morris (2004) explored L1 English speakers’ reading of tens of sentences
containing either a familiar, a less familiar (with high or partial knowledge), or an
unfamiliar TW for comprehension, while their eye movements were recorded.

Multiple-choice meaning recognition tests were administered afterwards. A variety of
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early and late measures were analysed. The findings showed that second-pass reading
times on unfamiliar TWs positively correlated with meaning recognition gains, while
first-pass reading times correlated negatively. The researchers attributed this negative
relationship between initial processing and meaning recognition to the fact that little
information could be used to guess novel words’ meanings from the preceding context,
whereas reanalysis of the following context might be useful for meaning inferences.
However, their findings were limited to the L1 context.

Godfroid et al. (2013) were the first to explore the relationship between attention
and vocabulary gains among L2 learners. Twenty-eight upper intermediate or lower
advanced Dutch L2 learners of English were asked to read 20 different English
paragraphs with 12 of them containing control words (real known words) and
pseudowords. An unannounced multiple-choice gap-filling test was conducted
immediately after their reading to examine participants’ form recognition knowledge of
the pseudowords. All the eye-tracking measures (i.e., first fixation duration, gaze
duration, second-pass reading time, and total reading time) of the pseudowords showed
positive correlations with the vocabulary test scores. However, only total reading time
achieved statistical significance. Their findings suggested an overall positive
relationship between L2 readers’ attention and their learning gains, at least at the form
recognition level. However, the two studies above used sentences or short paragraphs as
reading material instead of longer reading texts, which might not be a good
representation of natural reading.

Focusing on the reading of a short English story, Pellicer-Sanchez (2016) further
tapped into this relationship by looking at different aspects of incidental vocabulary
learning and word retention. Thirty-seven EFL learners with various L1 backgrounds

and 36 L1 speakers of English took part in the experiment. A 2,300-word story was
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written for this study containing six nonwords and six control words. A comprehension
test, form recognition (select the correct spelling of TWs), meaning recall (via
individual interview), and multiple-choice meaning recognition tests were completed
after the reading. Delayed vocabulary posttests were administered with L2 participants
two weeks later. The findings showed that only the total reading time for nonwords was
positively related to immediate meaning recall gains, but the relationship did not hold
for form or meaning recognition or other eye-tracking measures (i.e., first fixation
duration, gaze duration, and fixation count).

In a very recent study focusing on the effect of pre-reading instruction,
Pellicer-Sanchez et al. (2021) also explored the relationship between learners’ total
reading time for unknown words and their vocabulary learning gains. Ninety-two
English L1 speakers and 88 English L2 speakers with various L1 backgrounds were
asked to read a 2,290-word English text in one of four conditions (e.g., pre-reading
instruction + reading, reading-only, instruction-only, and reading-baseline). Six
pseudowords repeated eight times were embedded in the text, these were replaced by
known words in the reading-baseline condition. Participants’ comprehension and
vocabulary learning were assessed immediately after reading. The findings showed that
while controlling for different conditions, cumulative total reading time for the
pseudowords significantly predicted meaning recognition, with longer processing times
leading to higher learning gains. However, no significant results were obtained for form
recognition or meaning recall.

The predictive role of total reading time in incidental vocabulary learning has also
been documented by Mohamed (2017) and Godfriod et al. (2018). Following earlier
studies, Mohamed (2017) invited 42 advanced L2 English learners with various L1

backgrounds to read a modified short novel containing 20 pseudowords and 20 known
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words for comprehension while their eye movements were recorded. VVocabulary form
recognition, meaning recall, and meaning recognition tests were administered after
reading. The findings of generalized mixed models showed that total reading time was a
strong positive predictor for all three vocabulary tests, while first fixation durations only
showed a positive correlation with form recognition, and first-pass reading time only
correlated positively with meaning recall. The author explains that different cognitive
processes were involved in different eye-movement measures. Early measures could
largely reveal learners’ attention to word form, which related more to form recognition
gains. Total reading time marked the total attention paid to a word, which could be more
helpful to predict learning in both form and meaning aspects.

It is important to note that all the studies reviewed so far used modified,
unauthentic, and relatively short texts, which can differ from the types of materials
learners engage with. In order to address this limitation, Godfroid et al. (2018)
compared L1 and L2 learners’ incidental vocabulary learning from reading five chapters
of an authentic English novel with 29 naturally embedded Dari words. Nineteen L1
speakers and 35 advanced L2 learners were asked to read the chapters for
comprehension with their eye movements recorded. Form recognition, meaning recall,
and meaning recognition tests were used to measure their learning gains. The findings
revealed that the summed total reading time for TWs related positively to meaning
recognition and recall gains, suggesting that a longer processing time might reflect
participants’ word inference effort. However, it should be noted that compared to other
studies using nonwords as replacements for known words in the text, the meanings of
the Dari words which were naturally embedded into this English novel could be more

easily inferred from the context. English translations or explanations were directly
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provided for some of the Dari words in their research, which might have accounted for
higher incidental learning gains.

In contrast to the positive relationship reported in the studies reviewed so far, other
studies have revealed no significant relationship between L2 learners’ processing time
for unknown words and learning gains. In a recent study by Ouyang, Huang, and Jiang
(2020), 45 high-intermediate Chinese learners of English were asked to read a 671-word
English text from a past TOEFL reading examination containing 17 unfamiliar words.
Participants read with either no glosses or with L1 glosses while their eye movements
were recorded. Immediate meaning recall and meaning recognition tests were
administered after reading. Eye-movement data revealed that participants in the
non-glossed group spent significantly longer time processing the TWs than the glossed
group. However, no significant relationship between participants’ processing time for
unknown single TWs during reading (as measured by first fixation duration, gaze
duration, total fixation counts, and total fixation duration) and their vocabulary scores in
the non-glosses condition was revealed. The predictive role of processing time for TWs
was only significant in the L1 glosses condition. The researchers thus attributed the
findings to the fact that participants in the non-glossed group did not notice the TWs,
but the presence of the L1 glosses enhanced learners’ noticing of the TWSs during
reading, which further contributed to greater learning gains. However, it should be
noted that instead of using original eye-tracking data, this study used Z-scores (i.e., a
standard score measures the standard deviation between the mean and a raw score) in
their data analysis, which might have less statistical power for capturing any potential
relationship. Moreover, although care was taken in selecting the TWs, no pretests were
included to ensure participants’ unfamiliarity with those words, which might account

for different reading patterns.
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The relationship between L2 learners’ processing of unknown words in a text and
their vocabulary knowledge was also explored by Elgort et al. (2018), using different
types of vocabulary measures. Forty high-intermediate to advanced level L2 learners of
English were asked to read two English novel chapters containing 14 low-frequency L2
TWs varying in frequency of occurrence. Incidental vocabulary learning gains were
measured after reading using a sentence-reading posttest (i.e., reading the TWs in 14
semantically neutral sentences while eye movements were recorded) and a meaning
recall test. Participants’ prior familiarity with the TWs was examined following the
vocabulary posttests. Participants’ processing of the TWSs in the sentence-reading
posttest was compared to their processing of the last occurrence of each TW in the main
text to detect any processing differences. The results demonstrated the establishment of
orthographic representations of the TWSs during the text reading (as revealed by similar
first-fixation duration and regression path duration in processing), but the
lexical-semantic representations of the TWs were weak and contextually-dependent (as
revealed by more fixations and longer reading time on the TWSs in the sentence-reading
posttest). No significant relationship was revealed between the processing time for the
TWs in the sentence-reading posttest and their meaning recall gains, indicating a lack of
relationship between learners’ processing of the TWs (after exposure and potential
learning) and their learning gains. However, care should be taken when comparing these
findings to other eye-tracking studies since the relationship between the participants’
initial processing of the TWs in the experimental text and their meaning recall gains was
not reported in this study.

In sum, research exploring the relationship between eye movements in reading and
vocabulary gains has demonstrated inconclusive findings. Apart from Ouyang et al.

(2020) and Elgort et al. (2018), who reported no relationship, most studies have
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reported some sort of relationship but varied in the different eye-tracking measures and
vocabulary tests that showed a link. Total reading time seems to be a positive predictor
of incidental vocabulary learning gains, especially for meaning (e.g., Godfroid et al.,
2018; Mohamed, 2018; Pellicer-Sanchez, 2016; Pellicer-Sanchez et al., 2021). However,
its correlation with form recognition is inconsistent across studies since some of them
have reported a positive correlation (e.g., Godfroid et al., 2013; Mohamed, 2018) while
others have not (e.g., Godfroid et al., 2018; Pellicer-Sanchez, 2016; Pellicer-Sanchez et
al., 2021). Contradictory findings have been reported concerning the predictive role of
early eye-tracking measures (e.g., first-pass reading time and first fixation durations) in
vocabulary gains. Mohamed (2018) found a positive effect, whereas Williams and
Morris (2004) reported a negative effect. Second-pass reading time also seems to relate
positively to form recognition (Godfroid et al., 2013) and meaning recognition gains
(Williams & Morris, 2004). These findings, though inconclusive, seem to suggest a
positive predictive role of learners’ attention and their vocabulary learning gains, but it
is not always strong enough to be captured in different studies, and it is likely to be
affected by different factors.

The incongruence in previous findings could relate to three potential causes. First,
the aforementioned research applied various experimental designs. While some of them
used authentic reading texts (e.g., Godfroid et al., 2018; Mohamed, 2018; Ouyang et al.,
2020), others used texts designed for the purposes of the study (e.g., Godfroid et al.,
2013; Pellicer-Sanchez, 2016; Pellicer-Sanchez et al., 2021; Williams & Morris, 2004).
These texts also varied in length and text difficulty, potentially leading to differences in
processing and word inferencing. Moreover, participants in some of the studies shared a
similar L1 background (e.g., Godfroid et al., 2013; Ouyang et al., 2020), while in others

they had diverse L1 backgrounds (e.g., Godfroid et al., 2018; Mohamed, 2018;
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Pellicer-Sanchez, 2016; Pellicer-Sanchez et al., 2021), which might also have affected
learners’ L2 reading behaviour. Second, when exploring the potential relationship
between learners’ eye movements and learning scores, some studies only used relatively
basic statistical approaches such as non-parametric statistics (Kruskal-Wallis,
Mann-Whitney U tests) and correlation (e.g., Ouyang et al., 2020; Pellicer-Sanchez,
2016; Williams & Morris, 2004). In these analyses, an averaged mean for each
participant or each item was used, instead of taking both subject variables and item
variables into account. Since the eye-movement data in these designs are nested within
each participant and encounters are nested within each item, it is important to account
for variance at both the participant-related and item-related levels in the analysis in
order to produce more powerful and generalisable findings (Cunnings, 2012; Godfroid,
2020a; Mohamed, 2018).

To the best of my knowledge, only one eye-tracking study has explored the
processing of vocabulary in captioned/subtitled viewing. Montero Perez et al. (2015)
explored the effects of different types of captioning and test announcements on
vocabulary learning and on their viewing processes. Fifty-one high-intermediate
learners of French at a Flemish university were asked to watch two short authentic
French audio clips (in total 9 minutes) while their eye movements were recorded.
Participants were divided into four groups which differed in: 1) types of captioning: full
captions (FC) or keyword captions (KC), and 2) vocabulary test announcements:
intentional (INTEN) or incidental (INCID). Participants’ vocabulary size and prior
knowledge of the 18 target items (13 single words and 5 multiword units) were tested
before the treatment. Form recognition, clip association, meaning recall, and
multiple-choice meaning recognition posttests were conducted after the viewing session.

In terms of vocabulary gains, the KC groups significantly outperformed the FC groups
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on form recognition, and INTEN groups performed significantly better than INCID
groups on meaning recall. Meaning recognition scores were not analysed due to
potential guessing effects. Participants’ vocabulary size positively correlated with their
meaning recall gains. Eye-tracking data, measured by first-pass reading time,
second-pass reading time, and total fixation duration, revealed that, in general, the
INTEN groups had longer fixations on the target items than the INCID groups, as
revealed by second-pass reading time and total fixation duration. The KC groups had
longer first-pass reading time on the target items than the FC groups. In the incidental
groups, second-pass reading time and total fixation duration on target items did not
differ much in the KC and FC groups, indicating that the learners paid similar amounts
of attention to the target items regardless of the captioning condition. However, in the
intentional groups, the KC group spent significantly more time on the TWs than the FC
group. The results suggest the influence of both enhancement techniques on learners’
attention allocation to the target items. The relationship between eye-tracking patterns
and form recognition test scores was also explored. Eye movements could to some
limited extent predict word learning in the FC groups, but not for the KC groups. To be
specific, the predictive role of eye movements was more salient in the FCINTEN group
as longer total fixation duration and second-pass reading time could predict form
recognition scores, suggesting that the reanalysis and attention paid to the target items
indicated learners’ effort to commit the words to memory. However, for the FCINCID
group, only first-pass reading time could predict form recognition gains, while longer
second-pass reading times led to lower learning gains. This finding suggests that a
longer processing time might indicate processing problems instead of learning intention.
Despite its importance in uncovering the relationship between word processing and

learning in subtitled viewing, it should be noted that the predictive role of attention was
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only explored at the level of form recognition and did not extend to meaning aspects
due to the low meaning recall gains (M = 1.98). As revealed in eye-tracking studies on
reading, L2 learners’ attention to unknown words tend to be closely related to the
learning of word meanings (e.g., Godfroid et al., 2018; Mohamed, 2018;
Pellicer-Sanchez, 2016). Therefore, it is also worth exploring this potential relationship
further in subtitled viewing.

As reviewed in both eye-tracking studies on reading and viewing, it can be noticed
that the link between processing time of unknown vocabulary and learning gains is far
from settled. Montero Perez et al.’s (2015) findings seem to support previous reading
studies (e.g., Mohamed, 2018) showing a potential predictive role for learners’ early
processing of unknown words facilitating knowledge of word form, but the lack of
significance for total fixation duration and the negative role of second-pass reading time
in learning gains cast more doubts on the potential relationship between learners’
attention and incidental vocabulary learning gains. The findings also point to the
potentially complex cognitive processes involved in subtitled viewing, which may
account for the less straightforward relationship between attention and learning.
Interpretations of the inconsistent findings in previous studies were largely based on
speculation about learners’ cognitive behaviour without empirical evidence.
Eye-tracking is a versatile, unobtrusive, accurate, and objective method to probe
learners’ attention (Godfroid, 2020a). Eye movements are indicative of learners’
cognitive processes, but different cognitive processes may underlie eye movements
(Godfroid, 2020a; Montero Perez et al., 2015; Rayner, 1998) in these learning from
reading/viewing conditions. As Pellicer-Sanchez (2020a) and Montero Perez et al.
(2015) have mentioned, a longer processing time for a novel word could reflect

learners’ intention to learn and learners’ effort to commit the word to memory, leading
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to larger learning gains. However, a longer processing time for a word could also imply
learners’ processing difficulty or unsuccessful attempt to decode the novel word, which
may be reflected in lower learning gains. As pointed out by Montero Perez et al. (2015),
“[eye-tracking] data only provide information on the amount of attention involved in the
learning process but do not inform us about learners’ ‘engagement’ (Schmitt, 2008, p,
338) with the TWSs” (p. 325). Research needs to examine the different subprocesses that
are involved in these vocabulary learning conditions and explore how learners engage
with unknown vocabulary. Although attention is defined in this thesis as one element of
engagement (as discussed in the following section), the importance of not only
investigating learners’ attention allocation to a word but also exploring other types of
engagement has been underscored by eye-tracking researchers (e.g., Godfroid &

Schmidtke, 2013; Montero Perez et al., 2015; Pellicer-Sanchez, 2020a).

2.5. Engagement

The investigation of engagement in language learning is important since it is
believed to be the key to drive learning (Philp & Duchesne, 2016). Exploring learners’
engagement with language is helpful to explain “why some linguistic or
language-related behaviours and attitudes seem to facilitate language learning and
learning about language/s more than others” (Svalberg, 2009, p. 243). Regarding
vocabulary learning, Schmitt (2008) also claimes that “anything that leads to more and
better engagement should improve vocabulary learning” (p. 339). Scholars seem to
agree that engagement plays an important role in learning in general, and in vocabulary
learning in particular, hence it is vital to first understand what engagement is and how it

has been defined in the literature.
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2.5.1. Definitions of Engagement

Due to its wide use in everyday language, engagement is considered a multifaceted
construct with various acceptable meanings (Fredricks, Blumenfeld, & Paris, 2004;
Hiver, Al-Hoorie, Vitta, & Wu, 2021; Mercer & D&nyei, 2020). It has been defined
differently in various research fields (Hiver et al., 2021; Svalberg, 2018). In education,
engagement has been used contextually as “school engagement” (Fredricks et al., 2004)
or “academic engagement” (Skinner, Kindermann, & Furrer, 2009), where
“engagement” has been referred to as “the quality of a student’s connection or
involvement with the endeavour of schooling and hence with the people, activities,
goals, values, and place that compose it” (Skinner et al., 2009, p. 494). It can be divided
into behavioural, cognitive, and emotional engagement, with a focus on students in
school settings (Fredricks et al., 2004). In language learning and teaching, engagement
is also considered to be “a meta-construct that unites many separate lines of research
within the field [language learning]” (Zhou, Hiver, & Al-Hoorie, 2020, p. 78). In
language classroom settings, engagement has been seen as “student engagement”,
defined as “effortful learning through interaction with the teacher and the classroom
learning opportunities” (Christenson, Reschly & Wylie, 2012: vi). However, it should
be noted that this definition of engagement concerns its motivational dimension by
fixating on learners’ engagement in learning language, instead of learners’ engagement
with the language itself (Mercer & D&nyei, 2020, p. 19).

Svalberg (2009) offered the first systematic discussion of the construct of
engagement in the context of language learning and use. She adopted a language
awareness perspective by focusing on engagement with language. Svalberg (2009)
argued that the engagement construct involves cognitive, affective, and social aspects

which to some extent overlap and are likely to affect each other. She defines
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“engagement [with language]” as “a cognitive, and/or affective, and/or social state and a
process in which the learner is the agent and language is object (and sometimes
vehicle)” (p. 244). The three aspects have been illustrated as follows:
* Cognitively, the Engaged individual is alert, pays focused attention and constructs
their own knowledge.
* Affectively, the Engaged individual has a positive, purposeful, willing, and
autonomous disposition towards the object (language, the language and/or what it
represents).

* Socially, the Engaged individual is interactive and initiating. (Svalberg, 2009, p.
247)

Svalberg’s definition of engagement seems to be the most elaborate to explain
learners’ engagement with language. In line with Svalberg, Philp and Duchesne (2016)
acknowledge the multidimensional and overlapping nature of engagement in tasks in the
context of language learning classrooms. Apart from the three aspects identified by
Svalberg (2009), Philp and Duchesne (2016) added a behavioural aspect, which they
define as “time on task or participation” (p. 55). Also, they point to the necessity of not
only capturing a single dimension of engagement (usually the cognitive aspect) but also
taking the other three dimensions into account to understand the full complexity of
engagement. Besides, they emphasize that, due to the multifaceted nature of
engagement, it is important to define and study this concept in different contexts.

The need to clearly define engagement in empirical studies was echoed by Hiver et
al. (2021), after having systematically reviewed 112 empirical studies published in the
past 20 years exploring engagement in language learning. Hiver et al. (2021) argue that
“engagement is a dynamic, multidimensional construct comprising situated notions of
cognition, affect and behaviours — including social interactions — in which action is a
requisite component” (p. 25). They point out that action is the central characteristic of
engagement in learning and also emphasize the dynamic and malleable nature of

engagement in learning. However, Svalberg (2009), Philp and Duchesne (2016), and
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Hiver et al. (2021) consider language as a whole without looking at any specific
components of it.

Focusing on vocabulary learning in particular, Schmitt (2008) adopted the term
engagement with the purpose of encompassing all possible types of involvement during
vocabulary learning. As he argues, “overall, it seems that virtually anything that leads to
more exposure, attention, manipulation, or time spent on lexical items adds to their
learning” (p. 339). Schmitt (2008) emphasizes the importance of students’ motivation,
attitudes, and strategic behaviour in the vocabulary learning process. He also lists other
factors that could facilitate vocabulary learning, including frequency of exposure,
attention, noticing, intention to learn, requirement to learn, need to learn/use,
manipulation, time and interaction spent on lexical items. Schmitt (2008) points out that
these factors can be facilitated by teachers, materials writers and learners themselves.
Although he put forward a range of factors that can facilitate vocabulary learning and
uses engagement as an umbrella term, there is still no clear definition of engagement in
L2 vocabulary learning and studies seem to have adopted different definitions. In
addition, including the importance of other agencies (i.e., teachers and materials writers)
in the definition of engagement, rather than focusing on L2 learners’ own subjective
engagement with lexical items, might have made this notion even harder to define or

operationalise in research.

2.5.2. Other Relevant Theories About Engagement in Language Learning

Without explicitly using the term engagement, there are a number of theories that
have also attempted to investigate learners’ cognitive or affective engagement in
language learning more precisely, including Craik and Lockhart’s (1972) Depth of

Processing Hypothesis and Laufer and Hulstijn’s (2001; Hulstijn and Laufer, 2001)
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Involvement Load Hypothesis (Schmitt, 2008, 2010). Both theories have been used
frequently in the SLA field in an attempt to explain how different cognitive processes
can contribute to information storage in memory or learning outcomes. Both of them
discuss the different levels or components of learners’ cognitive processing which is

key for engagement in language learning.

2.5.2.1. Depth of Processing Hypothesis

In cognitive psychology, Craik and Lockhart (1972) put forward the Depth of
Processing Hypothesis, which focuses on the processes involved in memory, and how
they may relate to information retention. This hypothesis posits that the depth of the
initial analysis of new information determines the durability of the memory trace. It
proposes that new information can be stored better and longer in memory with deeper
processing than with shallow levels of analysis (Craik & Lockhart, 1972). Here, greater
depth indicates “a greater degree of semantic or cognitive analysis” (Craik & Lockhart,
1972, p. 675), in which the stimuli has been fully analysed, attended to, and more
deeply encoded (Craik & Tulving, 1975). In contrast, stimuli that do not receive full
attention or are only superficially processed may only account for temporary memory
traces (Craik & Lockhart, 1972; Craik & Tulving, 1975). For example, processing the
meaning of a new word leads to a deeper level compared with processing the word’s
phonological form (Craik & Tulving, 1975).

However, the Depth of Processing Hypothesis has been criticised for its vagueness
in defining level and depth, resulting in difficulties in operationalisation (Hulstijn 2001;
Laufer & Hulstijn, 2001). Leow (2015) later provided a more comprehensible definition
of Depth of Processing: “the relative amount of cognitive effort, level of analysis, and

elaboration of intake, together with the usage of prior knowledge, hypothesis testing,
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and rule formation employed in decoding and encoding same grammatical or lexical
item in the input” (p. 204). Leow (2015) applied this notion of engagement to
vocabulary learning. As illustrated in Table 6, a lexical item is considered to be
processed more deeply when a form-meaning connection is made, or a longer time and
greater cognitive effort are involved to get the meaning of the target item. This may
result in better storage in long-term memory. Empirical studies in SLA that have
explored depth of processing in L2 development mainly used two types of research
methods: 1) indirect methods, i.e., experiments with assumed conditions to trigger
deeper processing, and 2) direct methods, i.e., using concurrent verbal reports or

think-aloud protocols (Leow, 2015).

Table 6. Leow’s (2015) Operationalisation of Depth of Processing with Lexical Items
(pp. 227-228)

Operationalization of Depth of Processing (DOP): Lexical Items

Level 1 Level 2 Level 3
Low depth of processing Medium depth of  High depth of
processing processing
Description  Shows no potential for Provides some Provides evidence
emerging form-meaning evidence of of making accurate
connection processing target  form-meaning
item connection
Descriptors  Reads target quickly Spends a bit more  Spends time
Translates the phrase to English  time processing processing target
but leaves the target in Spanish  target item item
Says s/he 1sn’t sure what it 1s Makes a comment Provides an accurate
Says s/he will click something  that indicates translation of target
Repeats the target item some processing  item or finds a
Caretully pronounces target of target item different way to
word Some level of say almost the same
Does not spend much time cognitive effort thing
processing target item to get meaning of High level of
Low level of cognitive effort to  target item cognitive effort
get meaning of target item to get meaning of

target item
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2.5.2.2. Involvement Load Hypothesis

Building on the Depth of Processing Hypothesis, Laufer and Hulstijn (2001)
introduced the Involvement Load Hypothesis with the aim of operationalising the
construct of Depth of Processing for L2 vocabulary learning. The Involvement Load
Hypothesis was initially proposed to explain vocabulary learning in incidental learning
conditions. Laufer and Hulstijn (2001) introduced the term involvement, which is
defined as “a motivational-cognitive construct which can explain and predict learners’
success in the retention of hitherto unfamiliar words” (p. 14). Involvement has three
components, need, search, and evaluation. Instead of focusing on cognition merely in
the information processing aspect, the need component tackles learners’ motivation and
need to complete a specific task, which equates more to the affective aspect in
Svalberg’s (2009) construct of engagement with language. Depending on the degree of
drive, a moderate need is imposed by external agents (e.g., tasks or teachers’
requirements), which is distinguished from a strong need that is generated by learners
themselves. The search and evaluation components are concerned with the cognitive
processing of lexical items, with a particular focus on the form-meaning relationship.
Search is the attempt to find the meaning of an unfamiliar word with external assistance
(e.g., consulting a dictionary or teacher). Evaluation entails making comparisons of an
unknown word with other words or its other meanings to assess the appropriateness of a
word in its context. This hypothesis posits that better learning and retention can be
achieved with higher involvement load, and tasks with more involvement components
included are believed to be more effective for vocabulary retention.

Although the Involvement Load Hypothesis acknowledges both the cognitive
processing and motivational aspect of L2 vocabulary learning, this hypothesis was

originally put forward to evaluate task design, rather than focusing on L2 learners’
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subjective, cognitive or affective engagement with lexical items during tasks (Schmitt,
2008). Therefore, like other indirect methods for measuring the Depth of Processing, it
does not take learners fully into account (Leow, 2015; Schmitt, 2010). A task with high
involvement load may still trigger varying degrees of subjective involvement when
being completed by different L2 learners. Consequently, this hypothesis is less useful to

explore learners’ subjective engagement, which is the focus of the present research.

2.5.3. Measuring Engagement

Researchers have suggested the use of self-reports as a direct method to elicit
learners’ thoughts and tap into their internal processes during their engagement with
language input (Hiver et al., 2021; Svalberg, 2018; Zhou et al., 2020). It is believed that
“self-report methods are especially useful for measuring emotional and cognitive
engagement, which tend to be elusive and less easily observable or inferred from
external behaviors” (Zhou et al., 2020, p. 83). The two most common introspective
research methods in SLA research are think-aloud protocols and stimulated recall (also
called retrospective interview) (D&nyei, 2007). The former requires collecting data
concurrently with language production, and the latter is conducted after a language
event with a prompt to support learners’ memory retrieval (Gass & Mackey, 2017).
Both of them are helpful in exploring the quality of learners’ engagement with target
items (Gass & Mackey, 2017; Philp & Duchesne 2016).

Think-aloud protocols are frequently used in reading studies. Its advantage is to
provide valid data on participants’ spontaneous task-related thoughts without corrupting
or changing their memory (Ericsson, 2002; Leow, Grey, Marijuan, & Moorman, 2014).
However, they are not suitable for research using eye-tracking during viewing due to the

reactivity issue. In other words, verbalising one’s thoughts increases the time on task,
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resulting in the distortion of eye movements (Godfroid & Schmidtke, 2013). In addition,
in natural viewing settings, the real-time nature of watching audio-visual material,
where new information is continuously provided, does not allow participants to pause
and verbalise their thoughts.

Stimulated recall, or stimulated recall interview, is an introspective research
method to elicit the thought processes that occur while a learner is doing a task or an
activity by asking the learner to verbalise those processes after the events with a prompt
to stimulate their memory (Gass & Mackey, 2017). This research method has been
frequently applied in cognitively oriented research but is not limited to exploring the
cognitive aspects of L2 learning. It has been used, for example, to investigate
attention/awareness/noticing, strategy use, motivation, processing, interaction, and
reading/writing, etc. (Gass & Mackey, 2017).

Stimulated recall is suggested as a suitable research method to capture learners’
cognitive engagement (Philp & Duchesne, 2016; Zhou et al., 2020). Its biggest
advantage compared to think-aloud protocols lies in its unobtrusive characteristic. It is
believed that if stimulated recall is conducted shortly after the task, then thoughts are
still in short-term memory, and so more valid information can be attained by cuing
subjects with specific material used in the experiment (Ericsson & Simon, 1993; Gass &
Mackey, 2017; Rose, McKinley, & Briggs Baffoe-Djan, 2020) . In practice, in order not
to add to the cognitive load of participants and to collect more accurate data on their
thoughts, it is important not to ask participants why they responded in a certain manner
but let participants continue expressing their thoughts (Ericsson, 2002; Ericsson &
Simon, 1993; Gass & Mackey, 2017). Also, it is recommended to use participants’ L1
when possible, to avoid linguistic difficulties, so that participants can fully recall their

thoughts without any language constraints (Gass & Mackey, 2017).
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The use of stimulated recall to explore learners’ cognitive processes has been
challenged because of its validity and reliability (Gass & Mackey, 2017; Rose et al.,
2020). In other words, whether stimulated recall can reflect the real thought processes of
participants and whether participants can report their thoughts accurately. Therefore, to
address the issues of mistaken memory retrieval and memory deterioration, stimulated
recall should always be conducted as soon after the actual event as possible, and
participants should be asked about their thoughts rather than explanations of their
behaviour (Gass & Mackey, 2017; Rose et al., 2020). Also, it is recommended that
stimulated recall should be conducted before any posttests in order to mitigate the
impact of reactivity (Gass & Mackey, 2017). It is believed that with care in the design,
collection and interpretation od data, stimulated recall can elicit veridical and reliable
data on learners’ cognitive processes (Gass & Mackey, 2017). In the present study,
stimulated recall was used to examine learners’ awareness and processing strategies as
part of their engagement with unknown words. Replays of video intercepts and

participants’ own recorded eye movements were used to prompt their memory.

2.5.4. Empirical Studies Exploring L2 Learners’ Engagement with L2 Vocabulary in
Reading and Viewing

Despite the multifaceted nature of engagement, most studies on L2 learners’
engagement in vocabulary learning have mainly focused on L2 learners’ cognitive
engagement during reading and viewing. They have also used different methodologies
and different conceptualisations of the construct of engagement. Among the many
different elements of engagement identified by Schmitt (2008), the majority of
vocabulary learning studies have focused on the examination of learners’ attention to
unknown items, awareness, and processing/learning strategies used to engage with

unknown items in an L2 context.
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The eye-tracking studies reviewed in section 2.4.4 are one of these main branches
tapping into learners’ attention to TWSs. As reviewed in section 2.4.4, those studies
examined the amount of attention learners paid to processing unknown lexical items in
different learning conditions, such as reading (e.g., Godfroid et al., 2018; Mohamed,
2018; Pellicer-Sanchez, 2016) and viewing (e.g., Montero Perez et al., 2015). By
triangulating eye-tracking data with self-reports, Godfroid and Schmidtke (2013)
investigated not only the amount of learners’ attention to unknown lexical items, but
also their awareness of novel words. Other researchers have explored “word/lexical
inferencing strategies” (HuU & Nassaji, 2012; Huckin & Bloch, 1993; Nassaji, 2003; Rott,
2000), “vocabulary learning strategies” (Lawson & Hogben, 1996; Sydorenko, 2010),
and “word/lexical processing strategies” (Fraser, 1999; Rott, 2005), as part of learners’
cognitive engagement with unknown words in L2 input. These studies on awareness and
processing/learning strategies are now reviewed in turn.

Godfroid and Schmidtke (2013) explored L2 learners’ noticing of novel words in
reading and its relationship with learners’ incidental learning gains by separating
learners’ attention (examined with eye-movement data) and awareness (examined with
stimulated recall interviews). It is the only study to date that has triangulated data from
eye movements, stimulated recall, and vocabulary test scores to explore the relationship
between L2 learners’ attention, awareness, and incidental vocabulary learning gains. In
this study, 29 advanced EFL learners were asked to read 20 English paragraphs
containing 12 pseudowords while their eye movements were recorded. Participants’
knowledge of the pseudowords was assessed using an unannounced fill-in-the-gap
vocabulary posttest, presenting the original sentences with the pseudowords missing and
possible answers immediately after reading. After the posttest, participants were asked

to report their awareness of the pseudowords. Using Tulving’s (1983, 2002) framework,
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awareness in this study was coded as three categories: no awareness (participants did
not consciously remember the TW), noetic awareness (participants remembered the TW
was somewhere in the text), and autonoetic awareness (participants remembered the
TW in a particular sentence). Mixed-effects models revealed a significant, positive
relationship between awareness and attention, with autonoetic awareness associated
with an average of 306 ms extra total processing time on the pseudoword compared to
unawareness. Moreover, both attention and awareness positively predicted word
recognition, with awareness being the strongest predictor. Noetic and autonoetic
awareness both predicted learning gains, with learning of vocabulary at 26.8% and
66.5%, respectively. Although informative, this study only focused on learners’
attention and awareness, and only two levels were distinguished within the “with
awareness” category. This study provides interesting insights about two components,
amount of attention and level of awareness, that could be considered elements of
engagement. It explored whether learners had attended to novel vocabulary, for how
long, and whether they were aware of having encountered those words. However, the
specific strategic behaviours that learners implemented to process novel words were not
examined.

A number of vocabulary studies have investigated L2 learners’ engagement with
novel words in reading by exploring learners’ processing/learning strategies and their
effectiveness for vocabulary learning. Some studies have used think-aloud protocols to
explore L2 learners’ vocabulary inferencing strategies by asking learners to verbalize
their thoughts and guess the meanings of TWs while reading. Learners’ knowledge of
TWs has also been examined using different vocabulary tests. As shown in Table 7,
Huckin and Bloch (1993) list six types of word inferencing strategies used by three

intermediate-level Chinese EFL learners. These strategies were further grouped as
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successful and unsuccessful guessing, based on posttest results. Using context clues was
found to be the strategy most relied on and led to the largest number of cases of
successful guessing. Participants also frequently detoured around the word without
making a guess (labelled as potholes). Nassaji (2003) identified six strategies and five
knowledge sources used to infer word meanings by 21 intermediate ESL learners (for
details see Table 7). Repeating (i.e., repeating out loud any portion of the text including
the TW) was the most frequently used strategy, whereas verifying and self-enquiry
contributed to the greatest inferencing success. World knowledge and morphological
knowledge were the most frequently mentioned knowledge sources that participants
used to infer word meanings, and they also led to the most inferencing success. Hu and
Nassaji (2012) found four general word inferential strategies were used by 11 advanced
ESL learners: form-focused, meaning-focused, evaluating, and monitoring strategies
(see Table 7). Meaning-focused strategies were the most frequently used, followed by
form-focused, evaluating, and monitoring strategies. TWSs seemed to be better retained
when using form-focused strategies, especially when they were combined with
meaning-focused strategies. A negative relationship between the ease of word
inferencing and learning retention was suggested. The three studies reviewed above
paint a general picture of the most frequent types of strategies learners used to infer
meanings of unknown words and how they might relate to vocabulary learning.

A few studies have also investigated the strategies used during reading with
meaning support, for example using L1 and a dictionary. Lawson and Hogben (1996)
asked 15 adult English learners of Italian to complete a vocabulary learning task by
reading 12 Italian sentences each containing an unknown Italian noun. Half of the TWs
were accompanied by L1 translations. Participants were asked to verbalise all their

thoughts during their learning of unknown TWs, and do a meaning recall test afterwards.
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Four main categories emerged from the think-aloud data with 15 subcategories:
repetition, word feature analysis, simple elaboration, and complex elaboration (see
Table 7 for details). The findings showed that repetition and simple elaboration were the
strategies most frequently used and also contributed to better meaning recall. Findings
also showed that when L1 clues were available, participants relied more on L1
translations to obtain word meanings and used the context in a more complex way than
when no L1 translations were available. The frequency of using strategies positively
related to learning gains. However, words that could be easily understood from the
context required less attention and simple elaboration, resulting in less retention.

Fraser (1999) explored the lexical processing strategies used in reading with a
dictionary. Eight French learners were trained to use different vocabulary processing
strategies and read English texts with the help of dictionaries. Participants’ engagement
with unfamiliar vocabulary during reading was measured through stimulated recall by
asking the thoughts they had at the first encounter with each word. Their meaning recall
gains were examined one week after each reading session using a 5-point VKS. As
shown in Table 7, participants’ lexical processing strategies were generally grouped as
consult (a dictionary), ignore, infer (word meaning), and no attention (not noticed). The
findings showed that participants used strategies alone and also in combination.
Findings revealed that, in general, participants were found to infer word meaning more
than they consulted a dictionary, with both being more frequently reported than the
ignored and no attention cases. Moreover, the combination of inferring and consulting
strategies led to more correct inferences and high retention rates than using either
strategy alone.

The findings reported by Lawson and Hogben (1996) and Fraser (1999) indicate

that learners actively make use of meaning support (i.e., L1 translations or dictionaries)
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to engage with unknown words in reading, and the use of meaning support is also
combined with other strategies. However, it should be noted that the above-reviewed
studies were set in a deliberate vocabulary learning context where participants were
deliberately asked or trained to infer the meaning of TWs during reading. Therefore, the
types and frequency of use of participants’ strategies might be different from those
implemented in an incidental learning setting, as previous studies have shown that
informing L2 learners of the aim of vocabulary learning could influence their learning
gains and their dictionary look-up behaviours while reading (e.g., Peters, 2007, 2009).

In an incidental learning setting, Rott (2000) listed 12 word inferencing strategies
(seven local and five global strategies, for details see Table 7) used by eight low- and
mid-intermediate English learners of German when they first encountered unknown
TWs during natural reading. However, the frequency of use of each strategy was not
calculated, possibly due to the small number of participants. Rott (2005) later
investigated L2 learners’ vocabulary processing strategies in different glossed reading
conditions. Ten L1 English learners of German were randomly assigned to either a
multiple-choice glosses (MCGs) condition or a single-translation glosses (STGSs)
condition to read a German passage containing four unknown TWs, each occurring four
times. Think-aloud protocols were used to record participants’ word processing
strategies. A surprise VKS test and a multiple meaning recognition test were
administered immediately after their reading and four weeks after. Two main types of
strategies emerged from the think-aloud protocols data: meta-cognitive strategies,
which represented relatively shallower processing and demonstrated learners’
processing of the orthographic aspects of TWs. They included the simple use of glosses
or without form-meaning connections. And semantic elaboration strategies, by

involving need, search, and evaluation according to the Involvement Load Hypothesis
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(Laufer & Hulstijn, 2001), showed learners’ attempts to assign meaning to TWSs by
accessing and retrieving existing knowledge sources (see Table 7). The results showed
that MCG readers integrated both strategies to establish form-meaning connections,
while STG readers only used meta-cognitive strategies. Both groups performed
similarly on an immediate vocabulary posttest, but the MCG group demonstrated better
retention in a delayed posttest. Therefore, the authors suggested that words could be
better retained when semantic elaboration strategies were used, which were deeper and
more elaborate than meta-cognitive processing strategies for vocabulary learning.

The studies reviewed above reveal the types of L2 learners’ engagement with
unknown words while reading by looking at their attention and awareness (e.g.,
Godfroid & Schmidtke, 2013) and their most frequently used vocabulary
learning/processing strategies (e.g., Fraser, 1999; Hu & Nassaji, 2012; Huckin & Bloch,
1993; Lawson & Hogben, 1996; Nassaji, 2003; Rott, 2000, 2005). Although informative,
the different research designs should be considered when interpreting the findings. Only
three studies have been conducted in incidental learning conditions (Godfroid &
Schmidtke, 2013; Rott, 2000, 2005), with participants not being asked to learn novel
words or infer their meaning, which is the condition examined in the present research. It
should also be noted that learners’ engagement with unknown words can also be
affected by other factors, for example, participants’ different proficiency levels and L1
backgrounds, the difficulty and length of reading materials, and the research design.
Most importantly, these studies explored L2 learners’ vocabulary processing strategies
in a reading context, which may be different from the findings in L2 viewing.

Most studies exploring learners’ engagement with vocabulary during viewing
examined learners’ attention to novel words via eye-movement data, as reviewed in

section 2.4.4. To the best of my knowledge, Sydorenko (2010) is the only empirical
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study that has explored learners’ vocabulary learning strategies during viewing.
Beginner L2 learners of Russian were asked to watch three 2-minute Russian video
twice (the first time focusing on comprehension and the second time on vocabulary
learning) in one of three viewing conditions: video + audio + captions, video + audio,
and video + captions. A comprehension test and vocabulary tests (form recognition and
meaning recall in both aural and written form) were administered after viewing.
Participants’ vocabulary learning strategies during viewing were measured in a final
questionnaire. Two types of general strategies emerged: modality-specific strategies
(including matching visual images with words, reading captions) and common
vocabulary guessing strategies (including recognizing words that are similar to L1,
using the roots of known words, paying attention to the verbal context, paying attention
to grammar) (see also Table 7). Using visual images was the most frequently used
strategy in all viewing conditions. Participants in the video + audio + captions group
were found to use fewer general guessing strategies than participants in the other two
groups. However, as the researcher noted, this study deliberately selected target items
with well-matched visual support, which might not be the case in other videos.
Therefore, it is still not clear how learners engage with novel words that vary in image
support in a more natural viewing setting. In addition, this research only investigated the
overall strategies used by participants during viewing using an open-ended
questionnaire rather than focusing on the strategies for each individual unknown word.
It is possible that their general strategies did not represent what happened with each
individual word. Most importantly, this study only investigated strategy use
with/without captions, and no previous studies have investigated learners’ vocabulary
processing strategies in viewing using L1 or bilingual subtitles. It is not clear whether,

when learners’ L1 is also available in the subtitling area, L2 learners still use the same
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strategies, as mentioned by Sydorenko (2010), to engage with unknown words, or if
they actively engage with L1 translations as reported in reading studies (e.g., Lawson &
Hogben, 1996; Rott, 2005).

In sum, by reviewing the existing literature exploring L2 learners’ use of
processing/inferencing strategies during reading and viewing, an important aspect of
engagement with unknown L2 words, it can be concluded that learners are likely to
notice unknown words in L2 input (e.g., Godfroid & Schmidtke, 2013; Hu & Nassaji,
2012; Rott, 2000, 2005; Sydorenko, 2010). Moreover, they use different types of
processing strategies to engage with unknown words, individually or in combination
(e.g., Fraser, 1999; Hu & Nassaji, 2012; Huckin & Bloch, 1993; Rott, 2000). As can be
observed in Table 7, in the reading context, the seemingly most frequently used
processing strategy is inferring word meanings based on context (e.g., Fraser, 1999; Hu
& Nassaji, 2012; Huckin & Bloch, 1993; Lawson & Hogben, 1996). However, when L1
is available during reading (e.g., L1 translations or glosses), learners tend to make use
of L1 translations to aid their understanding and learning (e.g., Lawson & Hogben, 1996;
Rott, 2005), which might potentially lead to shallower processing of unknown words in
an incidental learning setting (e.g., Rott, 2005). In the viewing context, images tend to
be the most frequently used strategy to engage with unknown words (Sydorenko, 2010).
Studies exploring the relationship between learners’ strategy use and word learning also
emphasize the distinction between successfully inferring word meanings in context and
the acquisition of word meanings from the context (e.g., Hu & Nassaji, 2012; Huckin &
Bloch, 1993; Lawson & Hogben, 1996; Rott, 2000). No particular strategy has been
found that always results in correctly inferring outcomes (Huckin & Bloch, 1993;
Nassaji, 2003; Rott, 2000). As Table 7 shows, the types of strategies that contributed to

the largest learning gains varied across different studies.
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These findings are informative in revealing L2 learners’ engagement, especially
their strategic behaviours to engage with unknown words in reading and viewing.
However, there are still several important gaps that need to be acknowledged. First, it is
still unclear which type(s) of vocabulary processing strategies are most frequently used
by L2 learners in incidental vocabulary learning settings. As mentioned above, most of
the above-reviewed studies explored L2 learners’ strategy use in deliberate vocabulary
learning conditions (e.g., Fraser, 1999; Hu & Nassaji 2012; Sydorenko, 2010), which
may be different from the processing strategies applied in incidental learning. Second,
no previous studies have to date systematically explored L2 learners’ engagement with
unknown words in viewing, especially under different subtitling conditions. It is thus
important to collect participants’ self-reported data to better understand how they make
use of different modes of input to engage with unknown words during subtitled viewing,
which should also be useful in explaining their vocabulary learning gains. Third, as can
be seen in Table 7, think-aloud studies exploring L2 learners’ strategy uses were only
based on very limited numbers of participants, ranging from three to 21. Fourth, as
Table 7 shows, due to the inductive coding approach applied in all studies, the coding of
strategies and terms used varied dramatically across studies. Researchers also adopted
different approaches to categorise strategies by focusing on the success/failure of
outcomes (Huckin & Bloch, 1993), the use of knowledge sources (Nassaji, 2003),
vocabulary components/features (Hu & Nassaji, 2012), the use of different modalities
(Sydorenko, 2010), or the complexity of elaboration (Lawson & Hogben, 1996). Some
of the categories seem to have oversimplified learners’ engagement with unknown
words by defining strategies as simple/elaborate or successful/unsuccessful.
Additionally, it is controversial to draw conclusions based dichotomously defined

strategies, and makes it difficult to make comparisons drawn across studies. Crucially,
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the studies reviewed in this section either focused on learners’ attention, awareness or
learners’ processing strategies, without examining all three aspects together. A more

comprehensive examination of L2 learners’ engagement during viewing is therefore

needed.
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Table 7. Summary of Contextual Word Processing Strategies Reported in Previous Research (in chronological order)

Research purpose & | Coding of strategies The most frequent | Strategies
Research method of strategies contributed to higher
engagement word learning gains
Huckin and | To explore the guessing | Successful strategies: * Used context (especially | « Used context
Bloch strategies of three intermediate | * Used context using local clues) (especially using
(1993) Chinese EFL learners during |  Latent word knowledge » Mistaken ID (mistook the | local clues)
English reading * Morphological analysis word for another that
resembles it)
Think-aloud protocols Unsuccessful strategies:
* Mistaken ID (mistook the word for
another that resembles it)
* Potholes (where the subject simply
avoided the word in his written
translation)
* Incomplete knowledge (relied on
partial knowledge of a word and were
unable to guess the full meaning of the
word)
* Morphological analysis
* Used context
Lawson To investigate the vocabulary | » Repetition: * Repetition (especially | » Repetition
and learning strategies used by 15 reading of related words, simple | Reading of related words | (especially  Simple
Hogben adult English learners of Italian | word rehearsal, writing word and | and Simple rehearsal) rehearsal)
(1996) during the reading task of L2 | meaning, cumulative rehearsal, testing * Simple elaboration
sentences (with and without (especially Sentence | » Simple elaboration
salient L1 clues) for | « Word feature analysis: translation and Simple | (especially
vocabulary learning spelling, word classification, use of | use of context) Appearance
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Research purpose & | Coding of strategies The most frequent | Strategies
Research method of strategies contributed to higher
engagement word learning gains
suffixes similarity and Sound
Think-aloud protocols link)
* Simple elaboration:
sentence translation, simple use of » Complex
context (i.e., learners provided a possible Elaboration
meaning for the word before checking (especially
the L1 clues or no specific reference is Paraphrase and
made to any other word(s) in the Mnemonic)
sentence), appearance similarity, sound
link
* Complex elaboration:
complex use of context, paraphrase,
and mnemonic use (i.e., learners made a
serious attempt to derive word meaning
from the sentence by making reference
to meaning or features of other words in
the sentence, perhaps suggesting possible
alternative meanings for the TW)
Fraser To investigate the lexical | » Consult (the dictionary) * Infer (with “Sense | ¢ Infer (especially
(1999) processing strategies used by creation” used more than | L1/L2 word

eight French learners of
English when they encounter
unfamiliar vocabulary while
reading and the impact of these

* [gnore

* Infer (the word meaning):
L1/L2 word identification (i.e.,

“L1/L2 word
identification”) >
Consulted > Ignored or
Paid no attention to the

identification)

 Using both inferring

and

consulting
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Research purpose & | Coding of strategies The most frequent | Strategies

Research method of strategies contributed to higher
engagement word learning gains
strategies on  vocabulary | associations based on the phonological | unfamiliar words strategies had high
learning or orthographic form of the word), sense | » Learners were likely to | retention rate than

Stimulated recall

creation (i.e.,
context)

using cues from the

* No attention (not noticed)

combine the infer and
consult strategies

using either inferring
or consulting alone

Rott (2000)

To explore the relationship
between processing of reading,

word inferencing strategies
used, and the incidental
vocabulary  gains  during
reading a short article

containing multiple occurred
TWs among eight English
learners of German

Local strategies:

inferences using immediate context,
demonstrates awareness of TWSs but does
not infer meaning, breaks TW into its
two components, skips TW, tried
different word categories, use of
grammatical knowledge, monitor

Global strategies:
use of background knowledge,

Not mentioned due to the
limited number of
participants

Not mentioned

Think-aloud protocols elaborating on the context, lexically
correct inferences, conceptual
inferences, circumlocution of the
meaning of the TW
Nassaji To examine 21 ESL learners’ | Strategy types: Strategies: Not mentioned
(2003) use of  strategies and | * Repeating (repeating out aloud any | Repeating > Analogy >

knowledge sources used in L2
lexical inferencing and their

portion of the text)

* Verifying (examining the inferred

Verifying > Monitoring >
Self-inquiry > Analyzing
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Research purpose & | Coding of strategies The most frequent | Strategies

Research method of strategies contributed to higher
engagement word learning gains
relationship  with inferential | meaning based on the wider context)

success * Analyzing (analyzing the word into | Knowledge sources:

Think-aloud protocols

various parts/components)

* Monitoring (showing a conscious
awareness of the problem or the
ease/difficulty of the task)

* Self-inquiry (asking oneself questions
about the parts that already inferred)

* Analogy (based on word sound/form
similarity with other words)

Knowledge sources:

e Grammatical knowledge (using
knowledge of grammatical functions or
syntactic categories)

* Morphological  knowledge  (using
knowledge of word formation and
structure)

* Knowledge of L1 (translating or
finding a similar word in the L1)

* World knowledge (using knowledge of
the content/topic beyond the text)

* Discourse knowledge (using
knowledge  about the  relation
between/within sentences and the

devices that make connections bhetween

World knowledge >
Morphological

knowledge > Grammatical
knowledge > Discourse
knowledge > L1 knowledge
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Research purpose & | Coding of strategies The most frequent | Strategies
Research method of strategies contributed to higher
engagement word learning gains
the different parts of the text)

Rott (2005) | To explore word processing | ® Meta-cognitive strategies: Multiple-choice glosses | For initial learning
strategies used by 10 English referring to the glosses, monitoring | condition: gains:
learners of German during | learners” own comprehension of the | Integrated both | meta-cognitive
text-enhanced reading (i.e., | TWs by showing their uncertainty of the | meta-cognitive and | strategies were similar

with multiple-choice glosses
and single-translation glosses)
and the relationship between
processing strategies and word

meaning of the TWs saying, “I am not
sure”, without the attempts to provide a
meaning

semantic-elaborative
strategies

Single-translation  glosses

as semantic
elaboration strategies

For learning retention

learning and retention * Semantic elaboration strategies: condition: (4-week delayed
referring to the gloss during the | Meta-cognitive strategies posttest):
Think-aloud protocols non-glossed encounters, searching for semantic  elaboration
meaning in the context of the TW, using strategies
existing knowledge sources to retrieve a
synonym of the L1 gloss, and accessing
background knowledge to make meaning
of the TW
Hu and | To examine the relationships | « Form-focused strategies: Meaning-focused A positive and
Nassaji between 11 advanced ESL analysing, analogy, repeating strategies > Form-focused | significant relationship
(2012) learners’ ease of inferencing strategies > Evaluating | between
word meanings from context, | * Meaning-focused strategies: strategies > Monitoring | meaning-focused
the inferential strategies they using textual clues, discourse, | strategies strategies and

use, and their retention of these
words

paraphrasing

inferencing success;
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Research purpose & | Coding of strategies The most frequent | Strategies
Research method of strategies contributed to higher
engagement word learning gains

Think-aloud protocols

* Evaluating strategies:
self-inquiry,
confirming/disconfirming, commenting

* Monitoring strategies:
stating the
re-attempting

failure/difficulty,

A positive and strong
significant correlation
between form-focused
strategies and word
retention.

Sydorenko
(2010)

To examine the effects of input
modality (i.e., video, audio,
and captions) on vocabulary
learning, attention to input, and
vocabulary learning strategies
during viewing among 26
beginner L2 learners of
Russian

Questionnaire

* Modality-specific strategies:
matching visual images with words,
reading captions

e Common

strategies:

recognizing words that are similar

to L1, using the roots of known words,

paying attention to verbal context,
paying attention to grammar

vocabulary guessing

Matching visual
with words

images

Not mentioned
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2.5.5. Operationalisation of Engagement in the Current Research

As reviewed in section 2.5.1, to date, no elaborate definition of engagement has
been provided in vocabulary learning research. Besides, engagement is a
multidimensional and complex construct which involves various but overlapping
aspects. As introduced in section 1.2, the present research aims to explore how learners’
attend to unknown words and how their processing of those words may relate to their
vocabulary learning gains. Svalberg’s (2009) engagement with language with a focus
on the cognitive aspect is the clearest and most relevant definition of engagement for the
present research, because it: 1) focuses on learners’ engagement with language items in
particular; 2) provides an explicit explanation of the components of engagement which
can serve as a framework to analyse the different aspects of engagement, unlike
Schmitt’s (2008) vaguer definition of engagement with vocabulary; and 3) in particular
focuses on learners’ subjective experience with language.

As explained in section 2.5.1, according to Svalberg (2009), cognitive engagement
is defined as: “cognitively, the Engaged individual is alert, pays focused attention and
constructs their own knowledge” (p. 247). With a particular focus on vocabulary, this
definition can be expanded in the present research to answer: how much focused
attention participants paid to unknown words, how alert they were to unknown words
(operationalised as attention and awareness), and how participants constructed their
knowledge of unknown words during viewing (operationalised as vocabulary
processing strategies).

As reviewed in section 2.2.2.3, researchers have advocated a distinction between
attention and awareness. Eye-tracking is an unobtrusive method that has been widely
used in a number of empirical studies in SLA to explore attention (Godfroid, 2020a;

Montero Perez, 2020Db). It is believed to be a valid and accurate operationalisation of
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attention, in particular the process of covert attentional orienting (Godfroid, 2020a;
Wright & Ward, 2008). The high temporal and spatial resolution of eye-tracking enables
researchers to distinguish early and late measures of processing and thus sensitively
capture learners’ attention allocation (Godfroid, 2020a; Leow, 2014). However,
eye-tracking has been criticised for not probing the quality of cognitive operations.
Consequently, it has been suggested that eye movement data should be triangulated with
measures of learners’ awareness and other cognitive behaviours to explore cognitive
processes (Leow, 2014; Godfroid et al., 2013).

In this research, the definition of awareness is only used at the noticing level,
which is a surface level phenomenon referring to “the conscious registration of the
occurrence of some event” (Schmidt, 1995, p. 29). This should be distinguished from
awareness at the level of understanding, which is a higher level of awareness, and
“implies recognition of a general principle, rule or pattern” (Schmidt, 1995, p. 29).
Since the present study only focuses on awareness at the noticing level, the terms
awareness and noticing are used interchangeably in this thesis. According to Leow
(2014), the key characteristic of awareness is reportability. Awareness at the noticing
level is operationalised as the availability for self-reporting either during or immediately
after exposure to input (Leow, 2015; Schmidt, 1990). Think-aloud protocols, which
offer insights into learners’ cognitive processes and the strategies employed (Leow,
2014), have been adopted by most of the above-reviewed studies to measure learners’
awareness and strategic behaviours. However, as mentioned in section 2.5.3, two major
disadvantages of think-aloud protocols obstruct its application in the current research —
its intrusive nature and the reactivity issue. Therefore, in order not to interrupt
participants’ viewing process or distort eye-movement data, stimulated recall is

considered a suitable and reliable method to check learners’ awareness of each TW and
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explore learners’ processing strategy use when encountering each unknown word.

Vocabulary processing strategies refer to the strategies that learners use to
construct their knowledge of a word when exposed to L2 input, irrespective of their
learning intention. This is operationalised as learners’ verbalized reports in the
stimulated recall interviews in the present study. This term agrees with Cohen’s (1990,
p. 5) definition of learning strategies as “learning processes which are consciously
selected by the learner”, emphasising the elements of choice and consciousness.
However, this term does not underscore the intentional learning feature, which should
be distinguished from strategic vocabulary learning, defined as “an intentional,
dynamic and iterative process for the effective, efficient, and even enjoyable learning of
vocabulary” (Gu, 2020, p. 271).

In sum, cognitive engagement is operationalised in the present study as: attention,
awareness, and vocabulary processing strategies. Attention is investigated using an
eye-tracking method, and participants’ awareness and processing strategies are explored

using stimulated recall.

2.6. Summary and Research Questions

To summarise, vocabulary research has shown that both breadth and depth of
vocabulary knowledge are essential for L2 learners, and a considerable number of
studies have revealed the potential of incidental vocabulary learning from different
modes of L2 input to develop learners’ vocabulary knowledge. While the majority of
studies to date have focused on learning from reading, recently, an increasing number of
studies have explored learning from viewing. These studies have shown that using
different types of subtitles can foster incidental vocabulary learning. Bilingual subtitles,
a widely used and popular subtitling type among Chinese learners of English, however,
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have received very little attention. The literature reviewed in this chapter has shown
some notable gaps in the use of bilingual subtitles for incidental vocabulary learning.
First, studies examining the effectiveness of bilingual subtitles for incidental vocabulary
learning are very scarce, and inconsistent findings have been revealed across studies.
These inconsistent reported could be due to learners’ differential use of the sources of
input available in bilingual subtitles. So far, only one study has explored L2 learners’
general processing of different subtitling areas when using bilingual subtitles with the
help of eye-tracking. Thus, it is still not clear how L2 learners’ pay attention to available
subtitles and unknown words during bilingual subtitled viewing. Moreover,
eye-tracking studies have shown that the amount of attention paid to unknown words
during reading and viewing seems to relate to their learning gains, but no previous
studies have explored this relationship with bilingual subtitled viewing. In addition, no
empirical studies so far have investigated learners’ different types of cognitive
engagement with unknown words during viewing with different subtitling conditions.
By combining offline vocabulary tests to examine learners’ learning gains with
eye-tracking and stimulated recall to probe learners’ cognitive engagement with
unknown words, this research can let us paint a comprehensive picture of the effects and
potential of bilingual subtitles. The combination of different research methods can also
help to further unravel the complex and unclear relationship between processing
measures and vocabulary gains. To address these gaps, the present research aims to
answer the following questions:

RQ1: To what extent does the use of bilingual subtitles increase learners’
vocabulary knowledge (as measured by form recognition, meaning recall, and meaning

recognition tests), compared to captions, L1, and no subtitles?
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RQ2: To what extent does the use of bilingual subtitles facilitate learners’ viewing
comprehension, compared to captions, L1, and no subtitles?

RQ3: How do learners allocate their attention to different areas (i.e., images,
subtitling areas, unknown TWSs and/or their L1 translations) during bilingual subtitled
viewing, compared to captions, L1, and no subtitles, as revealed by eye-tracking data?

RQ4: Do learners’ online processing of unknown TWs and their corresponding L1
translations predict their vocabulary gains in different subtitling conditions (i.e.,
captions, bilingual, and L1 subtitles)?

RQ5: How do learners engage with unknown TWs, as measured by their level of
awareness and use of vocabulary processing strategies, during bilingual subtitled
viewing, compared to captions and L1 subtitles as reported in stimulated recall
interviews?

RQ6: Do participants’ awareness and processing strategies of unknown TWs at the
group level corroborate their vocabulary learning gains and their attention allocated to

those words?
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Chapter 3.  Methodology

The purpose of this study is to explore L2 learners’ incidental vocabulary learning
through subtitled viewing, with a particular focus on bilingual subtitles. A QUAN +
qual mixed methods design (D&nyei, 2007; Johnson & Christensen, 2012) was applied
to answer the research questions presented in section 2.6. Learners’ learning outcomes
were examined through offline tests, and their processing behaviours were investigated
via eye-tracking methods and stimulated recall. In this chapter, | first report results of an
initial online questionnaire study conducted to confirm the significance and widespread
use of bilingual subtitles in the context being investigated in this thesis. Then, the
rationale for using a mixed methods design, as well as the results of two pilot studies are
presented. The chapter finalises with a description of participants, research design,

instruments, procedures, and data analyses used in the main study.

3.1. Initial Online Questionnaire Study

As stated in section 1.1, the investigation presented in this thesis was based on the
observation that bilingual subtitles are indeed a very common subtitling type in the
Chinese context and thus they deserve more research attention. In order to further
confirm this and provide a stronger rationale and justification for the present study, an
online questionnaire study was conducted to understand the use and preference of
different types of subtitles among Chinese learners of English. Ethical approval was
obtained to collect the online questionnaire data as part of the main study (explained in
section 3.4.2). An online questionnaire was designed using a Chinese online
questionnaire builder WJX.cn (https://www.wjx.cn/) and was administered using
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snowball sampling before the main study. Participants provided their consent through
the online platform before accessing the questions. Participants’ basic personal
information, English learning background, self-rated English proficiency level, and
habits of watching English audio-visual materials were collected using closed-ended
questions. Their frequency of use and preferences of using different subtitling types
were asked using nine Likert scale questions (see Appendix S1). The internal
consistency reliability of the Likert scale was examined, with Cronbach’s Alpha
coefficient at .56, which is common for short scales with limited number of items
(Pallant, 2016).

Two-hundred-and-six Chinese learners of English completed the questionnaire,
and 202 valid questionnaire results were received. The participants varied in gender
(34.16% male, 65.84% female), age (61.88% ages 18-25, 24.75% ages 2630, 8.91%
ages 31-40, 3.47% ages 41-50, 0.99% ages 50+), and self-rated proficiency level
(6.93% at beginner level, 34.16% at low intermediate, 40.10% at high intermediate,
11.88% at low advanced, and 6.93% at high advanced). The results showed that most of
the participants enjoyed watching English audio-visual materials both as an
entertainment (79.21%) and in the English classroom (80.20%). Their average rate for
the frequency of watching audio-visual materials was 4.25 (Max = 6) for entertainment,
and 2.75 (Max = 6) for learning in English classroom settings. Participants also reported
to use on-screen text while watching English audio-visual materials frequently (M =
4.85, Max = 6). Moreover, 99.00% of the participants had heard about bilingual
subtitles. In terms of the preference of subtitling types, in general, bilingual subtitles
had the highest average score at 5.07 (Max = 6), followed by captions (M = 4.11), L1
subtitles (M = 3.63), and no subtitles (M = 2.10). In addition, bilingual subtitles were

also rated as the most frequently used subtitling type (M = 4.58, Max = 6), followed by
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L1 subtitles (M = 3.73), captions (M = 3.25), and no subtitles (M = 2.45). Bilingual
subtitles were the most popular among beginners to low advanced level Chinese EFL
learners. However, for participants who rated their proficiency as high advanced,
bilingual subtitles were rated as the second frequently used (M = 3.29, Max = 6) and the
second preferred (M = 4.00, Max = 6) subtitling type following captions (M = 3.71 and
4.43, respectively). However, this finding should be treated with caution due to the
limited number of participants who fell into the high advanced category (6.93%).
Overall, the results of this initial questionnaire study confirmed that: 1) EFL
learners in China are familiar with bilingual subtitles; 2) bilingual subtitles are indeed
the preferred option among EFL learners in China; and 3) bilingual subtitles are the
most frequently used subtitling type by EFL learners in China, at least among the
learners who regarded themselves as beginner to low advanced level EFL learners.
Having provided empirical evidence to further confirm the need to examine the
effectiveness of bilingual subtitles in the Chinese EFL context, | now move to the

discussion of the research design followed in the main study reported in this thesis.

3.2. Research Design

A mixed methods design was chosen for the present investigation. Mixed methods
research is one of the three main methodological approaches, i.e., quantitative,
qualitative, and mixed methods, often dated back to the late 1980s. It has been widely
used in the social and behaviour sciences (Creswell & Plano Clark, 2011; Teddlie &
Tashakkori, 2009) and has gained popularity in applied linguistics over the past two
decades (D&nyei, 2007; Hashemi & Babaii, 2013). The central premise of mixed

methods research is that the combination of quantitative and qualitative research can
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offset the weaknesses of each approach and complement the strengths of each other
(Creswell & Plano Clark, 2011; D&nyei, 2007).
In this thesis, | adopt an early definition of mixed methods provided by Greene,
Caracelli, and Graham (1989):
In this study, we defined mixed methods designs as those that include at least one
quantitative method (designed to collect numbers) and one qualitative method

(designed to collect words), where neither type of method is inherently linked to any
particular inquiry paradigm. (p. 256)

Different categorisations of mixed methods designs have been proposed. Two
typological principles have been widely used to distinguish the various mixed methods
designs, i.e., the sequence (concurrent or sequential) and the dominance (equally
dominant or unequally dominant) (D&nyei, 2007; Johnson & Christensen, 2012).
Sequence refers to whether the qualitative and quantitative phases of the study take
place at approximately the same time (i.e., concurrent) or they are occurred over time
(i.e., sequential). Also, in a sequential study, the second phase is often designed by
addressing the findings of the first phase to facilitate its development, which is different
from the concurrent design (Creswell & Plano Clark, 2011). Dominance refers to
whether the qualitative and quantitative parts of the study have approximately equal
priority or weight (i.e., equally dominant) in answering the research questions and
interpreting the results, or one part has more emphasis than the other (i.e., unequally
dominant). Consequently, for a mixed methods study containing only two components
(qualitative and quantitative), the aforementioned two typological principles result in

nine possible combinations:

Table 8. Mixed Methods Design Matrix (adapted from Johnson and Christensen, 2012,
p. 435)

Concurrent Sequential

Equally dominant QUAL + QUAN QUAL - QUAN
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Concurrent Sequential

QUAN - QUAL
Unequally dominant QUAL + quan QUAL - quan
qual > QUAN
QUAN + qual QUAN - qual
quan = QUAL

In Table 8, “qual/QUAL” and “quan/QUAN” stand for qualitative and quantitative
research respectively. Capital letters indicate more dominant or increased weight. The
plus sign (+) represents a concurrent sequence, while the arrow (=) represents a
sequential sequence (D&nyei, 2007; Johnson & Christensen, 2012).

The present study adopted a QUAN + qual design (D&nyei, 2007; Johnson &
Christensen, 2012), which has also been labelled as concurrent triangulation strategy
(Creswell, 2003) or convergent parallel design (Creswell & Plano Clark, 2011) by
different researchers. In this design, the quantitative and qualitative data collection took
place in one phase of the research, with quantitative part having a dominant status as
shown in Table 8. In the present research, the quantitative part consisted of offline
vocabulary tests and online eye-tracking data, while the qualitative part included
stimulated recall data. The same participants took part in both quantitative and
qualitative parts. As illustrated in Figure 9, data analyses and discussion were
completed separately for each part, and the results were integrated at the late stage to

corroborate each other (D&nyei, 2007).
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Data results

Figure 9. QUAN + qual Research Design (Creswell, 2003, p. 214)

My rationale for using this quantitative dominant mixed approach was twofold.
First, the quantitative data provided statistical results to show learners’ learning gains,
their attention allocation during viewing and the potential relationship between gains
and attention, but it only provided a limited view of learners’ cognitive engagement.
Adding the qualitative data helped to provide in-depth exploration of learners’
underlying cognitive engagement, which helped to gain a better understanding of
learners’ processing of the unknown words during subtitled viewing and offset the
limitations of the eye-tracking method. Moreover, triangulation of the stimulated recall
findings and the quantitative results could also illuminate the quantitative findings and
facilitate the understanding of the relationship between learners’ cognitive engagement
and learning gains by adding additional evidence.

The research procedures of the present study are illustrated in Figure 10. The
whole procedure of the main study included two sessions. In the first session,
participants completed a series of vocabulary pretests and a vocabulary size test. In the
second session, the viewing activity was completed with participants’ eye movements
recorded, followed by a comprehension test and vocabulary posttests. Stimulated recall
was administered after posttest tests in order to avoid contaminating learners’ posttest

scores. These were followed by a 3K vocabulary levels test (Schmitt, Schmitt, &
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Clapham, 2001) and a background questionnaire. Specific data collection and analysis

procedures used in the present study are elaborated in section 3.4.7.

Initial Online Questionnaire

3 months later

Pilot Study 1

1 month later l

Pilot Study 2

3 months later

A4

Vocabulary pretests
¥

Vocabulary size test

Main Study
Session 1

2-3 weeks later

A 4

Viewing (with eve-tracking)

Comprehension test

Y

Vocabulary posttests

Main Study
Session 2 v

Stimulated recall
¥
3K vocabulary test

v

Background questionnaire

Figure 10. Visual Diagram of the Research Procedures in the Present Study

3.3. Pilot Studies

3.3.1. Pilot Study One
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The first pilot study was conducted with the aim to check the suitability of the
selected video material and the offline test design. Six female PhD students whose L1
was Chinese and who were studying at the UCL Institute of Education participated in
the pilot. Their prior knowledge of the TWs was examined using a checklist test one
week before the viewing. During the viewing session, participants were asked to watch
the stimulus under one of the four subtitling conditions (i.e., captions, L1, bilingual, and
no subtitles) in a quiet room. They were asked to watch on their own laptops without
eye-tracking. Vocabulary posttest (in the VKS format, see Figure 2 for an example) and
comprehension test (true/false and multiple-choice formats) were completed after the
viewing. No stimulated recall was conducted. Informal group interview was held with
all participants to receive feedback about the procedures and measurements. Results of
the first pilot demonstrated that participants did learn some of the target vocabulary
while viewing, and they had no problems in understanding the video. All participants
confirmed that the video was interesting, and that the captions and subtitles were
accurate and easy to follow. While the use of VKS test captured some learning, it was
found not precise enough to capture knowledge at the recognition level, leading to small
learning gains. Based on the results, a multiple-choice meaning recognition vocabulary

test was added to capture more subtle vocabulary gains.

3.3.2. Pilot Study Two

A more thorough pilot study was conducted one month after the first pilot study
with seven female Chinese learners of English doing their master courses at the UCL
Institute of Education. Participants’ average age was 26.43 (SD = 2.44, 95% CI [24.17,
28.69]) and their average IELTS score was 7.29 (SD = 0.64, 95% CI [6.90, 7.87]). All

of them reported the use of captions/subtitles when watching English videos, and all of
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them had heard about bilingual subtitles. Participants were asked to follow the whole
experimental procedure as presented in section 3.4.7. They attended two experiment
sessions in the eye-tracking lab individually. In the first session, they completed
vocabulary pretests (including a VKS test and an added multiple-choice meaning
recognition test) and a vocabulary size test. In the second session, they were randomly
assigned to one of the four subtitling groups (i.e., captions, L1, bilingual, and no
subtitles) to watch the stimulus with their eye movements recorded, and completed a
series of tests and the stimulated recall interview after the viewing. The test results were
analysed using descriptive statistics. No inferential statistical analyses were run due to
the limited sample size.

Seven modifications regarding the test design and stimulated recall questions were
made for the main study, based on the results of the second pilot study and the
comments received from my upgrade examiners: 1) the time gap between pre- and
posttest was extended to two weeks in order to diminish the pretest effects; 2) the VKS
test used in both pre- and posttests was changed to a combination of form recognition
and meaning recall test in the main study, to make the results more comparable to
previous studies and to make it easier to draw conclusions about learners’ vocabulary
development; 3) five TWs that were known to the participants or appeared more than
five times in the stimulus were removed from the list of target items, and seven phrasal
verbs were removed from the vocabuary tests, resulting in a final 24 single TWs; 4) for
the comprehension test, the true/false comprehension questions were deleted or changed
into multiple-choice format in order to reduce guessing, resulting in 34 multiple-choice
questions; 5) a few options of the comprehension test were modified based on
participants’ feedback; 6) the speed of participants’ eye-movement recording stimuli,

used as prompt in the stimulated recall, was reduced to 50% of the original videos, due
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to participants’ reported difficulty in following their rapid eye movements to recall their
thoughts; 7) lastly, stimulated recall questions were fine-tuned to make sure it was clear
to the participants that the focus was on their thoughts during their initial viewing,

instead of describing their eye movements.

3.4. Main Study

3.4.1. Participants

One-hundred-and-twelve Chinese learners of English participated in the study. All
participants reported normal or corrected-to-normal vision. They were all Chinese
learners of English studying at the UCL Institute of Education with various academic
backgrounds. Data from three participants who did not complete the experiment were
discarded from the analyses. This resulted in a total of 95 female and 14 males. Their
ages ranged between 18 and 34 years (M = 23.42, SD = 2.47, 95% CI [22.93, 23.87]),
and their length of living in the UK varied from 1 to 24 months (M = 2.24, SD = 2.79,
95% CI [1.70, 2.78]). Their overall IELTS scores varied from 5.5 to 8 (M = 6.84, SD =
0.61, 95% CI [6.67, 6.90]), which approximately corresponds to B2 to C1 levels in
CEFR, according to the IELTS official guidelines
(https://www.ielts.org/about-ielts/ielts-in-cefr-scale). Their mean vocabulary size was
6274.31 word families (SD = 1704.65, 95% CI [5950.67, 6597.95]). Differences in
vocabulary size were accounted for in the analysis.

As reported in the background questionnaire, most of the participants liked
watching English audio-visual materials as an entertainment (79.25%) or in the English
classroom (83.96%). Most of the participants used captions/subtitles during viewing,
with the most frequently used subtitling type being bilingual subtitles (M = 4.44, Max =

6), followed by captions (M = 3.14), L1 subtitles (M = 3.03), and no subtitles (M = 2.18).
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Similarly, bilingual subtitles were also reported to be the most preferred subtitling type
(M =5.09, Max = 6), followed by captions (M = 4.25), L1 subtitles (M = 3.48), and no
subtitles (M = 2.31). All participants had heard about bilingual subtitles.

The 3K level of the Vocabulary Levels Tests (Schmitt et al., 2001) was
administered to ensure the comprehensibility of the selected viewing material for
participants. The rationale for this selection procedure is based on findings from Webb
and Rodger’s (2009) corpus analysis of television programs, which suggested that
incidental vocabulary learning might occur if learners knew the 3,000 most frequent
word families. Sixteen participants scored below 24 out of 30 on the 3K test, failing to
meet the mastery threshold, as suggested by Xing and Fulcher (2007). Among the 16
participants, two of them stated difficulty of understanding the video content after the
viewing and one did not complete the whole viewing session. Their data were discarded
from analysis. The statistical analyses were conducted with and without the remaining
13 participants and results remained the same. Therefore, their data were kept for
further analysis. Consequently, 106 participants (93 female and 13 male) were included
in the offline data analysis. Due to issues with the online data quality (see section 4.1.2),
data from 6 participants were further removed from the online data analysis, resulting in
a total of 100 participants. Stimulated recall interview was only administered with the
participants in the captions, L1, and bilingual subtitles groups with a total number of 82
participants (see section 3.4.6).

Table 9 provides descriptive statistics for the participants’ reported IELTS test
scores and their vocabulary size test results. The comparability of the four groups was
examined using One-way ANOVA analyses. The results showed that there were no
group differences in terms of participants’ vocabulary size, F (3, 102) = 0.01, p = .10,

and their overall IELTS scores, F (3, 102) = 0.51, p = .68.
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Table 9. Descriptive Statistics for IELTS Scores and Vocabulary Size by Group

Group  Captions L1 subtitles Bilingual No subtitles
(n=27) (n=24) subtitles (n=25)
(n=30)

M (SD) 95%CI M (SD) 95%Cl M (SD) 95%CI M (SD) 95% CI

IELTS 6.80  [6.55, 6.84  [658, 6.68  [6.44, 6.83  [6.61,
overall (0.62) 7.04] (0.62) 7.10] (0.66) 6.93] (0.55) 7.05]

IELTS 7.11  [6.72, 738  [695 690  [652, 717  [6.82,
Listeni (0.98) 7.50]  (1.03) 7.81] (1.01) 7.28] (0.87) 7.51]

ng

IELTS 756  [7.22, 752  [7.14, 733  [6.97, 757  [7.26
Readin (0.86) 7.90] (0.92) 7.90] (0.99) 7.70]  (0.79)  7.89]
g

IELTS 641  [5.93, 608 [588, 6.5 [5.99, 620  [6.04,
Writin -~ (0.47)  6.30]  (0.49) 6.28] (0.42) 6.31] (042) 6.37]
g

IELTS 6.15  [5.84, 626  [597, 613  [5.94, 619  [6.02,
Speaki (0.77) 645] (0.71) 655] (0.51) 6.32] (042) 6.35]
ng

Vocab 6329.6 [5651.6 6266.6 [5559.3 6316.6 [5676.8 6356.0 [5614.2

size. 3 2, 7 5, 7 5, 0 3,
(17139 7007.6 (1675.0 6973.9 (17134 6956.4 (1797.0 7097.7
3) 4] 5) 8] 5) 8] 1) 7]

3.4.2. Research Ethics

Research ethics approval was obtained from the Research Ethics Committee at the
UCL Institute of Education (Data Protection Registration Number:
Z6364106/2018/11/09). The approved ethics form, information sheet and consent form
are included in Appendix S2 to S4. Participation was voluntary and participants
received a £10 compensation for their participation in the main study. At the beginning
of the first session of the study, a general introduction together with an information
sheet was provided to the participants. Since the main aim of this research was to

examine incidental vocabulary learning, it was important for participants not to be
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aware of the vocabulary posttests before the viewing. Thus, participants were told that
the purpose of the study was to examine the effects of viewing for L2 learning and
comprehension, without specifying that it was about vocabulary learning. Each
participant was asked to read the information sheet which explained the purpose of the
study, the procedure and duration of the study, and the measures taken to maintain their
privacy and confidentiality. Participants were allowed to take a break after the viewing
session if necessary. Participants were also informed of their right to withdraw from the
study at any time. Each participant’s agreement to participate in the study was obtained
by signing a consent form (see Appendix S4). At the end of the study, clear

explanations of the real purpose of this research were given.

3.4.3. Materials

3.4.3.1. Viewing Material

After inspecting several possible videos, the BBC documentary Animal Odd
Couples was chosen as the viewing material for the study. Four authentic video excerpts
from this documentary (in total 23 minutes, 3488 words) were extracted and put
together using the video editing software Corel VideoStudio Pro 2018 (Corel, 2018).
This documentary consists of several journeys taken by a wildlife biologist Liz Bonnin,
with the mission to find out why animals of different species build up unusual close
bonds with each other. The chosen clips included four pairs of animal couples:
brotherhood between the bear, the lion, and the tiger; relationship between the rhinos
and their friends; friendship between the dog and the deer; and relationship between the
cat and the ducks. These four excerpts were initially chosen because of the amount of
potentially unknown words by participants.
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Documentary is considered to be an appropriate type of viewing material for its
rich imagery support (Rodgers, 2018), clear oral presentation, and the potential of
directing learners’ noticing of the word forms, and it was considered more appropriate
than fiction genres (Gilabert et al., 2018). Different from the typical documentary
characterised by a single narrator and slow-moving pace, this documentary also includes
interactive interviews between different speakers, which is considered more engaging
for participants. After the viewing activity, | orally asked participants if they liked the
video, and 89% of them said that they had enjoyed the content of the selected video.
The length of the video can also be considered appropriate according to Rodgers and
Webb (2017), who recommend viewing materials ranging from 22 to 42 min to obtain
sufficient L2 aural input.

The video scripts were analysed using the Range software (Nation & Heatley,
2002), with the British National Corpus (BNC) as the reference corpus. The results
showed that after deleting proper nouns and the exclamation words, the most frequent
3K words provided a coverage of 95.47%, and the most frequent 6K words provided a
lexical coverage of 98.00%. The chosen video was considered appropriate for the
participants since it was expected that international students starting their postgraduate
studies in the UK should know the first 3K words, reaching a 95.47% lexical coverage
that was sufficient for adequate comprehension (Webb & Rodgers, 2009). As reported
in section 3.4.1, participants’ knowledge of the first 3K words was later confirmed with

the vocabulary levels test.

3.4.3.2. Captions and Subtitles

The original video script in English was downloaded online and then manually

translated into Chinese. The translation process did not follow a word-for-word strategy
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but followed the main principles of communicative and semantic translation (Newmark,
1981). I ensured that all the words in the scripts were accurately translated, with
particular attention to the TWs. Cambridge Online Dictionary (English-Chinese version)
(https://dictionary.cambridge.org/dictionary/) was used to check the translation accuracy
of TWs. The translation was compared to the online amateur translation (retrieved from
https://www.bilibili.com/video/av21620515/), then checked by three Chinese L1
speakers fluent in English, and piloted twice with 13 advanced Chinese learners of
English to ensure its accuracy. Minor modifications were taken at the syntax level to
achieve more natural and smooth translation style.

The captions and L1 subtitles were added to the video using SrtEdit (PortableSoft,
2012) and Corel VideoStudio Pro 2018 (Corel, 2018) software. The production of
captions and subtitles was in accordance with the BBC Subtitle Guidelines Version
1.1.7 (http://bbc.github.io/subtitle-guidelines/). Font size was designed around 4.8% of
active video height, which is in accordance with the recommended presentation font
size for desktop computers. The subtitling was displayed at the bottom of the screen
during the interlocutors’ speaking or narration. To meet requirements of the
eye-tracking experiment, all the L1 subtitles and captions were kept within one line with
the max line length being 68% of the width of the screen for each frame. In the bilingual
subtitles condition, L1 and L2 lines were presented simultaneously with the L1 above
L2 lines, which is in accordance with the common presentation of bilingual subtitles in
China. Line breaks were taken at a sign of punctuation like a full stop, comma or dash.
Long sentences were broken into several lines at natural and logical points. The line
breaks were kept the same across conditions. English was presented in Calibri font, and
Chinese was presented in Songti (7&4) font, both in size 35. The average duration of

subtitle presentation was 2,168 ms (SD = 4454, 95% CI = [1790, 2546]). Four versions

167



of the video were created, one for each of the subtitling conditions (i.e., captions, L1
subtitles, bilingual subtitles, no subtitles). Example screenshots of the four subtitling

conditions are presented in Figure 11.

R A R a0
* still’have an‘attachment:to their surrogate mum.

Bilingual subtitles No subtitles

Figure 11. Screenshots of the Four Subtitling Types in the Present Research

3.4.3.3. Target Words and Distractor Items

In order to maintain the ecological validity of the study, the original content and
audio of the video were used without any manipulations. Four steps were taken to
choose the TWSs which had to be unknown for participants. First, the script was initially
inspected and a list of 52 potentially unknown words above the 5K level was created.
Secondly, this list was consulted with seven experienced Chinese IELTS teachers who
were asked to select the words that they thought would be unknown to the target
participants with an overall IELTS score of around 7. This led to a revised list with 28
words. Thirdly, eight Chinese students with similar characteristics to the participants in

the study were asked to indicate their knowledge of these words. Lastly, the words and
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materials were piloted twice with 13 Chinese learners of English (see section 3.3), and
words that were indicated as known by all participants were deleted. This resulted in a
final list of 24 TWs, including 10 nouns, 10 verbs, and 4 adjectives that varied in
frequency of occurrence. They were evenly distributed across each clip, with five TWs
appearing in the first clip, six in the second, seven in the third, and six in the last clip.

Details of the characteristics of the TWs are summarised in Table 10.
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Table 10. Characteristics of the 24 Target Words (in alphabetical order)

Target Word Partof Frequency Clip Time of Presentation Absolute Relative Chinese Number  Absolute  Relative
word length speech of No. occurrence duration (in  AOlsize AOI translation of AOl size  AOl size
occurrence ms) forTW  size for Chinese  for for
(in T™W characters translation translation
pixels) (in pixels)
barneys 7 n. 1 1 03°42” 2806 24800 1.20% S 2 14700 0.71%
bizarre 7 adj. 1 4 20°30” 2249 22000 1.06%  HIRE 3 20900 1.01%
buffering 9 V. 1 1 05’04 1571 28700 1.38% 2R 2 14400 0.69%
bunting 7 V. 4 3 13°02; 4238 27300 1.32%  f& 1 21400 1.03%
13°02;
13°03’;
13°09”
confiscated 11 V. 1 1 02°13” 3040 34100 1.64% Uk 2 14900 0.72%
cortisol 8 n. 3 3 08°06”’; 5986 24200 1.17% Y 3 21400 1.03%
08°13°’;
08’15
dinky 5 adj. 1 2 10°03” 1684 17700 0.85%  /NIGfH 3 20300 0.98%
endearing 9 adj. 1 3 10’30’ 1924 30600 1.48% ] % 11 3 20900 1.01%
fawn 4 n. 3 3 12°04°’; 7276 17600 0.85%  /NE 2 15000 0.72%
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Target Word Partof Frequency Clip Time of Presentation Absolute Relative Chinese Number  Absolute  Relative
word length speech of No. occurrence duration (in  AOlsize AOI translation of AOl size  AOl size
occurrence ms) for TW  size for Chinese for for
(in T™W characters translation translation
pixels) (in pixels)
15’39
15°48”°
foal 4 n. 1 2 09°04”° 3796 13500 0.65% /NI, 3 21100 1.02%
foraging 8 V. 1 4 20’58’ 2453 25600 1.23% mE 2 14200 0.68%
gland 5 n. 1 2 08’13 1943 18200 0.88% Rk 2 14300 0.69%
hump 4 V. 1 3 13’16 3596 18000 0.87% 5 ik 2 14200 0.68%
midwife 7 n 1 4 21°20” 925 25100 121%  Bhre+ 3 22400 1.08%
nuzzle 6 V. 1 3 16’24 2031 20400 098% HETH 4 34900 1.68%
poaching 8 V. 2 2 06’51 4315 28300 1.36%  fijts 2 13400 0.65%
purring 7 V. 1 4 1922 1064 23800 1.15%  ‘KHingrE 5 34600 1.67%
;*n
sanctuary 9 n 4 1 00’317, 8671 30025 1.45% Ry [X 3 21700 1.05%
02°02°;
02’16’

04’15
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Target Word Partof Frequency Clip Time of Presentation Absolute Relative Chinese Number  Absolute  Relative
word length speech of No. occurrence duration (in  AOlsize AOI translation of AOl size  AOl size
occurrence ms) for TW  size for Chinese for for
(in T™W characters translation translation
pixels) (in pixels)
sedated 7 V. 1 1 03’46 3249 24900 1.20%  ®hyEHeE 6 40100 1.93%
izl
surrogate 9 n. 1 4 15’46 3982 29300 1.41% AR H 2 14600 0.70%
traumatised 11 adj. 1 2 06’35 4882 36600 1.77% =6l 4 28300 1.36%
twirls 6 n. 1 3 15°22” 3268 17500 0.84%  Zi%% 2 12000 0.58%
ulcers 6 n. 1 2 08’20’ 1875 18700 0.90% JRm 2 14900 0.72%
waddled 7 V. 1 4 19°00”° 2243 27200 1.31% BESE 6 35700 1.72%
Hi

Note. Averaged presentation time across all exposures was calculated for the target words that appeared more than once in the video
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In order to diminish the potential test effects from the pretests, 33 distractors were

included in pre- and post- vocabulary tests. The distractors included 10 lower frequency

words (ranked above 5K) and 23 higher frequency words (ranked within 3K) from the

same documentary series to make the test less challenging and reduce guessing. The

distractors shared the same semantic domain and part of speech as the TWs to reduce

their salience, as shown in Table 11. Six out of the 10 lower frequency distractors which

were included in the tests but did not appear in the video were used to control for

potential test effects in the analysis (see section 4.2.1 for results).

Table 11. 33 Distractors Used in the Vocabulary Tests (in alphabetical order)

Distractors

Part of speech

Chinese translation

affection
appear
attacks
boggling
bonkers
calf
captive
channel
combining
confident
crisis
discovered
enamoured
fecund
frisson
fulfil

individual

n.
V.
V.
V.
adj.
n.
adj.
n.
V.
adj.
n.
V.
adj.
adj.
n.
V.

n.
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Distractors Part of speech Chinese translation

interfere V. T
knowledge n. IR
loyalty n. b8
marvellous adj. b
mature adj. JIC AR
obvious adj. A ]
realise V. =Sk
rhino n. B4
ridiculous adj. i 1
same adj. AR A
separate V. 7T
serious adj. 7 E )
suckle V. e, 4
uncertain adj. AN E
understand V. PR
wildebeest n. i

3.4.4. Instruments

3.4.4.1. Vocabulary Size Test

Since learners’ vocabulary size can affect their incidental vocabulary learning
gains (Puimege & Peters, 2019), participants’ vocabulary size was measured via the
online Mandarin Chinese version of Nation’s and Beglar’s (2007) Vocabulary Size Test
(http://my.vocabularysize.com/). It is a “discrete, selective, relatively
context-independent” vocabulary test measuring learners’ written receptive vocabulary
knowledge for reading, presented in multiple-choice format (Nation, 2012, p. 1). It
provides a rough estimate of a learners’ vocabulary size by sampling 10 items from each
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of the first 14 frequency bands of 1,000 word families, resulting in 140 test items in
total (Peters, 2019). One of the common and accepted ways to explore the validity of
the vocabulary size is to test the correlation between VVocabulary Size Test scores and
scores in a proficiency test (Schmitt et al., 2001). Thus, Pearson correlation was
conducted between participants’ overall IELTS scores and their vocabulary size scores.
The results revealed a significant and large correlation (r = .61, p = .002), providing

convergent evidence for the test validity.

3.4.4.2. Vocabulary Tests

As suggested by Nation (2001) and Nation and Webb (2011), it is important to
assess vocabulary knowledge using various tests examining different aspects of
knowing a word. In addition, form and meaning recognition tests are believed to be
useful to probe the initial stages of vocabulary acquisition (Schmitt, 2010). Therefore, in
line with previous studies (e.g., Mohamed, 2018; Montero Perez et al., 2015, 2018),
form recognition, meaning recall, and meaning recognition tests in pencil-and-paper
format were used in both pre- and posttests with randomised item order. An occurrence
decision test was added in posttests as a way to control for potential test effects. The 57
single words (24 TWs and 33 distractors) were included in each test and presented in

the identical form as shown in the video.

3.4.4.2.1. Form Recognition & Meaning Recall Test

In order to reduce number of exposures to the TWs and minimise potential test
effects (see also Peters, 2019; Peters & Webb, 2018), the form recognition test was

combined with the meaning recall test. Following Montero Perez (2019, 2020a) and

175



Peters (2019), in order not to favour any group, each word was presented in both spoken
and written form using PowerPoint on an iPad, with the audio recording of each word
played twice. The audio files were recorded by a female L1 English speaker from
London in a quiet room. After the presentation of each word, participants were asked to
indicate whether they had seen/heard the word before by ticking Yes or No in the
answer sheet. They were then asked to provide a translation/synonym/explanation for

the words they had ticked (see Table 12 for a sample item).

Table 12. Example of the Form Recognition and Meaning Recall Pretest Answer Sheet

Items | fR WL/ Wrid 3X /> 34] TS s XA, BEREEE G55 B e
% ? Have you ever PE/fEFE) 1 have seen or heard this word before and it
seen/heard the word means. ..
before? (translation, English synonym, definition)

1. Yes No

2. Yes No

3.4.4.2.2. Meaning Recognition Test

The meaning recognition test was a written multiple-choice test, with each item
accompanied by four options in Chinese: the key, three distractors, and an “I don’t
know” option to minimise guessing (Peters & Webb, 2018). All the distractors shared
same parts of speech with the test items and were relevant to the theme of the video.
Following the procedures suggested and used by Nation and Webb (2011) and Rodgers
(2013), the first distractor option was the translation of another TW. The second and
third distractors were randomly chosen from a distractor pool, which consisted of the
Chinese translations of 34 synonyms of the 24 TWs together with the translations of ten

low frequency non-target distractors.
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Following Rodgers (2013), several steps were taken in creating this distractor pool.
First, the Thesaurus website (https://www.thesaurus.com/) was used to find the
synonyms for each TW. All synonyms for each TW were then checked for their lexical
frequencies in the BNC corpus. The synonym that was from the same or a lower
frequency band in the BNC word list as its corresponding TW was chosen and
translated into Chinese using online Cambridge Dictionary
(https://dictionary.cambridge.org/zhs/). Then, to select the suitable Chinese translation
to be included in the distractor pool, for each synonym, the translation that did not
correspond to the actual translation of the TW was chosen. For example, the synonym
from the same frequency band of the TW bizarre was peculiar, which can be translated
to A EAI(odd), HrEERI(weird) or 456 1) (special) in Chinese. In this particular case,
the translation £ [J(special) was chosen in the distractor pool. Since the other two

translations were same as the Chinese translation of the TW bizarre (5 1Y), thus they

were not qualified to serve as distractors. If all the Chinese translations of the synonyms
were same as the translations of the TW, one of the synonyms was used as a key word
to find further synonyms. For example, the TW barneys had a limited number of
synonyms, and all the Chinese translations of its synonyms were the same as the
Chinese translation of barneys. Thus, argument, one of the synonyms of barneys, was
used as a key word to find synonyms for barneys. This could guarantee that all
distractors shared similar word domain and similar frequency level with their
corresponding TWs. The synonym distractor of each TW was not included as an option
for its corresponding TW but served as an option for other TWSs.

Consequently, each TW had four options: a key, a TW distractor (the translation of
another TW), two distractors from the distractor pool (translations of the synonyms of

other TWSs), and an “I don’t know” option (see Appendix S5 for the complete test). All
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translations of the TWs and non-target distractors would therefore appear twice in
multiple-choice test options to reduce the salience of the correct answer. The distractors
were numbered and the Random Sequence Generator function in a randomisation
programme (www.random.org) was used to select distractors for each test item. The
Integer Generator function was used to choose the key’s position. Sequence Generator
function was used to randomise the order of the items in vocabulary tests. These three
vocabulary tests were used both in pre- and posttests, but the order of the test items was

randomised.

3.4.4.2.3. Occurrence Decision Test

In the posttests, apart from the three tests mentioned above, an occurrence decision
test was added after the form recognition test. In the posttests, if participants indicated
on the form recognition test that they had seen/heard the word before, they then needed
to indicate whether the word appeared in the video or not (see Table 13 for a sample
item). It was presented jointly with the form recognition test to tap into learners’
knowledge of word form. Since participants’ form recognition knowledge could have
been obtained from the pretests or outside the viewing, the addition of this test allowed
me to account for cases in which participants thought they had seen the TW before but
did not remember having seen it in the video. This test only included TWs and lower
frequency distractors (above 11K frequency level). High frequency distractors were not
included in this test due to the difficulty for participants to decide whether the familiar

words, which they might pay less attention to, appeared in the video or not.
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Table 13. Example of the Form Recognition, Occurrence Decision and Meaning Recall
Posttest Answer Sheet

ltems | /R 0L/ Wridix A | EHEE | R AN, EEEE GF
W2 CRFELE | T | S OSCRRE/ RRD
D) It has | have seen or heard this word before and
Have you ever appeared | it means...
seen/heard the in the (translation, English synonym, definition)
word before? video
(including in the
video)
Yes No
Yes No

3.4.4.3. Comprehension Test

A comprehension test was conducted to investigate whether using different types
of subtitles could facilitate viewers’ comprehension of the video. Thus, information that
was presented through the non-verbal input but not presented in the verbal input was not
assessed. In line with Montero Perez et al. (2014) and Rodgers (2013), the development
of the comprehension test was based on Buck’s (2001) “competency-based” default
listening construct (p. 114), which includes the abilities to process the general
information, understand the detailed content, and make inferences. The inferencing
ability was not tested in this study due to the restriction of the viewing material, in
which the type of certain and factual information provided left no room to infer
information (see also Montero Perez et al., 2014). Consequently, global questions,
which dealt with the general understanding of the content, and local questions, which
targeted the detailed content, were included in the test.

Concerning the format of the comprehension test. After the pilot studies, a
four-option multiple-choice test was considered the most appropriate for the present

study for the following reasons: 1) it was one of the most common test formats to assess
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listening comprehension in many major international tests (Brindley, 1998), and in most
empirical studies investigating comprehension from viewing (e.g., Rodgers, 2013;
Winke et al., 2010); 2) compared to open-ended format, multiple-choice was considered
easier for L2 listening test (In'Nami & Koizumi, 2009), which might reduce
participants’ stress during the experiment; 3) it required a minimal amount of time to
complete while covering sufficient information and leading to high internal consistency
reliability (Thompson, 1995); 4) the scoring was easy, efficient, and unambiguous
(Brindley, 1998); 5) compared to true/false format, it reduced the possibility of guessing
by including four options.

In order to design the multiple-choice items, the transcript of the video clip was
firstly parsed into idea units (Pellicer-Sanchez et al., 2020; Rodgers, 2013), which were
defined by (Rodgers, 2013, p. 33) as “distinct events, actions, or dialogue spoken in the
course of the program” (p. 33). Then the idea units which only described the images,
showed common sense, or required memory on trivial information (for example,
remembering the numbers, dates, names, and locations etc.) were deleted. The
remaining idea units were then used to create multiple-choice questions. For each test
item, a question was written to serve as the stem, the idea unit was rewritten as the key.
Reasonable distractors were written for each stem. Care was taken to ensure: 1)
distractors matched the key in length and grammatical structure; 2) distractors were
plausible and reasonable but could not be considered correct based on the video content.
Three most plausible distractors were finally chosen for each stem. All stems and
options were written in Chinese, to ensure that test scores were not influenced by other
intervening variables (Buck, 2001). The Integer Generator function (www.random.org)

was used to choose the key’s position. Questions were arranged in the same order in
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which they occurred in the video. Forty text-based multiple-choice comprehension
items were first produced.

In order to ensure that the test cannot be answered correctly without understanding
the video (Buck, 2001), six Chinese learners of English were invited to complete the
test without watching the video. Items that had been answered correctly by all were
discarded. Modifications were made based on test results and feedback received. Then,
the modified 34 multiple-choice items were tested online for their reliability prior to the
experiment with a group of learners of similar characteristics (N = 38). The bilingual
subtitle version of the video was used for this pilot test. The Cronbach’s Alpha
coefficient was .67. Based on the online pilot for the comprehension test, 30 out of the
34 questions were kept unchanged and four were further modified. The final version of

the comprehension test included a total of 34 items (see Appendix S6).

3.4.4.4. 3K Vocabulary Levels Test

As mentioned earlier, knowledge of the first 3K words provided a lexical coverage
of 95.47% in the selected viewing material. Therefore, it was important to ensure that
participants had knowledge of the 3K words to understand the content of the selected
video. The participants’ 3K vocabulary knowledge was examined using the VVocabulary
Levels Test (VLT) at the 3000-word level. The VLT was originally developed by
Nation (1990) as a diagnostic vocabulary test to provide an estimate learners’
vocabulary size. Schmitt et al. (2001) provided a revised and validated version of the
original test. This revised and expanded version was used in the present study. The 3K
level of the test was a matching test which consisted of ten sections. Each section
comprised six 3K words and three short English definitions. Participants were required

to match each of the three definitions with one of the six words (see Appendix S7). A
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score of 24 out of 30 was used as the threshold for demonstrating mastery of the 3K
words, as suggested by Schmitt through a personal communication with Xing and

Fulcher (2007) in 2003.

3.4.4.5. Background Questionnaire

A background questionnaire was included at the end of the experiment using a
Chinese online questionnaire builder WJX.cn (https://www.wjx.cn/). The online
questionnaire was administered to obtain information about participants’ language
background information such as age, IELTS scores, time living in the UK, frequency of
their use of English, and their viewing habits (e.g., habits of watching English videos,

preferred types of subtitles, etc.; see Appendix S8).

3.4.5. Experiment Design and Apparatus

The eye-tracking experiment was designed with Experiment Builder (SR Research,
2011), a graphical programming environment for creating computer-based psychology
and neuroscience experiments. The selected video clip was chosen as the stimulus and
uploaded to the software. The soundtrack was uploaded separately from the video
frames and were triggered simultaneously with the play of the video. To design the
experiment, an introduction page was first displayed, followed by a nine-point
calibration. A practice session with a one-minute video on a related topic to the
experimental video was performed before the experiment to help participants adapt to
the experimental environment. The nine-point calibration was conducted again before
the experimental video started. A thank you page was presented after the end of the

video, indicating the end of the viewing session. Four versions of the experiment were
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created with the same videos for four subtitling conditions (i.e., captions, L1, bilingual,
and no subtitles).

Participants’ eye movements were recorded with EyeLink 1000 plus eye-tracker
(SR Research, 2016), in desk-mounted mode. It uses the infrared light to illuminate the
eye and records participants’ pupil and corneal reflection to track the participants’ eye
movements. The system has a data sampling rate of 1,000 Hz (taking 1,000 snapshots of
the eye per second). It parses the participant’s eye movements into saccades, fixations,
and blinks automatically. Recording was monocular (right eye). The eye-tracker was
placed below the monitor, installed 60 cm in front of the participants. The system was
interfaced with a display DELL computer and a 19-inch DELL monitor with a 1920 x<
1080 screen resolution. An adjustable head and chin rest was installed 60 cm in front of
the monitor to minimize participants” head movements. A laptop host PC was connected
to the display PC and used by the researcher to perform calibration and monitor

real-time eye movements during viewing sessions.

3.4.6. Stimulated Recall

The aim of the stimulated recall was to further explore participants’ engagement
with each unknown TW during the subtitled viewing. Thus, stimulated recall was only
administered with participants in the captions (n = 27), L1 subtitles (n = 25), and
bilingual subtitles (n = 30) groups individually. As explained in section 2.5.5, two
aspects of cognitive engagement were examined in stimulated recall interviews:
awareness and vocabulary processing strategies. Before the stimulated recall interview,
oral instructions adapted from Gass and Mackey (2017) were given (see Appendix S9).
Participants were encouraged to ask questions about the procedures. For each

participant, recordings of their eye movements during the presentation of each
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occurrence of the 24 TWs (35 occurrences in total) were played to elicit participants’
memory recall. The 35 recorded stimuli were played at a 50% speed using the EyeLink
DataViewer software (SR Research, 2018).

The researcher first pronounced each English TW, and then played the
corresponding stimulated recall stimulus. Participants were then asked if they had
noticed the word at that time, and if they had, what they had been thinking about the
TW at that time. Participants were asked to inform the researcher if the TW had already
been familiar to them before the viewing session. The procedure was repeated for the 35
occurrences of the 24 TWSs, and participants were asked to verbalise their thoughts on
each occurrence of the TWSs. Participants could ask to replay the stimulus to support
their recall. They were asked to report the thoughts that they had during viewing rather
than their thoughts at the time when the stimulated recall was conducted. Following
Gass and Mackey (2017), no concrete responses were given to the participants’
responses, except repeating their responses, or providing “back-channelling cues or
nonresponses” such as “Oh, mhm, great, good, | see, uh-huh, ok” (p. 55). If there was
an indication that the participant was talking about his/her current thoughts of the TW,
the researcher brought the participant back on track by asking, “Is this what you were
thinking at that time during viewing or your current thoughts?”. No further questions
were asked if participants were unable to recall their thoughts relating to the TW or they
did not notice the TW. All stimulated recall interviews were held in participants’ L1

Mandarin Chinese.

3.4.7. Data Collection Procedure

The overall data collection for the main study lasted approximately five months in

two sessions with a time gap of two to three weeks in between. The first session was
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conducted individually or in pairs at the UCL study room or in the eye-tracking lab. The
second session was administered individually in the eye-tracking lab. The length and

procedure for each session are presented in Table 14.

Table 14. Data Collection Procedures and Time Duration of the Present Main Study

Contents Approximate Time
Session one Information sheet & 3 mins
(45 mins) Consent form

Vocabulary pretests 26 mins

(Form recogpnition,
meaning recall, meaning
recognition)

Online Vocabulary Size 16 mins
Test

2—3 Weeks Later

Session two Watching video 26 mins
(70-90 mins)
Comprehension test 8 mins
Vocabulary posttests 27 mins

(Form recogpnition,
occurrence decision,
meaning recall, meaning
recognition)

Stimulated recall 0-20 mins
3K vocabulary levels test 5 mins

Online background 5 mins
questionnaire

In the first session, a general introduction to the research was first provided before
obtaining the consent to participate. Then, three vocabulary pretests were conducted in
paper-and-pencil format, followed by an online Vocabulary Size Test (Nation & Beglar,
2007) (http://my.vocabularysize.com/). No time limit was set for any tests. For

participants who accomplished this session in pairs, they were not allowed to
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communicate during the whole session. The first session lasted on average 45 minutes.
It should be noted that in the first session, as noted in the Ethics application (Appendix
S2), participants were not informed of specific goals of the study but were told that the
purpose of the tests was to assess their English proficiencies, and the goal of this study
was to explore the use of video subtitles for comprehension. As noted in the information
sheet, two to three weeks after the first session, each participant was contacted by the
research individually to schedule a time for the second session.

In the second session, the participants were invited to the eye-tracking lab and
randomly assigned to one of the four conditions: captions (n = 27), L1 subtitles (n = 25),
bilingual subtitles (n = 30), and no subtitles (n = 28). Participants were told to complete
the viewing session while their eye movements were recorded. They were seated in a
comfortable chair about 60 cm away from the computer screen attached to the EyeLink
1000 plus eye-tracking camera. Participants were asked to wear the headphones during
the viewing session and put their chin on a chin rest, with the forehead leaning against a
forehead rest. After the instructions, a short eye-tracking calibration was first completed,
where participants were asked to gaze on nine points presented at random on the
computer screen. Calibration was repeated until getting an adequate level and a good
validation. Then, a one-minute practice video clip was played as the warm-up practice,
after which, participants were allowed to adjust their sitting position and the volume of
the headphones, or ask questions if needed. After a second nine-point calibration, the
23-minute viewing stimulus was played.

After the viewing session, the participants were asked to complete the
pencil-and-paper, multiple-choice comprehension questions and four vocabulary
posttests. For the participants in three subtitled groups (i.e., captions, L1, and bilingual

subtitles; N = 82), stimulated recall interviews were individually held immediately after
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vocabulary posttests. After instructions, each participant was asked to describe their
thoughts while viewing, prompted by the replay of their eye-movement recordings
during the presentations of each TW. All the stimulated recall was audio recorded with
a portable recorder. A 3K vocabulary levels test and an online background questionnaire
were conducted at the last stage. At the end of the experiment, participants were
debriefed the real purpose of this study. They were then given a £1.0 Amazon Voucher
for their participation. The second session lasted approximately from 70 minutes to 90
minutes.

Chapter 3 has reported the research design adopted in the present investigation.
The analyses and results of the quantitative and qualitative data are reported in the next

two chapters separately.
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Chapter 4. QUAN Analyses and Results

This chapter reports procedures followed to analyse the quantitative data, followed
by a report of results and an interim discussion. The quantitative analyses reported in
this chapter have the aim of exploring the effectiveness of bilingual subtitles for the
acquisition of vocabulary and comprehension, as well as examining learners’ processing
of the on-screen text and TWs and their relationship with vocabulary gains. The
following research questions are addressed by the analysis presented in this chapter:

RQ1: To what extent does the use of bilingual subtitles increase learners’
vocabulary knowledge (as measured by form recognition, meaning recall, and meaning
recognition tests), compared to captions, L1, and no subtitles?

RQ2: To what extent does the use of bilingual subtitles facilitate learners’ viewing
comprehension, compared to captions, L1, and no subtitles?

RQ3: How do learners allocate their attention to different areas (i.e., images,
subtitling areas, unknown TWs and/or their L1 translations) during bilingual subtitled
viewing, compared to captions, L1, and no subtitles, as revealed by eye-tracking data?

RQ4: Do learners’ online processing of unknown TWs and their corresponding L1
translations predict their vocabulary gains in different subtitling conditions (i.e.,
captions, bilingual, and L1 subtitles)?

In this chapter, | first explain scoring procedures for offline tests which include
vocabulary tests, the 3K vocabulary levels test, and the comprehension test. Then, the
analyses of eye-tracking data at three levels are illustrated, after which, a description of

quantitative statistical analyses used in the present study to answer each research
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question is presented. Results from the analyses and an interim discussion are then

presented.

4.1. QUAN Analyses

4.1.1. Scoring of Offline Tests

The form recognition, meaning recall, and meaning recognition test each included
57 items (24 TWSs and 33 distractors), and the occurrence decision included 34 items
(24 TWs and 10 low-frequency distractors). Only responses to TWs were scored
dichotomously with 0 for an incorrect response and 1 for a correct response. The
comprehension test included 34 questions and the 3K vocabulary levels test included 30
items. One point was given for each correct response. For vocabulary tests, only TWs
were taken into account for data analyses, resulting in a maximum of 24 points in each
of the vocabulary test, 34 points in the comprehension test, and 30 in the 3K levels test.

For the scoring of the meaning recall test, only answers that clearly demonstrated
the knowledge of the words’ meaning were given 1 point. No half score for partial
knowledge was given (see Appendix S10 for detailed scoring scheme). For example, for
the TW waddled, answers that included the feature of walking with short steps and
moving body from one side to the other were considered correct. Those answers which
only included the feature of walking were considered incorrect and no scores were
given. Pre- and post- meaning recall tests were scored by the researcher and a second
rater. The second rater, who was doing a PhD degree in Applied Linguistics, scored
20% of both tests. A detailed scoring scheme was provided to the second rater.
Inter-coder reliability was determined using Cohen’s kappa. Interrater reliability for

both the pretest and posttest was very high: Cohen’s kappa () = .98, p = .002 for the
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pretest, and Cohen’s kappa (k) = .99, p =.001 for the posttest, indicating a high level of

agreement between the two raters beyond chance.

4.1.2. Eye-Movement Data Analysis

The eye-movement data were first inspected using DataViewer software (SR
Research, 2018). Data from six participants were removed from the analysis of online
data due to poor data quality, resulting in 100 participants included in the analysis of
online data. Poor data contained sizable track loss or problematic drift as demonstrated
in the temporal graph and spatial overlay view by plotting the raw data in EyeLink
DataViewer software (SR Research, 2018). Then the eye-movement data were cleaned
following suggestions by Conklin et al. (2018) and Godfroid (2020a). Fixations shorter
than 50ms were merged if they were within 1<of visual angle (0.34% of the data), and
those that were still below 50ms were removed from the dataset (8.35% of the data).

In order to provide a comprehensive examination of learners’ processing and
viewing behaviour across subtitling groups, the analysis of the eye-movement data was
performed at three levels: the overall subtitling area, L1/L2 subtitle lines, and individual

TWs. Different AOIs were first created for each level:
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Level 1: The overall subtitling area in four viewing conditions:

SR i
dled straight underneath the cat,

Wwaddled straight underneath the cat,

Figure 12. Illustrations of Level 1 Areas of Interest for Eye-Movement Data Analysis in
Four Groups

The aim of Level 1 analysis was to explore potential differences in processing the
overall subtitling area across four subtitling conditions. In order to ensure the
comparability between groups, the bilingual subtitles group (with the largest subtitling
area size) was set as the baseline group in choosing the size of the AOI. The overall
subtitling area (the green area shown in Figure 12) covered 1920 %270 pixels, including
the whole width of the screen and the height between the top of on-screen text and the
bottom of the screen. The rest of the screen (1920 =810 pixels) was taken as the image
AOI. The same AOI was also created for the other three groups.
Five-hundred-and-thirty-five interest periods (IPs) were generated manually according
to the presentation time of on-screen text. Following Montero Perez (2019), only the
eye-movement data that occurred within the AOIs and during the 535 IPs were included

in the analysis.

191



The relative attention being paid to the subtitling area was examined using four
eye-tracking measures (see Table 15). Instead of using the total reading time and
fixation count, the proportions of the processing time and fixation counts on subtitling
areas were analysed for Level 1, as this is the common procedure when examining eye
movements to multimodal materials (Pellicer-Sanchez et al., 2020). Since | interested in
participants’ relative attention distribution on the subtitling area, the use of proportion
could well capture participants’ processing of different areas and lead to more
comparable results to previous studies using different stimuli. Run count and skip rate
were also calculated since they have been used in previous viewing studies (e.g.,
d’Ydewalle & De Bruycker, 2007; Mufbz, 2017) to inform us about the frequency of an
AOI being referred to or skipped, which could help to reveal learners’ different

frequency of using subtitling and image areas during subtitled viewing.

Table 15. The Definitions of Four Eye-Tracking Measures at Level 1 and Level 2
Analyses

Measurement Definition

Total reading Percentage of all summed time spent on an AOI within the defined IP
time %

Fixation % Percentage of the total number of fixations on an AOI within the
defined IP

Run count Total number of times the AOI is entered and left within the defined
IP

Skip rate An AOI is considered skipped (i.e., SKIP=1) if no fixation occurred

in the AOI within the defined IP
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Level 2: L1 and L2 line areas in three groups with on-screen text:

3k o 3 % B9 B A T [
mddled straight underneath the cat,

Waddled straight underneath the cat,

Figure 13. lllustrations of Level 2 Areas of Interest for Eye-Movement Data Analysis in
Three Groups with On-Screen Text

The aim of the Level 2 analysis was to investigate the processing of different lines
in bilingual subtitles and compare them with the other two monolingual subtitling
conditions. For Level 2, two AOIs with a same size of 1920 <100 pixels were created
for L1 and L2 lines separately and were applied across three subtitling conditions. Two
AOIs were used for the bilingual subtitles group, with one covering the L1 line and the
other covering the L2 line (as the blue and yellow areas shown in Figure 13
respectively). One AOI with the same size was used for the captions and L1 subtitles
groups (as shown in Figure 13). Following the analysis of Level 1, the eye-movement
data were only calculated during the activation of the 535 IPs, and same eye-tracking

measures were used for Level 2.
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Level 3: Target word and L1 equivalent areas in three groups with on-screen text:

i 12: 12 1 L HE 65 B M A0 5K T
‘\Waddled straight underneath the cat, S =R A ESL Lk &% ]

\Wwaddled straight underneath the cat,

Figure 14. Illustrations of Level 3 Areas of Interest for Eye-Movement Data Analysis in
Three Groups with On-Screen Text

The aim of Level 3 analysis was to compare learners’ processing of unknown TWs
and/or their corresponding L1 translations in the three subtitling conditions. As shown
in Figure 14, for each TW and its corresponding L1 Chinese translation, AOIs were
created. These AOIs were only activated during the time that TWs were presented on
the screen. The average time duration of each TW was 3,294 ms (SD = 1911, 95% CIl =
[2488, 4101]). The height of AOIs was fixed at 100 pixels (the same as at Level 2). The
width of an AOI varied according to the length of TWs. The size of an AOI for a given
TW was kept the same across conditions. The average size of the AOI of an English
TW was 24,338.54 pixels (SD = 5826.55, 95% CI = [21878.21, 26798.88]), and
20,845.83 pixels (SD = 8144.99, 95% CI = [17406.51, 24285.16]) for a Chinese
translation of the TW (see Table 10 for AOI size details). In line with previous
eye-tracking research (e.g., Mohamed, 2018; Montero Perez et al., 2015; Williams &
Morris, 2004), seven eye-tracking measures were used at Level 3 to capture

participants’ eye movements at both early and late stages of word processing (see Table
194



16). Since learners’ familiarity of a word would affect their processing behaviour (e.g.,

Godfroid et al., 2013; Pellicer-Sanchez, 2016; Williams & Morris, 2004), only the

unknown words for each participant (scored as 0 in the form recognition pretest) were

included in the analysis. Form recognition was chosen as the criteria for item selection

since its scores are usually higher than recall scores (Laufer & Goldstein, 2004), which

can help to control for minimum or partial knowledge before the experiment.

Table 16. The Definitions of Seven Eye-Tracking Measures at Level 3 Analysis

Measurement

Definition

First-pass reading
time

First fixation
duration

Total reading time

Fixation count

Second-pass
reading time

Second fixation
duration

Skip rate

The sum of the duration of all fixations on an AOI before exiting
the AOI within the defined IP

The duration of the first fixation event on an AOI within the
defined IP

The sum of the duration across all fixations on an AOI within the
defined IP

The total number of fixations on an AOI within the defined IP

The sum of the duration across all fixations that are made within
an AOI when the eyes visit the area for a second time within the
defined IP

The duration of the second fixation on an AOI within the defined
IP

An AOl is considered skipped (i.e., SKIP=1) if no fixation
occurred in the AOI within the defined IP

4.1.3. Quantitative Statistical Analyses

IBM SPSS Statistics (Version 25) predictive analytics software was used to first

inspect the data for potential outliers, and compute descriptive as well as correlational

statistics for the data. The reliability of the tests and the inter-coder reliability of scoring
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were also examined using the same software. To be specific, the interrelationships
between the four vocabulary test scores were determined using pairwise point-biserial
correlation tests, and Pearson’s coefficient was used for different eye-tracking measures.
The internal consistency reliability of the different tests and the inter-coder reliability
were determined using Cronbach’s alpha and Cohen’s kappa, respectively. The
significant threshold value for alpha was set at p < .05 for this study.

The statistical software package R (v 3.6.1; R Development Core Team, 2019) was
used to construct mixed-effects models to analyse the differences among groups in
terms of vocabulary test scores and eye-movement data. The effects of the independent
variables (i.e., eye-movement data) on the dependent variables (i.e., different
vocabulary test scores) were also examined using mixed-effects models. Mixed-effects
regression analyses have the advantages of accommodating nested data and including
various fixed effects, covariates, and random effects in the analyses (Baayen, 2008;
Baayen, Davidson, & Bates, 2008; Cunnings, 2012). Different from means-based
parametric statistical techniques, for example t-tests and ANOVA, mixed-effects
models could take into account differences across subjects and items, enabling to
generalize study findings to a larger learner population and different linguistic materials
(Baayen et al., 2008; Linck & Cunnings, 2015). In the present study, participants’
answer to each sampled TW and their eye-tracking data were collected nested within
each participant. Therefore, by adding Participant and Item as random effects, the
research findings can be better generalised. Moreover, mixed-effects models are also
robust against violation of homoscedasticity and missing data (Cunnings, 2012).

Linear, logistic, and Poisson mixed-effects models were constructed for continuous,
binary, and count dependent variables accordingly using the Imer or glmer function in

the Ime4 package (Bates, Maechler, Bolker, & Walker, 2015). Regarding assumption
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tests, the collinearity, normal distribution of residuals, and homoscedasticity (constant
variance of residuals) assumptions were checked for all linear mixed-effects models
using sjPlot package (v 2.8.4; Ldecke, 2020), while gimmTMB package (v 1.0.1;
Brooks et al., 2017) was used for generalized linear mixed models. VIF, tolerance, and
average VIF were calculated as measures of collinearity assumption check for models
using the car package (v 3.0-8; Fox & Weisberg, 2019) when necessary. Tukey post-hoc
tests were ran using the multcomp package (v 1.4-13; Hothorn, Bretz, & Westfall, 2008)
for pairwise comparisons. For linear mixed-effects models, LmerTest package
(Kuznetsova, Brockhoff, & Christensen, 2017) was used to obtain p-values. Both
marginal and conditional R? values were calculated as measures of variance explained
by fixed and random effects using the r.squared GLMM function in the MuMIn package
(Barton, 2020). Cohen’s d was used to calculate the effect size for linear regressions
using the cohensD function in the Isr package (Navarro, 2015). D values of .40, .70 and
1.00 were considered small, medium and large effect sizes, respectively (Plonsky &
Oswald, 2014). Outliers were identified using “model criticism” (Godfroid, 2020a, p.
267) method after fitting the best models using the romr.fnc() function in the
LMERConvenienceFunctions package (Tremblay & Ransijn, 2020). Data points with
absolute standardized residuals exceeding 2.5 SD (2.5 < |z|) were treated as outliers.
This method for dealing with outliers was recommended by Baayen and Milin (2010)
since it did fewer manipulations of the data. Sensitivity analyses with and without the
outliers were run to reveal potential differences. Outliers were removed from analyses
when they changed the statistical significance of the fixed effects in models. For logistic
mixed-effects models, Hosmer-Lemeshow test was run using the logitgof function in the
generalhoslem package (Jay, 2019) to examine the goodness of fit. Plot function was

used to plot the Pearson residual for generalized linear mixed effect models to detect
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outliers. Odds ratio (OR) was used as an alternative for logistic regression to measure
the effect size (Field, Miles, & Field, 2012). An OR larger than one indicates positive
relationship and an OR less than one indicates a negative relationship. ORs greater than
3 or less than 0.33 are considered to be strong (Haddock, Rindskopf, & Shadish, 1998).

Details of statistical analyses for each RQ are presented in the following section.

4.1.4. Main Statistical Analyses

To avoid repeating information, the common steps taken for all models are first
presented before moving to the analyses for each research question.

The modelling started by constructing a null model only with the random
intercepts of Participant and Item (e.g., FR <- glmer(posttest ~ (1|Participant) + (1|ltem),
data = FRdata)). The best models were constructed using forward selection method and
reported based on likelihood ratio tests with the anova() function and on Akaike
information criterion (AIC) scores. Maximal random-effects structure was adopted since
it has been recommended for confirmatory hypothesis testing research to strengthen the
generalisation of findings (Linck & Cunnings, 2015). Each of the fixed effects or
covariates was entered into the null model step-wisely (e.g., FR1 <- glmer(posttest ~
Group + (1|Participant) + (1|Item), data = FRdata)), and they were kept in the model
only when the inclusion of fixed effects or covariates significantly improved the model
fit according to AIC scores. Participant-level variable (i.e., vocabulary size) and
item-level variables (i.e., word class, frequency of occurrence, word length for offline
measures/AOI size of each TW for online measures, and presentation time of each TW
for online measures) were also entered into the regression models as covariates because
previous studies have shown that these factors may influence vocabulary learning

through viewing (e.g., Peters, 2019; Peters & Webb, 2018; Puimege & Peters, 2019). It
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should be stressed that the aim of the study was not to investigate the roles of these
word-related characteristics, but rather to take these parameters into account in analyses.
All continuous variables were log-transformed or rescaled before being added to models
to address the skewness problem (Godfroid, 2020a). The interactions between fixed
effects and covariates were also checked. Participant and Item were always added as
random intercepts. When analysing mean differences among groups, Group was also
included as the random slope by Item if it improved the model fit. If the maximal
random structure models failed to converge, the optimizing function using the control
argument, control = glmerControl(optimizer = "bobyqga") was added to refit the model,
as suggested by Linck and Cunnings (2015). Random effect parameters resulting in the
least variance were removed one by one when models failed to converge, until
convergence was achieved. Random slope and covariates were only kept in models only
when they improved the goodness of model fit.

RQ1 aimed to compare vocabulary gains in the bilingual subtitles group to the
other three subtitling conditions. After checking the comparability of four groups at the
outset of the study, participants’ pre- and posttests scores and absolute learning gains of
TWs at item level (see also Peters & Webb, 2018) were calculated by group. Due to the
binary nature of vocabulary scores as dependent variable, logistic mixed-effects models
were fitted with Group as fixed effect. Apart from the aforementioned covariates,
participants’ pretest scores for each item were also added as a covariate in the analysis
to control for their prior knowledge of TWs. The potential test effects were also
examined for form recognition, meaning recall, and meaning recognition tests, by
checking whether Item Type (i.e., TWs or distractors) could predict participants’
posttest scores of the 24 TWs and the 6 low-frequency distractors (included in tests but

did not appear in the viewing material), while controlling for their pretest scores.
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RQ2 investigated participants’ comprehension of bilingual subtitled viewing
compared to the other three subtitling conditions. Since one overall comprehension
score was assigned to each participant, linear regression was used to explore the effect
of Group on participants’ comprehension scores without including any random effects.
Participants’ vocabulary size scores were log-transformed and added as a covariate. The
interaction between Group and vocabulary size was also checked.

To address RQ3, which compared participants’ online processing in four subtitling
groups, a series of mixed-effects models were constructed based on the type of
dependent variables. Linear mixed-effects models were built for continuous dependent
variables (i.e., total reading time %, fixation %, total reading time, first-pass reading
time, first fixation duration, second-pass reading time, second fixation duration);
logistic mixed-effects models were constructed for binary dependent variables (i.e., skip
rate); Poisson mixed-effects analyses were conducted for count dependent variable (i.e.,
fixation count, run count). For all models, each eye-tracking measure was taken as
dependent variable and Group as the fixed effect. For Level 1 (i.e., whole subtitling area)
and Level 2 (i.e., each subtitle line) analyses, where no TWs were concerned,
Participant and different IPs were added as random intercepts. Group was also checked
as random slope by IPs. For Level 3 analyses at TW level, only TWs that were
unknown (scored 0 on the form recognition pretest) to each participant were analysed.

RQ4 explored the relationship between the online and offline measures, to examine
whether participants’ eye movements on each unknown TW increased their vocabulary
learning gains. The effects of three eye-tracking measures (i.e., total reading time,
first-pass reading time, second-pass reading time) on three vocabulary posttests (i.e.,
form recognition, meaning recall, meaning recognition) were explored. The

eye-movement data for this RQ in particular were first transformed from milliseconds to
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seconds for a clearer interpretation of findings. Logistic mixed-effects models with
vocabulary posttest scores as dependent variable and eye-movement data as independent
variable were constructed for each subtitling condition separately in order to rule out the
multicollinearity issue (Montero Perez et al., 2015). For the bilingual subtitles group,
two sets of models were conducted for L1 translations of unknown TWs and L2

unknown TWs separately.

4.1.5. Preliminary Analyses

Before conducting the main analyses, preliminary analyses were run to ensure the
reliability of tests and the validity of results. Results showed that Cronbach’s alpha
coefficients for all tests were above .80 (pre-and post- form recognition: o = .83 and .89;
occurrence decision test: a = .83; pre- and post- meaning recall: a = .83 and .84; pre-
and post- meaning recognition: a = .85; comprehension test: . = .83), indicating good
reliability. Pairwise point-biserial correlation tests among four vocabulary tests
indicated that all correlations reached significance level (p <.001), with a large
correlation between form recognition and occurrence decision tests (r, = 0.74). Medium
correlations were reported between form recognition and meaning recall (r,, = 0.38),
form recognition and meaning recognition (r, = 0.30), and between meaning recall and

meaning recognition (ry = 0.44).

4.2. QUAN Results

4.2.1. RQL1 Effects of Subtitles on Vocabulary Learning
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RQ1 aimed to explore relative effects of bilingual subtitles on incidental
vocabulary learning by comparing to other subtitling conditions. The comparability of
four groups at the outset of the study was first checked. Descriptive statistics for the
performance of each group on pretests and posttests are summarised in Table 17. The
comparability was examined using three sets of logistic mixed-effects models with
participants’ pretest scores as dependent variables. The results showed that by
comparing with null models, models with Group as fixed effect did not significantly
improve the model fit for the three vocabulary tests: form recognition (,%(3) = 0.72, p
= .87, R?<.001), meaning recall (¥*(3) = 0.78, p = .85, R?< .001), and meaning
recognition (*(3) = 1.79, p = .62, R?< .001), indicating no significant group differences

at the onset of the study.
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Table 17. Descriptive Statistics for the Vocabulary Pretests and Posttests by Group

Group Captions L1 subtitles Bilingual subtitles No subtitles

(n=27) (n=24) (n=30) (n=25)

Pretests Posttests Pretests Posttests Pretests Posttests Pretests Posttests

M 9%5% M 9%5% M 95% M 95% M 95% M 95% M 95% M 95%

(SD) CI (SD) ClI (SD) CI (SD) CI (SD) CI (SD) ClI (SD) CI (SD) ClI
Form 026 [0.23, 066 [0.63, 025 [0.22, 052 [0.48, 0.24 [0.21, 053 [0.49, 0.28 [0.24, 0.49 [0.45,
recognition (0.44) 0.30] (0.47) 0.70] (0.44) 0.29] (0.50) 0.56] (0.43) 0.27] (0.50) 0.56] (0.45) 0.31] (0.50) 0.53]
Occurrence \ \ 0.58 [0.54, \ \ 0.34 [0.30, \ \ 0.43 [0.40, \ \ 0.33  [0.30,
Decision (0.49) 0.62] (0.48) 0.38] (0.50) 0.47] (0.47) 0.37]
Meaning 0.06 [0.05 0.17 [0.14, 0.06 [0.04, 0.14 [0.11, 0.05 [0.04, 0.20 [0.17, 0.08 [0.06, 0.13 [0.10,
recall (0.25) 0.08] (0.38) 0.20] (0.24) 0.08] (0.35) 0.17] (0.23) 0.07] (0.40) 0.23] (0.28) 0.11] (0.34) 0.16]
Meaning 025 [0.22, 042 [0.38, 0.20 [0.17, 0.43 [0.39, 0.22 [0.19, 053 [0.49, 0.23 [0.20, 0.36 [0.32,
recognition (0.43) 0.29] (0.49) 0.45] (0.40) 0.23] (0.50) 0.47] (0.41) 0.25] (0.50) 0.56] (0.42) 0.27] (0.48) 0.40]

Note. max = 1 in all cases
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Descriptive statistics in Table 17 show that for the four groups, posttest scores
were in general higher than those in pretests. Following Peters and Webb (2018), the
absolute learning gains for the 24 TWs were calculated at item level and summarised in
Table 18. The captions group obtained the highest absolute gains on both form
recognition (M = 0.42, SD = 0.49) and occurrence decision test (M = 0.58, SD = 0.49),
while the highest learning gains on meaning recall (M = 0.15, SD = 0.35) and meaning

recognition (M = 0.33, SD = 0.47) were observed in the bilingual subtitles group.

Table 18. Absolute VVocabulary Learning Gains of 24 Target Words on Four Offline
Vocabulary Tests by Group

Group Form Occurrence Meaning recall  Meaning
recognition decision recognition
M 95% M (SD) 95% M (SD) 95%  M(SD) 95%
(SD) ClI Cl Cl Cl

Captions 042  [0.38, 058  [054, 011  [0.09, 019  [0.16,
(0.49) 0.46] (0.49) 062] (0.32) 0.14] (0.39) 0.22]

L1 031  [0.27, 034, [0.30, 0.08,  [0.06, 025  [0.22,
subtitles  (0.46) 0.35]  (0.48) 0.38] (0.27) 0.10] (0.43) 0.29]

Bilingual 0.32  [0.28, 043  [0.40, 015 [0.12, 033  [0.29,
subtitles ~ (0.47) 0.35] (0.50) 0.47] (0.35) 0.17] (0.47) 0.36]

No 026  [0.23, 033 [0.30, 006 [0.04, 017  [0.14,
subtitles  (0.44) 0.30] (0.47) 0.37] (0.23) 0.08] (0.37) 0.20]

Note. max = 1 in all cases

To further investigate the statistical significance concerning the learning of the 24
TWSs between groups, four separate sets of logistic mixed-effects models for each type
of vocabulary test were fitted (see Table 19). The bilingual subtitles group was set as
the baseline group for all analyses. As revealed in Table 19, both participants’

vocabulary size and their prior knowledge of the TWSs (except for occurrence decision
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test) showed significant positive effects on four posttest scores. The interaction between
Group and participants’ vocabulary size was also checked but it did not significantly
improve the model fit. Word length and frequency of occurrence had significant
positive effects on meaning recall and meaning recognition, respectively, indicating that
the meaning of a longer TW had a better chance of being recalled correctly, and that the
meaning of a word was more likely to be recognised if it appeared more frequently in
the video. Post hoc analyses were performed to investigate pairwise group differences

for the four vocabulary tests separately.
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Table 19. Results of the Logistic Mixed-Effects Models on Four Offline Vocabulary Tests Between Four Subtitling Groups

Form Recognition

Occurrence Decision

Fixed effects b 95% ClI SE z p b 95% ClI SE z p
Intercept -1.37 [-1.92,-0.82] 028 -490 <001 -1.38 [-1.93, -0.83] 028  -4.94 <.001
Captions 0.77 [0.26, 1.28] 026 294 .003 0.73 [0.22, 1.24] 0.26 2.81 .004
L1 subtitles -0.07 [-0.60, 0.46] 0.27 -0.25 .80 -0.52 [-1.05, 0.01] 0.27 -1.90 .06
No subtitles -0.30 [-0.83, 0.23] 027 -111 .27 -0.59 [-1.12, -0.06] 0.27 -2.17 .03
PreScores 1.92 [1.63, 2.21] 0.15 1297 <.001 \ \ \ \ \
res.Vsize 2.62 [1.80, 3.44] 042 6.22 <001 244 [1.62, 3.26] 0.42 5.80 <.001
Random effects Variance SD Variance SD

Participant (Intercept) 0.71 0.84 0.75 0.87

Item (Intercept) 0.33 0.57 0.31 0.56

Best model: frV ~ Group + PreScores + res.Vsize + (1 | Participant) + (1 | Item)

Hosmer and Lemeshow’s RZ= .09

Best model: odV ~ Group + res.Vsize + (1 | Participant) + (1 | Item)

Hosmer and Lemeshow’s R?= .13
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Meaning Recall

Meaning Recognition

Fixed effects b 95% ClI SE z p b 95% ClI SE z p
Intercept -4.16 [-5.06,-3.26] 0.46 -9.09  <.001 -1.56 [-2.05, -1.07] 025  -6.16 <.001
Captions -0.32 [-0.81,0.17] 0.25 -1.28 .20 -0.78 [-1.17, -0.39] 0.20 -3.99 <.001
L1 subtitles -0.77 [-1.30,-0.24] 0.27 -2.80 .01 -0.48 [-0.87, -0.09] 0.20 -2.42 .02
No subtitles -1.23 [-1.80,-0.66] 0.29 -4.24 <001 -1.08 [-1.47, -0.69] 020  -5.36 <.001
PreScores 4.42 [3.73,5.11] 035 1247 <.001 2.68 [2.37, 3.00] 0.16 16.32 <.001
res.Vsize 3.20 [2.34,4.06] 0.44 7.26 <.001 2.58 [1.95, 3.21] 0.32 7.95 <.001
res.ItemLength 1.51 [0.18,2.84] 0.68 221 .03 \ \ \ \ \
res.FoO \ \ \ \ \ 1.13 [0.17, 2.09] 0.49 2.32 .02
Random effects Variance SD Variance SD

Participant (Intercept) 0.41 0.64 0.27 0.52

Item (Intercept) 0.68 0.82 0.52 0.72

Best model: mrecallVL ~ Group + PreScores + res.Vsize + res.ItemLength +
(1|Participant) + (1|Item)

Hosmer and Lemeshow’s R? = .20

Best model: mrecoVF ~ Group + PreScores + res.Vsize +
res.ltemFoO + (1|Participant) + (1|Item)

Hosmer and Lemeshow’s R? = .15
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Controlling for the relevant covariates (i.e., pretest scores, vocabulary size, word
length, frequency of occurrence) for each vocabulary test, the post hoc results, shown in
Table 20, indicate that for form recognition, the captions group significantly
outperformed the no subtitles, L1, and bilingual subtitles groups, with the odds of a
correct answer in the posttest being 2.92, 2.32, and 2.17 times higher than in these three
groups, respectively. Same patterns were observed in the occurrence decision test, with
the odds of a correct answer in the captions group being 3.74, 3.49, and 2.08 times
higher than those in the no subtitles, L1, and bilingual subtitles groups, respectively. No
group differences were revealed among the L1, bilingual, and no subtitles groups in
terms of form aspect.

Table 20 also shows that, in terms of meaning recall, the bilingual subtitles group
significantly outperformed the L1 and no subtitles groups, with the odds of a correct
answer being 3.42 and 2.16 times higher than those in these two groups separately.
Moreover, the captions group also significantly outperformed the no subtitles group,
with 2.48 times higher odds of a correct answer. No significant difference was revealed
between the bilingual subtitles and captions groups in meaning recall. For meaning
recognition, the bilingual subtitles significantly outperformed the no subtitles and
captions groups, with 2.94 and 2.18 times higher odds of a correct answer than these
two groups, respectively. The significant difference between the L1 and bilingual
subtitles was also approaching significance level (p = .07). Additionally, the L1 subtitles
significantly outperformed the no subtitles group on meaning recognition, with 1.82
times higher odds of a correct answer. No significant difference was revealed between

captions and L1 subtitles on meaning-related vocabulary tests.
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Table 20. Results of Post Hoc Contrasts on Four Offline Vocabulary Tests Between Four Subtitling Groups

Group b 95% CI SE z OR OR 95% ClI p
Form Recognition
Captions > Bilingual 0.77 [0.26, 1.28] 0.26 2.94 2.17 [1.29, 3.62] .02
Bilingual — L1 0.07 [-0.46, 0.60] 0.27 0.25 1.07 [0.63, 1.82] .99
Bilingual — No 0.30 [-0.23, 0.83] 0.27 1.11 1.35 [0.80, 2.29] .68
Captions > L1 0.84 [0.29, 1.39] 0.28 3.04 2.32 [1.35, 3.99] .01
Captions > No 1.07 [0.52, 1.62] 0.28 3.88 2.92 [1.70, 5.00] <.001
L1-No 0.23 [-0.32,0.78] 0.28 0.81 1.26 [0.73, 2.18] .85
Occurrence Decision
Captions > Bilingual 0.73 [0.22, 1.24] 0.26 2.81 2.08 [1.25, 3.48] .03
Bilingual — L1 0.52 [-0.01, 1.05] 0.27 -1.90 0.59 [0.35, 1.01] 23
Bilingual — No 0.59 [-0.06, 1.12] 0.27 -2.17 0.55 [0.33, 0.94] 13
Captions > L1 1.25 [0.70, 1.80] 0.28 4.47 3.49 [2.02, 6.06] <.001
Captions > No 1.32 [0.77,1.87] 0.28 4.76 3.74 [2.17, 6.45] <.001
L1-No 0.07 [-0.50, 0.64] 0.29 -0.23 0.93 [0.53, 1.64] 10
Meaning Recall

Bilingual — Captions 0.32 [-0.17,0.81] 0.25 1.28 1.38 [0.84, 2.25] 57
Bilingual > L1 0.77 [0.24, 1.30] 0.27 2.80 2.16 [1.26, 3.69] .03
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Group b 95% ClI SE z OR OR 95% ClI p
Bilingual > No 1.23 [0.66, 1.80] 0.29 4.24 3.42 [1.93, 6.01] <.001
Captions — L1 0.45 [-0.12, 1.02] 0.29 1.57 1.57 [0.89, 2.77] 40
Captions > No 0.91 [0.32, 1.50] 0.30 3.03 2.48 [1.38, 4.45] .01
L1-No 0.46 [-0.17, 1.09] 0.32 1.45 1.58 [0.85, 2.97] A7
Meaning Recognition

Bilingual > Captions 0.78 [0.39, 1.17] 0.20 3.99 2.18 [1.49, 3.21] <.001
Bilingual — L1 0.48 [0.09, 0.87] 0.20 2.42 1.62 [1.09, 2.39] .07
Bilingual > No 1.08 [0.69, 1.47] 0.20 5.36 2.94 [1.99, 4.29] <.001
L1 — Captions 0.30 [-0.11, 0.71] 0.21 1.45 1.35 [0.66, 2.04] AT
Captions — No 0.30 [-0.11, 0.71] 0.21 1.44 1.35 [0.89, 2.04] 47
L1>No 0.60 [0.19, 1.01] 0.21 2.81 1.82 [1.20, 2.77] .03
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To examine potential test effects, participants’ posttest scores of 24 TWs and 6
distractors were compared in each vocabulary test, while controlling for their pretest
scores. Model summaries are presented in Table 21 to Table 23. The logistic
mixed-effects models showed that Item Type (TW or distractor) significantly predicted
posttest scores in form recognition (y%(2) = 256.79, p <.001, R?=.16), meaning recall
(x*(2) = 355.73, p <.001, R? = .23), and meaning recognition (y*(2) = 440.73, p <.001,
R?=.27), indicating that the odds of a correct answer in the posttest were 3.55 times
higher for TWs than for distractors in form recognition, 25.12 times higher in meaning
recall, and 7.48 times higher in meaning recognition. This suggests that there were

significant gains from the treatments beyond the possible test effects.

Table 21. Results of the Logistic Mixed-Effects Models Comparing Form Recognition
Posttest Scores for 24 Target Words and 6 Distractors

Form Recognition

Fixed effects b SE z OR OR95% ClI p
Intercept -1.42 0.27 -522 024 [0.14,0.41] <.001
FRPre 1.96 0.14 1430 7.10 [5.42,9.30] <.001
T™W 1.27 0.28 4.56 3.55 [2.05, 6.17] <.001
Random effects Variance SD

Participant (Intercept) 1.24 1.11

Item (Intercept) 0.31 0.55

Best model: FR2 <- glmer(FRPost ~ FRPre + TW + (1|Participant) + (1|Item)

Hosmer and Lemeshow’s R?= .16

Table 22. Results of the Logistic Mixed-Effects Models Comparing Meaning Recall
Posttest Scores for 24 Target Words and 6 Distractors

Meaning Recall

Fixed effects b SE z OR OR 95% CI p
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Intercept -5.89 0.65 -9.08 0.003 [0.001,0.01] <.001

MRecallPre 4.79 0.37 13.13 120.74 [57.97,249.64] <.001
T™W 3.22 0.66 4.89 25.12  [6.89, 91.84] <.001
Random effects Variance SD

Participant (Intercept)  1.10 1.05

Item (Intercept) 0.84 0.92

Best model: MRecall2 <- glmer(MRecallPost ~ MRecallPre + TW + (1|Participant) +
(1|1tem)

Hosmer and Lemeshow’s R? = .23

Table 23. Results of the Logistic Mixed-Effects Models Comparing Meaning
Recognition Posttest Scores for 24 Target Words and 6 Distractors

Meaning Recognition

Fixed effects b SE z OR OR 95% CI p
Intercept -2.89 0.38 -7.66 0.06 [0.03, 0.12] <.001
MrecoPre 2.80 0.16 18.00 16.44 [12.06,22.42] <.001
T™W 2.01 040 498 7.48 [3.42, 16.28] <.001
Random effects Variance SD

Participant (Intercept)  0.77 0.88

Item (Intercept) 0.65 0.81

Best model: MReco2 <- glmer(MrecoPost ~ MrecoPre + TW + (1|Participant) +
(1|1tem)

Hosmer and Lemeshow’s R? = .27

In sum, in terms of form recognition, the bilingual subtitles seemed to be less
effective than captions, as revealed in both form recognition and occurrence decision
tests. However, bilingual subtitles tended to be more helpful for facilitating meaning
knowledge. They significantly outperformed the L1 and no subtitles groups on meaning

recall, and the captions and no subtitles groups on meaning recognition. The bilingual
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subtitles group also outperformed the L1 subtitles at an approaching significance level
on meaning recognition. Therefore, the advantages of bilingual subtitles seemed to be
more salient for learning word meanings. The next research question compared the

comprehension scores across four groups.

4.2.2. RQ2 Effects of Subtitles on Comprehension

RQ2 investigated the relative effects of bilingual subtitles on comprehension. As
shown in the descriptive statistics presented in Table 24, both the bilingual and L1
subtitles groups achieved the highest mean scores, with an average correct rate around
80%. Linear regression models were run to explore group differences. As shown in
Table 25, there were significant group differences between the bilingual subtitles and
other groups, and participants with a larger vocabulary size achieved higher

comprehension scores.

Table 24. Descriptive Statistics for Comprehension Scores by Group

Group Comprehension scores
M (SD) 95% ClI
Captions (n = 27) 23.48 (4.15) [21.84, 25.12]
L1 subtitles (n = 24) 27.38 (4.71) [25.39, 29.36]
Bilingual subtitles (n = 30) 27.93 (4.23) [26.35, 29.51]
No subtitles (n = 25) 20.48 (4.81) [18.50, 22.46]

Note. max = 34 in all cases

Table 25. Results of the Linear Regression Model Examining Comprehension
Performance

b 95% CI SE t p
Intercept 23.68 [20.23, 27.13] 1.76 13.48 <.001
Captions -4.45 [-6.70, -2.20] 1.15 -3.88 <.001
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b 95% CI SE t p

L1 subtitles -0.53 [-2.86, 1.80] 1.19 -0.45 .66
No subtitles -7.48 [-9.78, -5.19] 1.17 -6.37 <.001
log.Vsize 2.18 [1.08, 3.28] 0.56 2.69 .01

Best model: Comprehension_scores ~ Group + log.Vsize
R?=.37

Post hoc pairwise comparisons were run to further investigate group differences.
Table 26 shows that both the bilingual and L1 subtitles groups performed significantly
better than the no subtitles group with large effect sizes. Moreover, the bilingual and L1
subtitles groups also significantly outperformed the captions group, with medium and
small effect sizes, respectively. It should be noted that the difference between the
captions (M = 69%) and no subtitles groups (M = 60%) was only approaching

significance (p = .06).

Table 26. Results of Post Hoc Contrasts on Comprehension Performance

Group b 95% ClI SE t p d

Bilingual > Captions 446 [2.21,6.71] 1.15 3.88 <001 0.89
Bilingual — L1 0.52 [-1.81, 2.85] 119 044 97 0.26
Bilingual > No 7.48  [5.19,9.77] 1.17 6.38 <001 147
L1 > Captions 3.94 [1.55,6.33] 122 324 01 0.56
Captions — No 3.02 [0.67,5.37] 1.20 251 .06 0.69
L1> No 6.96 [4.53,9.39] 1.24 562 <001 113

4.2.3. RQ3 Eye Movements During Subtitled Viewing

4.2.3.1. Level 1: Overall Subtitling Area
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To answer RQ3, the eye-tracking data were analysed based on three levels (see
section 4.1.2). Level 1 compared participants’ attention allocation to the overall
subtitling area across four groups. Descriptive statistics for the attention distribution to
subtitling and image areas in the four groups are provided in Table 27. Four types of
eye-tracking measures (i.e., total reading time %, fixation %, run count, skip rate) were
reported for this level.

As shown in Table 27, participants in both captions and bilingual subtitles groups
spent about 60% of their time on the subtitling area while viewing, and about 35% of
the time was allocated to the image area. Moreover, these two groups had less chance of
skipping the on-screen text than other groups. On the contrary, participants using L1
subtitles tended to spend slightly more time on images (55%) than the subtitling area
(44%). Reasonably, the no subtitles group, without any presented subtitles, spent most
of the time on images (94%), and recorded the highest skip rate (0.88) and lowest run
count (0.13) on the subtitling area. To compare participants’ processing time on the
subtitling area in four subtitling groups, four sets of mixed-effects models were

constructed for the four eye-tracking measures separately.
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Table 27. Descriptive Statistics for Eye-Movement Data at Level 1 for Overall Subtitling and Image Area by Group

Group Total reading time % Fixation % Run count Skip rate

Subtitle Image Subtitle Image Subtitle Image Subtitle Image

M 95% M 95% M 95% M %% M %% M 9%5% M 9%5% M 95%

(SD) ClI (Sb) CI (SD) Cli (Sb) ClI (Sb) cClI (Sb) cClI (Sb) cClI (SD) ClI
Captions 0.64 [0.63, 0.35 [0.35, 0.68 [0.68, 0.31 [0.31, 1.15 [1.18, 1.07 [1.05, 0.07 [0.07, 0.24 [0.23,
(n=25) (0.31) 0.64] (0.31) 0.36] (0.28) 0.69] (0.28) 0.32] (0.56) 1.22] (0.78) 1.08] (0.26) 0.07] (0.42) 0.24]
L1 0.44 [0.43, 0.55 [0.54, 0.50 [0.49, 0.8 [0.48, 1.21 [1.20, 1.36 [1.34, 0.10 [0.09, 0.08 [0.08,
subtitles  (0.29) 0.44] (0.29) 0.55] (0.27) 0.50] (0.27) 0.49] (0.65) 1.22] (0.70) 1.37] (0.30) 0.10] (0.28) 0.09]
(n=23)
Bilingual 0.60 [0.59, 0.39 [0.38, 0.63 [0.62, 0.36 [0.35, 1.22 [1.21, 1.14 [1.12, 0.08 [0.07, 0.21 [0.20,
subtitles  (0.32) 0.60] (0.32) 0.39] (0.30) 0.63] (0.29) 0.36] (0.63) 1.23] (0.78) 1.15] (0.27) 0.08] (0.41) 0.21]
(n =28)
No 0.04 [0.03, 0.94 [0.93, 0.04 [0.03, 0.94 [0.93, 0.13 [0.13, 1.04 [1.03, 0.88 [0.88, 0.03 [0.03,
subtitles  (0.13) 0.04] (0.20) 0.94] (0.12) 0.04] (0.20) 0.94] (0.40) 0.14] (0.32) 1.04] (0.32) 0.89] (0.17) 0.03]

(n=24)
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The results of mixed-effects models revealed that Group was a significant predictor
for participants’ processing of the overall subtitling area, indicating significant group
differences. In addition, participants’ vocabulary size also showed a significant negative
effect on participants’ attention allocation to the subtitling area, suggesting that learners
with a larger vocabulary size tended to spend less time on on-screen text, and were more
likely to skip the on-screen text. The potential interaction between Group and
vocabulary size was further analysed at Level 2. Model summaries for four eye-tracking
measures (i.e., total reading time %, fixation %, run count, skip rate) are presented in
Appendix S11.

To further investigate group differences, Table 28 and Table 29 summarise post
hoc pairwise comparisons with Tukey correction for the four eye-tracking measures.
Results presented in Table 28 revealed that, as expected, the no subtitles group spent
significantly less time on the subtitling area than the other three groups, as reported by
both total reading time % and fixation %, with large effect sizes. Among the three
groups with on-screen text, the bilingual subtitles and captions groups spent similar
amount of time on the subtitling area, which were both significantly longer than that in
the L1 subtitles group, with small effect sizes. In terms of the run count and skip rate, as
shown in Table 29, three groups with on-screen text had significant higher odds of
switching between the image and subtitling areas and lower odds of skipping the
subtitling area compared to the no subtitles group. However, there were no statistical
differences among the three groups with on-screen text in terms of run count or skip rate.
Only the L1 subtitles group showed a higher skip rate than the captions group, with an

approaching significance group difference (p =.07).
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Table 28. Results of Post Hoc Contrasts for Total Reading Time % and Fixation % at
Level 1 Overall Subtitling Area

Group b 95% ClI SE z p d
Total reading time %
Captions — Bilingual 0.03 [-0.01, 0.07] 0.02 111 .69 0.13
Bilingual > L1 0.11 [0.07,0.15] 0.02 4.45 <.001 0.53
Bilingual > No 0.42 [0.38,0.46] 0.02 1761 <001 225
Captions > L1 0.13  [0.09,0.17] 0.02 5.39 <.001 0.68
Captions > No 0.44 [0.40,0.48] 0.02 1820 <.001 253
L1> No 0.31 [0.27,0.35] 0.02 1249 <001 181
Fixation %

Captions — Bilingual 0.03 [-0.01, 0.07] 0.02 152 42 0.18
Bilingual > L1 0.08 [0.05,0.12] 002 3.74 .001 0.46
Bilingual > No 0.44  [0.40,0.48] 0.02 1992 <001 253
Captions > L1 0.12 [0.08,0.16] 0.02 5.09 <.001 0.66
Captions > No 0.47 [0.43,0.51] 0.02 2085 <.001 2093
L1> No 0.36  [0.32,0.40] 0.02 1538 <001 221

Table 29. Results of Post Hoc Contrasts for Run Count and Skip Rate at Level 1 Overall
Subtitling Area

Group b SE z OR OR 95% ClI p
Run count
Captions — Bilingual -0.06 0.08 -0.73 0.94 [0.80, 1.10] .89
L1 - Bilingual -0.01 0.08 -0.10 0.99 [0.84,1.17] 1.00
Bilingual > No 230 0.09 26.83 9.97 [8.43, 11.80] <.001
L1 - Captions 0.05 0.09 0.60 1.05 [0.89, 1.24] 93
Captions > No 224 0.09 2549 940 [7.91, 11.17] <.001
L1>No 229 0.09 2557 9.89 [8.30, 11.79] <.001
Skip rate
Captions — Bilingual -057 035 -1.62 0.57 [0.28, 1.13] 37
L1 - Bilingual 0.04 036 0.9 1.40 [0.70, 2.81] .78
Bilingual > No -6.26 035 -17.82 0.002 [0.001, 0.004] <.001

L1 — Captions 090 037 245 2.47 [1.20, 5.10] .07
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Group b SE z OR OR 95% CI p

Captions > No -6.83 037 -18.65 0.001 [0.001, 0.002] <.001
L1>No -5.92 037 -16.04 0.003 [0.001, 0.006] <.001

In sum, based on Level 1 analyses, it can be concluded that, as expected, the no
subtitles group was significantly different from other groups as significantly less time
was spent on the subtitling area. This indicated that the time spent on the subtitling area
in the three groups with on-screen text indeed reflected participants’ reading of the
on-screen text rather than the processing of covered images. Regarding the groups with
on-screen text, the bilingual subtitles group spent similar amount of time processing the
subtitling area as the captions group, and they both spent significantly more time than
the L1 subtitles group, as revealed by total reading time % and fixation %. However, no
differences were reported in terms of run count or skip rate among the three groups with
on-screen text. For the analyses of Level 2, participants’ attention distribution on two

subtitling lines when using bilingual subtitles was further explored.

4.2.3.2. Level 2: Subtitling Lines

The aim of the Level 2 analysis was twofold: 1) to explore the reading of L1 and
L2 lines within the bilingual subtitles group; and 2) to compare the reading of L1 and
L2 lines in the bilingual subtitles group to the monolingual groups (i.e., captions and L1
subtitles groups) separately.

Table 30 shows the descriptive statistics for the reading of L1 and L2 lines within
the bilingual subtitles group. The findings indicated that when using bilingual subtitles,
participants tended to spend less time reading L2 lines than L1 lines. This difference

was further confirmed by total reading time % (b =-0.16, t(534) = -33.45, p <.001, d =
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0.82) and fixation % (b =-0.17, t(534) = -34.47, p < .001, d = 0.87) using linear
mixed-effects models (see Appendix S12 for model summaries), with small effect sizes.
In addition, when using bilingual subtitles, the frequency of entering in L2 lines was
significantly less than in L1 lines as revealed by run count (OR = 0.59, 95% CI =[0.58,
0.61], p <.001), and L2 lines were skipped more often than L1 lines (OR = 9.69, 95%
Cl =[8.73, 10.75], p < .001), as reported in generalised mixed-effects models (see
Appendix S12 for model summaries). Participants’ vocabulary size did not significantly

contribute to the difference in reading L1 and L2 lines when using bilingual subtitles.

Table 30. Descriptive Statistics for Eye-Movement Data at Level 2 for L1 and L2 Line
Area within the Bilingual Subtitles Group

Bilingual  Total time % Fixation % Run count Skip rate
group M 95% M (SD) 95% M (SD) 95% M (SD) 95%
(SD) Cl Cl Cl Cl

L1lines 042  [041, 044 [043, 125 [L24, 011  [0.10,
(0.28) 042] (0.26) 0.44] (0.70) 1.26] (0.31) 0.11]

L2lines 020  [0.20, 022 [0.21, 075 [0.74, 043  [0.42,
(0.24) 021] (024) 022] (0.77) 0.76] (0.50) 0.43]

However, the above results should be treated with caution because we are
comparing the reading behaviour of two different languages. More appropriate
comparisons should be made for different lines of the bilingual subtitles compared to
their corresponding lines in monolingual subtitle groups.

To compare the bilingual subtitles with monolingual subtitles, the reading of L2
(English) lines in the bilingual subtitles and captions group was first compared. As
observed in Table 31, the descriptive data showed that participants using bilingual
subtitles tended to spend less time on reading L2 lines than participants using captions,

and they had higher chance of skipping L2 lines than the captions group. This group

220



difference was further confirmed by four sets of mixed-effects models (see Appendix
S13 for model summaries). For the captions group, the total reading time % (b = 0.39,
t(49) = 6.98, p <.001, d = 1.24) and fixation % (b = 0.39, t(49) = 7.15, p <.001, d = 1.36)
on L2 lines was significantly higher than that in the bilingual subtitles group. Moreover,
participants’ vocabulary size negatively predicted their processing of L2 lines but was
only significant for the captions group, as reported by both measures. Similarly, the
odds of entering L2 lines in the captions group was 1.65 times higher than those in the
bilingual subtitles group (OR = 1.65, 95% CI =[1.38, 1.96], p < .001), and the odds of
skipping L2 lines in the captions group decreased significantly compared to the
bilingual subtitles group (OR =0.01, 95% CI =[0.003, 0.021], p < .001). Participants’
vocabulary size revealed a significant positive effect on skipping rate in the captions

group but no effects on run count (see Appendix S13 for model summaries).

Table 31. Descriptive Statistics for Eye-Movement Data at Level 2 for L2 Line Area in
the Bilingual Subtitles and Captions Groups

Group Total time % Fixation % Run count Skip rate
M 95% M 95% M 95% M 95%
(SD) Cl (SD) Cl (SD) Cl (SD) Cl

Bilingual 020  [0.20, 022 [0.21, 075 [0.74, 043  [0.42,
L2 lines  (0.24) 0.21] (0.24) 0.22] (0.77) 0.76] (0.50) 0.43]

Captions 056  [055 059  [0.58, 115  [114, 011  [0.10,
(0.32) 056] (0.31) 059] (0.64) 1.16] (0.31) 0.11]

Then, participants’ eye movements on L1 (Chinese) lines in the bilingual subtitles
group were compared to the L1 subtitles group. The descriptive data reported in Table
32 seems to show that the bilingual subtitles group spent more time on L1 lines and
skipped less than the L1 subtitles group. The group differences were confirmed by

mixed-effects models (see Appendix S14 for model summaries). Bilingual subtitle users
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spent significantly more time on L1 lines than the L1 subtitles group, as revealed by
total reading time % (b = 0.06, t(50) = 2.65, p < .001, d = 0.28), with a very small effect
size. However, no group difference was revealed in terms of fixation % (%(1) = 2.48, p
= .12, R? <.001), showing that number of fixations made on L1 lines was similar
between the bilingual and L1 subtitles groups. In terms of run count, participants using
bilingual subtitles entered L1 lines area 1.14 times more frequently than the L1 subtitles
group (OR = 1.14, 95% CI = [1.03, 1.26], p = .01), and their odds of skipping the L1
lines was 0.49 times less compared to the L1 subtitles group (OR = 0.49, 95% CI =
[0.26, 0.84], p = .01). Participants’ vocabulary size did not have significant effects on

participants’ use of L1 lines.

Table 32. Descriptive Statistics for Eye-Movement Data at Level 2 for L1 Line Area in
the Bilingual Subtitles and L1 Subtitles Groups

Group Total time % Fixation % Run count Skip rate
M 95% M 95% M 95% M 95%
(SD) Cl (SD) Cl (SD) Cl (SD) Cl

Bilingual  0.42  [0.41, 044  [043, 125 [L24, 011  [0.10,
L1lines  (0.28) 0.42] (0.26) 0.44] (0.70) 1.26] (0.31) 0.11]

L1 034 [0.34, 039 [039, 110 [L09, 018  [0.17,
subtitles ~ (0.27) 0.35]  (0.27) 0.40] (0.71) 1.11] (0.38) 0.18]

Based on the findings at Level 2, it can be concluded that in general, participants
using bilingual subtitles seemed to spend more time reading L1 (Chinese) lines than L2
(English) lines, as revealed by within group comparisons with four eye-tracking
measures. This was further confirmed by conducting between group comparisons.
Participants using bilingual subtitles spent significantly less time reading L2 lines than
the caption users as shown by all eye-tracking measures. On the contrary, participants

using bilingual subtitles seemed to spend more time on L1 lines than participants using
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L1 subtitles. However, it should be noted that this difference failed to reach a significant
level in fixation %. In addition, participants with a larger vocabulary size tended to
spend less time processing captions, while vocabulary size did not significantly affect
the processing of on-screen text when using the bilingual or L1 subtitles. In the
following analyses, participants’ processing of individual unknown TWs and their

corresponding L1 translations were examined.

4.2.3.3. Level 3: Target Word Area

Level 3 focused on participants’ processing of unknown TWs, therefore, for each
participant, only the unknown TWs (scored 0 on the form recognition pretest) were
included in following analyses. Seven eye-tracking measures (i.e., first-pass reading
time, first fixation duration, total reading time, fixation count, second-pass reading time,
second fixation duration, skip rate) were used to investigate participants’ processing of
unknown TWs and their corresponding L1 translations in different subtitling conditions.
The correlations among the seven measures were also examined with Pearson
correlation, as suggested by Godfroid and Hui (2020). As can be observed from Table
33, apart from skip rate, different measures all had strong and positive correlations with

each other (all ps <.01).

Table 33. Correlation Matrix of Seven Eye-Tracking Measures

Total First-pass First Second-pass Second  Fixation Skip
reading reading fixation  reading fixation  count rate
duration duration
Total 1 .83 73 .66 .78 91 -55
reading
First-pass 1 .83 21 .65 73 -.52
reading
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Total First-pass First Second-pass Second  Fixation Skip
reading reading  fixation reading fixation  count rate
duration duration
First 1 .25 45 .61 -.58
fixation
duration
Second-pass 1 .59 63 .30
reading
Second 1 .70 -40
fixation
duration
Fixation 1 -.60
count
Skip rate 1

According to the descriptive statistics for seven eye-tracking measures by group, as

summarised in Table 34, when using bilingual subtitles, participants seemed to spend

more time processing L1 translations of unknown TWs than their L2 forms. By

comparing the bilingual subtitles with monolingual groups, less time was spent on L2

unknown TWs in bilingual subtitles than captions, but more time was spent on L1

translations in bilingual subtitles than in L1 subtitles. Twenty-one sets of mixed-effects

models were constructed to obtain statistical evidence for these differences. Similar to

the analyses at Level 2, comparisons were first made within the bilingual subtitles group,

followed by between group comparisons.
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Table 34. Descriptive Statistics for the Seven Eye-Movement Measures on Unknown Target Words and Corresponding L1 Translations by
Group

Bilingual L1 Bilingual L2 Captions L1 Subtitles
M (SD) 95% ClI M (SD) 95% ClI M (SD) 95% ClI M (SD) 95% ClI
Total reading time (ms) 355(358) [324,387] 236(347) [206,266] 546 (480) [502, 591] 317 (398) [278, 356]

First-pass reading time (ms) 251 (247)  [230,273] 179 (273) [155,202] 352(368) [318,387]  235(294)  [206, 263]

First fixation duration (ms) 181 (168) [167,196] 122 (167) [108,137] 235(219) [215,255.81] 177 (205)  [157, 197]

Second-pass reading time (ms) 86 (164) [72, 100] 48 (146) [36, 61] 153 (233)  [131, 175] 59 (141) [46, 73]
Second fixation duration (ms) 103 (145)  [91, 116] 667 (148) [54, 80] 154 (176)  [137, 170] 81 (155) [66, 97]
Fixation count 1.94 (1.79) [1.79,2.10] 1.17(1.60) [1.03,1.31] 2.65(2.15) [2.45,2.85] 156(1.72) [1.39,1.73]

Skip rate 0.19 (0.40) [0.16,0.23] 0.48 (0.50) [0.44,0.53] 0.15(0.36) [0.12,0.18]  0.29 (0.45)  [0.24, 0.33]
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First, the processing of L2 TWs that were unknown in pretests and their
corresponding L1 translations in the bilingual subtitles group was examined. Seven sets
of mixed-effects models were constructed for seven eye-movement measures
controlling for the presentation time and size of each AOI (see Appendix S15 for model
summaries). Within the bilingual subtitles group, the time spent on the L2 unknown
TWs was significantly shorter compared to that on their L1 translations, as revealed by
total reading time (b = -1.84, t(24) = -5.84, p <.001, d = 0.34), first-pass reading time (b
=-1.69, t(24) = -5.76, p < .001, d = 0.28), first fixation duration (b = -1.40, t(23) = -4.91,
p <.001, d = 0.35), second-pass reading time (b = -1.01, t(26) =-3.81, p <.001, d =
0.24), second fixation duration (b = -1.22, t(26) = -3.93, p <.001, d = 0.25), and fixation
count (OR = 0.46, 95% CI =[0.33, 0.65], p < .001). Also, the skip rate of L2 unknown
TWs was significantly higher than that of L1 translations (OR = 6.17, 95% CI = [3.23,
11.79], p < .001). Moreover, the frequency of occurrence of TWs had a significant
positive effect on participants’ reading of TWSs as well as their corresponding L1
translations in the bilingual subtitles group, as revealed by most eye tracking measures
except for second-pass reading time, second fixation duration, and skip rate. This
indicated that unknown words that appeared more frequently in the video had a better
chance of attracting participants’ general and early attention.

The reading of unknown TWs in the captions and bilingual subtitles groups was
then compared. Results of mixed-effects models showed that the captions group spent
significantly longer time on the unknown L2 TWs than the bilingual subtitles group, as
revealed by total reading time (b = 2.18, t(55) = 6.50, p <.001, d = 0.75), first-pass
reading time (b = 1.87, t(53) = 5.92, p <.001, d = 0.54), first fixation duration (b = 1.75,
t(53) =5.95, p <.001, d = 0.59), second-pass reading time (b =1.71, t(51) = 6.27, p

<.001, d = 0.55), second fixation duration (b = 1.81, t(51) = 5.75, p <.001, d = 0.54),
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and fixation count (OR = 2.70, 95% CI = [1.98, 3.82], p <.001). The skip rate in the
captions group was significantly lower than that in the bilingual subtitles group (OR =
0.08, 95% CI1 =[0.04, 0.17], p < .001). Participants’ vocabulary size was found to have
a significant negative effect on the second-pass reading time on unknown TWs,
indicating that participants with a smaller vocabulary size tended to spend more time
rereading the L2 unknown TWs in both groups. As expected, the presentation time of
TWs was also found to be a significant predictor of learners’ processing in all
eye-tracking measures, indicating that an unknown word was processed longer with
longer presentation time in the video. Longer words were also more likely to be reread
when using bilingual subtitles and captions (see Appendix S16 for model summaries).
The processing of L1 translations of unknown TWs in bilingual and L1 subtitles
groups was then compared. Mixed-effects models showed that participants using
bilingual subtitles spent significantly more time on L1 translations of unknown TWs
than the L1 subtitles group, as revealed by total reading time (b = 0.63, t(910) = 2.10, p
= .04, d = 0.12), first-pass reading time (b = 0.56, t(910) = 1.99, p = .05, d = 0.07),
second-pass reading time (b = 0.40, t(910) = 2.01, p = .05, d = 0.17), second fixation
duration (b = 0.58, t(910) = 2.50, p = .02, d = 0.15), and fixation count (OR = 0.81, 95%
Cl =[0.65, 1.01], p = .05). The skip rate in the bilingual subtitles group was also
significantly lower than that in the L1 subtitles group (OR = 0.51, 95% CI = [1.03, 3.77],
p =.04). However, no significant difference was reported in term of first fixation
duration (¥?(1) = 3.33, p =.07, R>=.001). The presentation time and the length of L1
translations were found to be significant predictors of learners’ processing time in most
eye-tracking measures. However, participants’ vocabulary size did not affect their

processing of the L1 translations (see Appendix S17 for model summaries).
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In sum, Level 3 analyses showed that, when unknown words appeared in the video,
participants using bilingual subtitles tended to spend more time on corresponding L1
translations of TWSs than L2 TWSs. Between-group comparisons also revealed that the
bilingual subtitles group spent significantly less time on the L2 unknown TWs than the
captions group, whereas they spent significantly more time to process the L1

translations of unknown words than the L1 subtitles group.

4.2.4. RQ4 Relationship Between Eye Movements and Vocabulary Tests

To address RQ4, 36 sets of logistic mixed-effects models were conducted by group
(captions, L1 subtitles, and bilingual subtitles), with L1 and L2 AOIs separately, to
explore the potential relationship between the reading of unknown TWs (as measured
by total reading time, first-pass reading time, and second-pass reading time, following
Montero Perez et al., 2015) and vocabulary gains (as measured by form recognition,
meaning recall, and meaning recognition posttests scores). Following the same
procedure as in RQ3, only the unknown words (as indicated by the form recognition
pretest) for each participant were included in analyses.

The main findings of 36 logistic mixed-effects models are summarised in Table 35.
Detailed model summaries are summarised in Appendix S18 to S20. Results in Table 35
show that, for the bilingual subtitles group, total reading time and first-pass reading time
on L2 unknown TWs significantly predicted form recognition gains with a large effect
size. This indicated that a one-second increase in total time and first-pass reading time
spent on an unknown L2 TW increased the odds of form recognition success by 3.01
and 5.45 times. Similarly, meaning recall scores were significantly predicted by total
reading time and first-pass reading time on L2 TWs, with a one-second increase in

reading led to 3.09 and 3.38 times higher odds of gains, respectively. However, none of
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the measures predicted the meaning recognition gains. Second-pass reading time on the
unknown L2 TWSs was not a significant predictor of vocabulary gains in the bilingual

subtitles group.
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Table 35. Results of the Logistic Mixed-Effects Models Examining Relationship Between Processing of Unknown Target Words and VVocabulary
Gains by Group

Bilingual — L2 unknown TWs

Bilingual — L1 translations

Captions — L2 unknown TWs

L1 Subtitles — L1 translations

b SE OR OR p b SE OR OR p b SE OR 9% p b SE OR OR p
95% 95% Cl 95%
Cl Cl Cl
Form Recognition
1%-pass 1.70 0.43 545 [242, <.001 0.16 045 1.17 [0.48, .72 0.90 0.39 245 [1.14, .02 -0.002 0.43 1.00 [0.42, 1.00
reading 13.14] 2.82] 5.47] 2.36]
2"-pass 0.39 0.70 1.48 [0.36, .57 -0.79 0.65 046 [0.12, .23 0.08 055 1.08 [0.36, .88 -1.82 0.96 0.16 [0.02, .06
reading 5.85] 1.62] 3.19] 0.98]
Total 110 0.32 3.01 [1.63, <.001 -0.29 032 075 [0.39, .36 049 031 163 [0.88, .11 -0.44 0.34 0.65 [0.32, .20
time 5.76] 1.39] 3.04] 1.25]
Meaning Recall
1%-pass 1.22 0.49 3.38 [1.29, .01 0.64 054 190 [0.81, .23 054 059 172 [0.50, .36 045 0.69 157 [0.36, .51
reading 9.26] 2.13] 5.35] 5.77]
2"-pass 0.99 0.89 2.68 [0.39, .27 -0.76 1.02 047 [0.05, .46 0.40 102 150 [0.17, .69 -0.32 172 0.72 [0.01, .85
reading 13.84] 2.91] 9.93] 13.27]
Total 1.13 0.39 3.09 [143, .004 016 039 118 [049, .68 042 050 151 [0.52, .41 0.18 056 1.19 [0.36, .75
time 6.89] 2.48] 3.93] 3.34]
Meaning Recognition

1%-pass 0.65 0.45 191 [0.80, .15 0.70 054 201 [0.70, .19 0.79 041 221 [0.99, .05 0.02 046 102 [0.41, .96
reading 4.82] 5.84] 5.01] 2.53]
2"-pass 0.59 0.77 1.81 [0.37, .44 046 0.71 158 [0.39, .52 042 0.61 153 [0.44, 49 089 094 243 [0.39, .34
reading 8.20] 6.60] 5.08] 16.52]
Total 050 035 165 [0.83, .16 055 0.38 1.74 [0.82, .15 0.68 0.33 197 [1.03, .04 0.17 035 1.18 [0.59, .64
time 3.37] 3.74] 3.83] 2.37]
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As Table 35 shows, for the captions group, form recognition scores were
significantly predicted by the first-pass reading time on L2 TWs. This indicates that
with a one-second increase of first-pass reading time, the odds of correctly recognising
the form of each unknown TW increased 2.45 times. The time spent on L2 TWs did not
significantly relate to meaning recall scores. Meaning recognition results pointed to a
positive effect of total reading time and first-pass reading time on vocabulary scores,
suggesting 1.97 and 2.21 times higher odds of meaning recognition success with
one-second increase in reading. Similar to the bilingual subtitles group, second-pass
reading time was not a significant predictor of any vocabulary scores.

Regarding the time spent on L1 translations of TWSs, Table 35 indicates that none
of the eye-tracking measures on L1 translations showed significant effects on any type
of vocabulary test in both bilingual and L1 subtitles groups. This indicates that in
general, the processing time spent on the L1 translation of an unknown TWs did not
increase the chance to learn vocabulary irrespective of the subtitling type. However,
when using L1 subtitles, the second-pass reading time on L1 translations of TWs
demonstrated an approaching significance negative effect on form recognition gains (p
=.06). This would suggest that the more rereading of L1 translations during L1 subtitled
viewing, the less likely it was that participants noticed the form of unknown TWs.

In sum, for the reading of L2 unknown TWs, both total reading time and first-pass
reading time were to some extent predictive of word learning, whereas second-pass
reading time was not significantly related to vocabulary gains. The reading of L1
translations of unknown TWs did not predict vocabulary gains in any of the groups and

measurements.
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4.3. QUAN Interim Discussion

4.3.1. RQ1 - Vocabulary Tests

The first research question concerns the relative effects of bilingual subtitles on
incidental vocabulary learning compared to captions, L1 subtitles, and no subtitles.
Three components of lexical mastery were examined, i.e., form recognition (as
measured by both form recognition and occurrence decision tests), meaning recall, and
meaning recognition. Overall, results showed that participants in all subtitling
conditions learned vocabulary, further supporting the effectiveness of viewing for
vocabulary learning. In line with previous research, form recognition was the easiest
component to acquire, followed by word meaning (e.g., Mohamed, 2017;
Pellicer-Sanchez, 2016; Peters et al., 2016). Moreover, meaning recall gains were
moderate in all subtitling conditions (e.g., Li, 2016; Montero Perez et al., 2015; Peters,
2019; Peters et al., 2016; Pujadas & Mufbz, 2019), and learning gains were higher in
meaning recognition than in meaning recall, supporting earlier research findings (e.g.,
Peters et al., 2016; Peters & Webb, 2018).

The present research further supports the claim that captions and bilingual subtitles
are beneficial for intermediate and advanced L2 learners’ incidental vocabulary learning
(Danan, 2004; Li, 2016; Montero Perez et al., 2013). However, L1 subtitles did not
show significant advantages over captions or bilingual subtitles, which is consistent
with previous findings (e.g., Dizon & Thanyawatpokin, 2021; Li, 2016; Peters et al.,
2016; Pujadas & Mufbz, 2019). This finding suggests that the benefits of L1 subtitles
might be limited among higher-level L2 learners compared to young and less skilled
learners (Danan, 2004; Dizon & Thanyawatpokin, 2021; Lwo & Lin, 2012).

Regarding form recognition, the results from both form recognition and occurrence
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decision tests demonstrated a general advantage of captions over L1 and no subtitles
conditions, in line with previous studies (e.g., Peters, 2019; Peters et al., 2016). The
benefits of captions for form recognition could be attributed to their positive role in
segmenting speech, making unfamiliar words more salient and noticeable, and helping
to establish a link between the auditory and written forms of words (Bisson et al., 2014;
Peters, 2019; Winke et al., 2010). This study is one of the first to investigate the relative
effectiveness of bilingual subtitles for facilitating formal knowledge. Results showed a
disadvantage of bilingual subtitles compared to captions in learning word forms. This
indicates that having the L2 written form of unknown vocabulary supported learners’
learning of the L2 form of novel words, but the presentation of L1 might compromise
the acquisition of word forms. The present findings seem to support the claim that the
use of L1 subtitles can increase learners’ dependence on L1, distracting learners’
attention from the L2 audio input, and limiting learners’ learning of L2 forms (Danan,
1992; Kuppens, 2010; Peters, 2019).

Regarding the acquisition of meaning, bilingual subtitles showed an advantage
over no subtitles in both meaning tests, supporting the findings of Li’s (2016) study.
However, this finding disagrees with other studies that either found no significant
difference between bilingual subtitles and no subtitles (e.g., Hao et al., 2021; Lwo &
Lin, 2012) or group differences were only significant for some participants but not for
others (e.g., Y. Wang, 2019). As mentioned in section 2.3.3.2, some of the findings from
previous bilingual subtitles research should be treated with caution. The lack of group
differences can be caused by the unsuitability of viewing materials (e.g., Hao et al.,
2021), an unnatural viewing process (e.g., Lwo & Lin, 2012), or participants’ unequal
prior knowledge of TWs in different subtitling conditions (e.g., Y. Wang, 2019). These

limitations could have influenced participants’ viewing process and affected learning
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outcomes. In the present research, bilingual subtitles were also significantly more
beneficial than captions for meaning recognition but not for meaning recall. This
finding might be due to the fact that different test constructs reflect different dimensions
of word knowledge (Laufer & Aviad-Levitzky, 2017; Read, 2000). Meaning recognition
tests examine the initial stages of vocabulary learning (Schmitt, 2010), while meaning
recall tests reflect deeper vocabulary knowledge. Meaning recall tests do not take into
account partial knowledge and require better memory traces than recognition (Laufer &
Goldstein, 2004). Bilingual subtitles can help in establishing the initial form-meaning
link by providing L2 forms and L1 translations, which can be detected via recognition
tests. However, according to the Depth of Processing Theory (Craik & Lockhart, 1972),
the given translations may have diminished learners’ cognitive analysis and their
attempts to infer the meanings of unknown words, leading to the formation of shallower
memory traces which were not enough to develop the ability to recall the meanings of
newly learned words that was superior to the captions group.

Partially in line with Li’s (2016) findings, bilingual subtitles also outperformed L1
subtitles in meaning recall. This benefit could be attributed to the presentation of L2
TWs, which could draw the learners’ attention to unknown word forms (Winke et al.,
2010), reduce the chance of bypassing the spoken form of unknown words, leading to a
clearer opportunity to establish a form-meaning connection (Li, 2016). However, the
superiority of bilingual subtitles over L1 subtitles in meaning recognition was only
approaching significance, which is different from the significant result reported by
Lazareva and Loerts (2017). These inconsistent results could be explained by the
different research designs. Participants in the study by Lazareva and Loerts (2017) had
no prior knowledge of the L2, therefore it might have been more challenging for them to

match auditory L2 forms with L1 translations during L1 subtitled viewing without the
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help of L2 written forms. Moreover, the target items measured in their test included
single words and short phrases which might even have increased this difficulty in
matching.

In terms of the factors influencing vocabulary learning gains, the present findings
support Nation’s (2013) claim that L2 learners with a larger vocabulary size can achieve
better comprehension and process more L2 input, which can further enlarge their
vocabulary size. In this study, participants with a larger vocabulary size achieved
greater learning gains as revealed in all tests, echoing previous viewing studies (e.g.,
Peters, 2019; Peters et al., 2016). In addition, word length was also found to positively
predict participants’ meaning recall scores, with the meanings of longer unknown words
having a better chance of being recalled successfully. This finding contradicts the
reading research by Godfroid et al. (2018), which revealed a negative predictive role for
word length in incidental vocabulary learning. This inconsistency can be explained by
the real-time nature of subtitled viewing, where longer words in the video might be
more salient and more likely to attract more attention (Montero Perez et al., 2015;
Puimége & Peters, 2019). Moreover, the meanings of words that occurred more
frequently in the video were more likely to be recognised, supporting previous findings
(e.g., Li, 2016; Peters, 2019; Peters et al., 2016; Peters & Webb, 2018; Uchihara et al.,
2019).

In sum, bilingual subtitles tended to be more effective for facilitating meaning
knowledge, but not as effective as captions for learning word forms. Although the
presence of L1 in bilingual subtitles seems to compromise learners’ learning of L2 word
forms, by presenting both L2 and L1, the form-meaning link is more likely to be

established. Contrary to the redundancy principle (Sweller, 2005b), the seemingly
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redundant information in bilingual subtitles did not have a detrimental effect on learning

but rather appeared to support vocabulary learning.

4.3.2. RQ2 - Comprehension

The second research question examined the relative effects of bilingual subtitles on
comprehension, compared to captions, L1, and no subtitles. The results showed that
bilingual subtitles were as helpful as L1 subtitles for facilitating comprehension, and
both of them were significantly better than captions and no subtitles, which concurs
with previous findings (e.g., Bianchi & Ciabattoni, 2008; Birul&-Muntané&
Soto-Faraco, 2016; Dizon & Thanyawatpokin, 2021; Hao et al., 2021; Lwo & Lin, 2012;
Markham & Peter, 2003; Markham et al., 2001; Pujadas & Mufibz, 2019, 2020; Y.
Wang, 2019). This seems logical since the use of L1 could facilitate understanding.
Additionally, in line with the study by Pujadas and Mufbz (2020), participants with a
larger vocabulary size also had a better understanding of the video, regardless of the
subtitling condition.

This study added empirical evidence to show that the presentation of L1 (i.e., using
bilingual subtitles and L1 subtitles) could facilitate L2 learners’ comprehension, as
measured by multiple-choice comprehension questions conducted in the participants’
L1. Moreover, the presentation of both L1 and L2 did not hinder learners’
comprehension of the video but was in fact beneficial. The findings also support
Paivio’s (1986) bilingual version of the Dual Coding Theory by showing that activation
of the imagery system and two verbal systems could augment learners’ memory. It is
arguable, however, whether the benefits of bilingual subtitles were only due to the

presentation of L1. In other words, is it the case that participants who used bilingual
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subtitles only made use of L1 lines, which contributed to their comprehension in a
similar way to the use of L1 subtitles only? The following section discusses

participants’ attention allocation during their subtitled viewing.

4.3.3. RQ3 - Eye-Tracking data

The third research question examined the processing patterns of the subtitling area
and TWs when using bilingual subtitles, as compared to the other subtitling conditions.
Participants’ eye-tracking data are discussed at three levels of analysis: the overall

subtitling area (Level 1), each subtitle line (Level 2), and unknown TWs (Level 3).

4.3.3.1. Level 1: Overall Subtitling Area

The eye-movement data demonstrated that the results for the three groups with
on-screen text were significantly different from the no subtitles group, as reflected in all
four eye-tracking measures (i.e., total reading time %, fixation %, run count, and skip
rate). This indicates that the eye movements scanning the subtitling area were indeed
caused by participants’ reading of the subtitling rather than the actions or images
displayed in the subtitling area. This finding also supports previous research showing
that viewers process on-screen text regardless of the subtitling type and learners’
knowledge of the languages used in subtitles (e.g., Bisson et al., 2014; d’Ydewalle et al.,
1991; Kruger et al., 2014; Liao et al., 2020). The total reading time % on the subtitling
area in the captions (64%) and L1 subtitles (44%) groups were also in line with previous
studies conducted on experienced L2 learners (e.g., d’Ydewalle & De Bruycker, 2007,

Gass et al., 2019; Winke et al., 2013).
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In addition, the descriptive data support the claim that the reading of subtitles does
not prohibit viewers’ processing of images (Bisson et al., 2014; Perego et al., 2010).
Concerning the distribution of attention between images and subtitling areas, the
captions group spent more time on the subtitling area than the images, which is
congruent with some previous research (e.g., Gass et al., 2019; Winke et al., 2013) but
not with other studies (e.g., Bisson et al., 2014; Kruger et al., 2014). However, it should
be noted that participants in the study by Bisson et al. (2014) did not have prior
knowledge of the L2, which might have resulted in less time being spent on reading
captions (in L2). Participants in the study by Kruger et al. (2014), however, were used
to attending lectures in English (as their L2), which might explain their lower reliance
on captions when watching a video lecture in English. In the present research, the L1
subtitles group spent slightly more time on images than the subtitling area, which also
concurs with preceding studies conducted on experienced L2 learners (e.g., d’Ydewalle
& De Bruycker, 2007; Kruger et al., 2014), but not studies conducted on participants
without prior knowledge of the L2s (e.g., Bisson et al., 2014; Perego et al., 2010). It is
reasonable that viewers who did not understand the audio soundtrack would rely more
on L1 subtitles to aid their comprehension.

Comparing the three groups with on-screen text, the results were in line with Liao
et al.’s (2020) findings showing that the amount of time spent on the subtitling area in
the bilingual subtitles group was similar to the captions group, but significantly more
than in the L1 subtitles group. However, the present findings reveal that the bilingual
subtitles group spent about 60% of total reading time on the overall subtitling area while
39% of their time was spent on images, whereas participants in Liao et al.’s (2020)
study spent only 34% of total reading time on the subtitling area but more time on

images (64%). This discrepancy could be attributed to the use of different viewing
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materials, as all the groups in Liao et al.’s (2020) study spent more time on images
(varying from 64% to 73%) than the subtitling area (varying from 22% to 34%).
Notably, Liao et al.’s (2020) findings should be interpreted with caution due to the
limited sample size (N = 16) for their eye-tracking data. Despite the discrepancy
concerning specific processing time, the present study also echoes Liao et al. (2020) by
showing that when using bilingual subtitles, the presentation of both L1 and L2 lines did
not trigger more processing time than using captions. This suggests that participants in
the bilingual subtitles did not process all the information provided or they processed the
information in a faster way. This was indeed addressed in the Level 2 analysis.
Comparing the monolingual subtitles groups, the captions group spent more time than
the L1 subtitles group on the subtitling area, which corroborates previous research
showing that learners’ processing time of L1 subtitles is shorter and faster than in their
L2s (e.g., Kruger et al., 2014; Mufoz, 2017).

It should be noted that no significant differences were revealed among the three
subtitling conditions in terms of run count and skip rate, suggesting that participants’
frequency of referring to and skipping the subtitling area were similar, regardless of the
subtitling type. However, the present findings demonstrate a tendency for L1 subtitles
more likely being skipped than captions, which is in line with Mufbz’ (2017) findings,
where L1 subtitles were skipped more than captions by adult learners and higher level
L2 learners. These findings suggest that, in general, participants using different subtitles
all made use of the on-screen text, but the length of time allocated to the processing of
the subtitling area was different across groups.

Participants’ vocabulary size was a significant predictor of the processing of
subtitles, suggesting that learners with a larger vocabulary size tended to skip more and

thus spend less time on the subtitling area. This is in line with previous findings
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suggesting that subtitles and captions act like a crutch to facilitate learners’
understanding (Danan, 2004), and higher proficiency level learners tend to rely less on
on-screen text than lower level learners (Mufz, 2017). This relationship was explored

in the analysis of Level 2 by different subtitling lines.

4.3.3.2. Level 2: Subtitling Line Area

Level 2 explored participants’ processing of L1 and L2 lines when using bilingual
subtitles. Comparisons were first made within the bilingual subtitles group, followed by
between group comparisons. Although within group comparisons were made between
two different language systems, as summarised in section 2.4.1, the reading of Chinese
and English share more similarities than differences, and eye movements during reading
were more related to linguistic content rather than the form of languages (Rayner et al.,
2005; Rayner et al., 2007).

When using bilingual subtitles, participants spent 42% of their total reading time
on the L1 lines during the presentation of on-screen text, while this dropped
significantly to 20% of their reading on L2 lines. Significant differences were also
revealed in other measures. These results provide direct eye-movement evidence to
support previous interview findings showing that learners tend to spend more time on
L1 and skip more L2 lines during bilingual subtitled viewing (e.g., Li, 2016). The
higher skip rate recorded for the L2 lines (0.43) indicates that instead of being read
faster, the L2 lines actually tended to be skipped. This could be explained by the fact
that participants were asked to watch the video for comprehension and the use of L1 is
efficient in aiding learners’ understanding. In addition, the L1 lines were always

presented above the L2 lines, which might have attracted more attention. Participants’
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reliance on L1 lines when using bilingual subtitles also explains their similar
performance on the comprehension test to the L1 subtitles group. This finding is
different from Liao et al.’s (2020) research where no different processing time was
reported within bilingual subtitles. This divergence of research findings could be related
to the within-subject design adopted by Liao et al. (2020), in which participants in three
out of four groups watched a bilingual video after watching a captioned video. Thus, it
could be the case that some participants’ use of bilingual subtitles was affected by their
prior use of captions, making them more inclined to read the L2 during bilingual
subtitled viewing. Also, the video clips in their study were only 5 minutes long for each
subtitling type, which might be too short to accurately portray participants’ subtitled
viewing process.

Between-group comparisons of the processing of L2 lines showed that the
bilingual subtitles group spent significantly less time on the L2 lines than the captions
group, which corroborates Liao et al.’s (2020) findings. This is reasonable since
participants using captions could only rely on L2 lines to assist their listening
comprehension, whereas participants using bilingual subtitles had the opportunity to
turn to their L1 for comprehension. Notably, despite the participants’ reliance on L1
lines when using bilingual subtitles, they still processed the L2 lines. This can be
explained by the fact that the dynamic nature of readable subtitles triggered automatic
reading behaviour (Bisson et al., 2014; d’Ydewalle et al., 1991), allowing a degree of
attention to be paid to all the dynamic information presented. In addition, as suggested
by Li (2016), L2 learners might turn to L2 lines to learn English vocabulary and
expressions as a learning strategy or use L2 lines as a way to confirm L1 translations.
This is also supported by the study by Liao et al. (2020), in which half of the

participants were found to use L2 lines as dominant verbal-visual support, indicating
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that at least for intermediate to advanced level L2 learners, the use of L2 can also
support their comprehension.

In terms of processing L1 lines, the current findings show that learners in the
bilingual subtitles group spent significantly more total reading time on L1 lines than the
L1 subtitles group, which is different from the findings of Liao et al. (2020) where no
significant difference was observed. However, both groups had a similar fixation % on
the L1 lines, indicating that although participants using bilingual subtitles were less
likely to skip L1 lines and spent more time in the L1 lines area, they had a similar
number of fixations on the L1 lines area as the L1 subtitles group. There are two
potential explanations for these findings: 1) since the L1 lines were presented above the
L2 lines in the bilingual subtitles condition, participants were very likely to pass
through the L1 lines to read the L2 lines, which might contribute to more reading time
and a higher run count and a lower skip rate recorded for the L1 lines area; 2)
participants using bilingual subtitles made indeed more use of L1 lines as a reference for
L2 lines. Previous research has shown that the L1 lines are especially useful for learners
to check the meaning of unknown words when using bilingual subtitles (Li, 2016).
Therefore, it is possible that the longer time spent on L1 lines in bilingual subtitles was
used to check the L1 translations of specific expressions or unfamiliar words, instead of
merely for comprehension. This possible explanation can be checked by looking at the
analysis of Level 3 for the processing of unknown TWs (see following section).

Participants with a larger vocabulary size tended to spend less time on captions and
were more likely to skip them. However, participants’ vocabulary size did not
significantly affect their processing of bilingual or L1 subtitles, indicating that when L1
translations were included, participants’ use of on-screen text was not significantly

influenced by their vocabulary size.
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4.3.3.3. Level 3: Target Word Area

Level 3 analysis sought to investigate participants’ processing of unknown TWSs
and their corresponding L1 translations during bilingual subtitled viewing. Seven early
and late measures were used to paint a comprehensive picture of the reading of each
unknown TW. Since the different measures demonstrated similar results, only total
reading time, first-pass reading time, second-pass reading time, fixation count, and skip
rate are discussed in line with relevant studies (e.g., Godfroid et al., 2018; Mohamed,
2018; Montero Perez, 2019; Montero Perez et al., 2015; Pellicer-Sanchez, 2016).

Similar to the findings in Level 2, within the bilingual subtitles group, participants
processed both L2 words and their translations but spent significantly more time on L1
translations. This might reflect participants’ reliance on L1 for better comprehension,
since understanding the content was the aim of the activity. This finding also supports
Lwo and Lin’s (2012) claim that learners who use bilingual subtitles might turn to their
L1 as a shortcut to facilitate comprehension, resulting in less attention being paid to the
L2 forms.

When comparing bilingual subtitles with the captions and L1 subtitles groups,
participants seeing bilingual subtitles spent significantly less time on L2 TWs than the
captions group, as revealed by all the measures examined. This finding also concurs
with the form recognition results, showing significant advantages of captions over other
subtitling conditions. The longer processing time for TWs in the captions group might
indicate learners’ attempts to encode new forms into memory or guess the meanings of
unknown words. Reading research does indeed suggest that a longer initial reading time

as well as cumulative time may reflect readers’ attempts to infer word meanings (e.g.,
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Godfroid et al., 2013, 2018). However, when using bilingual subtitles, viewers can
directly refer to L1 translations to understand unknown TWs, which may account for
the shorter reading time for L2 forms.

Interestingly, participants in the bilingual subtitles group also spent significantly
more time reading L1 translations than the L1 subtitles group. This reading of L1
translations could signal participants’ attempts to build form-meaning connections,
indicating the benefits of using L1 in establishing an initial form-meaning link. This
finding echoes Paivio’s (1986, 2014) bilingual version of the Dual Coding Theory,
showing that the use of L1 and L2 together with images can help in building a stronger
connection for an individual’s information process, complementing additive effects.
This finding also supports Li’s (2016) finding that bilingual subtitles have a “building
connection” function, as mentioned by one of Li’s participants: “It is easier to combine
the two languages and build a connection between them by bilingual subtitles” (p. 198).
Importantly, this pattern of eye movements helps to explain the advantage of bilingual
subtitles for learning the meaning of unknown words, as shown in the results of the
vocabulary tests.

In line with the findings of Montero Perez et al. (2015), the frequency of
occurrence of unknown TWs showed a positive effect on learners’ cumulative
processing time of unknown words when using bilingual subtitles. Moreover, unknown
words with longer presentation times in the video were also more likely to be attended
to when using bilingual subtitles and captions. Additionally, in line with previous
reading findings (Rayner, 2009), words containing more letters tended to be processed
for longer, as reflected in the refixation measures during bilingual subtitled and

captioned viewing.
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To sum up, participants using bilingual subtitles spent similar amounts of time on
the subtitling area as the captions group. However, instead of distributing their attention
evenly between L1 and L2 subtitle lines, participants spent more time on L1 lines than
L2 lines when using bilingual subtitles. The time spent on L1 lines was even longer than
the L1 subtitles group, whereas the time spent on L2 lines was shorter than the captions
group. Similar patterns were revealed for the reading of unknown TWs. Especially,
bilingual subtitle users spent more time reading the L1 translations of unknown words
than L1 subtitle users, reflecting their potential effort to establish a form-meaning link

for unknown vocabulary when using bilingual subtitles.

4.3.4. RQ4 — Relationship Between Offline and Online Measures

The fourth research question explores the potential relationship between
participants’ attention allocation to unknown TWs (or their translations) and their
vocabulary gains. The predictive role of eye-fixation times differed by vocabulary
component and by subtitling condition.

In terms of form recognition, a longer reading time on L2 unknown TWs
significantly predicted learning gains for both the bilingual subtitles and captions groups.
This is in line with previous findings showing that a longer time spent on unknown
words was related to successful form recognition in a posttest, for both reading (e.g.,
Godfroid et al., 2013; Mohamed, 2017) and viewing (e.g., Montero Perez et al., 2015).
In line with results of Montero Perez et al. (2015), for the captions group, the first-pass
reading time for L2 words significantly predicted form recognition gains, while total
reading time failed to reach a significant level. For the bilingual subtitles group, both

measures significantly predicted form recognition gains, indicating that the first-pass
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reading time for unknown words may involve cognitive processes that are essential for
word learning. However, second-pass reading time was not a useful predictor for any
vocabulary gains. In intentional learning settings, second-pass reading time could reflect
learners’ increased efforts to memorise unknown words, resulting in greater learning
gains (Montero Perez et al., 2015). However, in incidental learning settings, as Montero
Perez et al., (2015) argue, a longer second-pass reading time on a novel word might
indicate some processing difficulty and unsuccessful integration of the word, rather than
successful learning. This is similar to L1 reading where second-pass reading reflects the
reanalysis of a word when encountering an initial processing difficulty (Godfroid,
2020a).

Moving on to the meaning aspects of vocabulary learning, the processing time for
L2 words was also a significant predictor of meaning recall gains in the bilingual
subtitles condition. This relationship has also been reported in L2 reading studies (e.g.,
Godfroid et al., 2018; Mohamed, 2017; Pellicer-Sanchez, 2016). For the captions group,
a longer time spent on L2 TWs led to higher meaning recognition scores, which also
supports the findings of L2 reading studies (e.g., Godfroid et al., 2018; Mohamed, 2017,
Pellicer-S&nchez et al., 2021). The time spent on unknown words only predicted
meaning recall gains when using bilingual subtitles, and it only predicted meaning
recognition gains for the captions group. This discrepancy may relate to learners’
different cognitive processes triggered by different subtitling types. The presence of L1
translations in bilingual subtitles allowed the participants to map L1 translations to L2
forms more easily. Therefore, a longer processing time for L2 forms might indicate
participants’ intention to commit novel form-meaning links to memory, which may
result in greater meaning recall gains. However, when using captions, a longer

processing time for L2 forms might reflect participants’ greater effort to infer the
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meanings of unknown words. However, since no L1 translations were available,
participants’ inferring of outcomes might only be strong enough to be manifested in
meaning recognition but not reflected in a more demanding meaning recall test.
Overall, the results of the present study provide further evidence to support the role
of eye-movement measures with L2 unknown vocabulary to predict vocabulary gains,
in line with previous studies (e.g., Godfroid et al., 2013, 2018; Mohamed, 2017,
Montero Perez et al., 2015; Pellicer-Sanchez, 2016). Especially, the predictive role of
eye movement measures was stronger in the bilingual subtitles group than in the
captions group, as revealed by the larger effect sizes reported for the former group.
Interestingly, the processing of L1 translations failed to predict any of the vocabulary
scores in either the L1 or bilingual subtitles groups. This points to an interesting
contradiction. Participants in the bilingual subtitles group spent more time on L1 and
that extra time is interpreted as a reflection of attempts to build form-meaning
connections, which is then reflected as an advantage of bilingual subtitles over captions
and L1 subtitles in meaning recognition and meaning recall scores, respectively.
However, the time spent processing L1 was not a significant predictor of vocabulary
gains. This suggests that it is not only the amount of attention allocated to translations
that is important, as measured by fixation durations, but what participants actually do
when processing those translations and the underlying cognitive processes involved.
To sum up, when using bilingual subtitles and captions, a longer reading time for
L2 unknown TWSs may in general facilitate learners’ knowledge of word forms.
Moreover, a longer processing time for L2 forms could also facilitate better knowledge
of word meanings, as reflected in the meaning recall and recognition scores in the
bilingual subtitles and captions group, respectively. However, second-pass reading time

for L2 unknown words was not useful for predicting any vocabulary learning gains.
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Besides, reading L1 translations could not predict learners’ vocabulary gains. These
findings indicate the complexity of the relationship between learners’ online processing
and their learning gains. As argued by Montero Perez et al. (2015), eye-tracking data
cannot paint a full picture of learners’ engagement with unknown words, and it is not
clear whether the reading time reflects a learning process, learning difficulty, or just
superficial viewing behaviour. This further attests to the complexity of the relationship
between processing times and outcome measures and points to the need to combine
eye-movement data with other types of data, such as stimulated recall, to delve further
into the different subprocesses involved (Godfroid & Schmidtke, 2013;
Pellicer-Sanchez, 2020). The next chapter presents the qualitative part of the present
research to further explore participants’ engagement with unknown words during

subtitled viewing.
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Chapter 5.  Qual Analyses and Results

Analyses reported in Chapter 4 explored one aspect of engagement with unknown
vocabulary, i.e., learners” amount of attention to the unknown words, as reflected in
their eye movements. The analyses presented in this chapter addressed the following
questions:

RQ5: How do learners engage with unknown TWs, as measured by their level of
awareness and use of vocabulary processing strategies, during bilingual subtitled
viewing, compared to captions and L1 subtitles as reported in stimulated recall
interviews?

RQ6: Do participants’ awareness and processing strategies of unknown TWs at the
group level corroborate their vocabulary learning gains and their attention allocated to
those words?

This chapter first reports analysis procedures of the qualitative data, followed by a
summary of results and an interim discussion. It first explains steps taken to sample the
stimulated recall data for coding, the coding procedures at two different levels (i.e.,
awareness and vocabulary processing strategies), and inter-coder reliability test results.
Then, findings of the stimulated recall are presented. This chapter ends with a section
discussing the results for each level of analysis, and the triangulation of qualitative and

quantitative findings.

5.1. Stimulated Recall Analysis

5.1.1. Data Sampling
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Several steps were taken to analyse stimulated recall data following the analysis
guidance provided by Gass and Mackey (2017). First, all the qualitative data were fully
transcribed using a Chinese transcription software Iflytek (https://www.iflyrec.com/).
Transcriptions were then manually corrected by the researcher based on audio
recordings. Then, the data were sampled for analysis. In the present study, 15
participants from each group (except for the no subtitles group) were randomly chosen
for the stimulated recall analysis, resulting in an overall sample size of 45 participants.
This number of samplings is in line with previous stimulated recall research. In a
content analysis review of 88 journal articles using stimulated recall in applied
linguistics research that had been published between 2012 and 2018, Hugo Santiago and
Trevor (2020) found that the number of participants in stimulated recall studies were
relatively small, with often no more than ten people, and only in a few studies it ranged
from 30 to 77.

After choosing sampled participants, the next step was to choose the TWs for
coding. Multiple exposures of a word are considered an influential factor to manipulate
learners’ engagement (Schmitt, 2008). Since most TWSs in the present study appeared
only once in the video, it was decided to focus on learners’ initial engagement with each
TW. Thus, five TWSs out of the total 24 which appeared more than once in the viewing
material were discarded, resulting in 19 TWs included in the coding and qualitative
analysis. Following the aforementioned steps, 855 cases (45 participants <19 TWSs)
were then prepared for coding. As suggested by Gass and Mackey (2017), the
stimulated recall data can be separated into segments based on turn boundaries or idea
units. For the data in the present research, turn boundaries were mostly clearly marked
by each TW, as announced by the researcher during the stimulated recall aiming to elicit

participants’ recall. As shown in Example 1, when the researcher (denoted by R)
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pronounced the TW barneys, participant A25’s response can be clearly separated from
the previous recall of the TW confiscated. In very few cases, confirmations were made
during the stimulated recall where the turn boundary was not clear enough for the

researcher to judge which word participants were commenting on.

Example 1.

R: 1X“) confiscated. [This one, confiscated.]

A25: BUXAFAEANRET . WX, EIBEHEAERA 258 [well, |

didn’t know this one. Yeah, but | was wondering what it means.]

R: M, IR ICAFIR ) 52 B AR ?  [Okay, so do you remember what

you were thinking at that time?]

A25: T8, G T —NeE MR ARE, REE T - TR HERATD.
[Well, just guessed what it means, and then checked the picture to see if it
helps.]

R: WEME, XA barneys XA %A ERFIX AN ?  [Hmm, okay. This one,

barneys, did you notice this word at that time?]

A25: AR, HEANMEHAER, X, REE - FEEEEE. [

listened to it, but I didn’t know what it means. Yes, | looked at the picture but

still didn’t understand.]

5.1.2. Data Coding

Since the aim of the stimulated recall analysis was to explore learners’ initial
engagement with unknown words during subtitled viewing, those words that were
familiar or partially familiar to each participant before the experiment were discarded

for analysis. After coding the 855 cases (45 participants <19 TWSs) using NVivo 12
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software, two steps were taken to ensure participants’ unfamiliarity with the TWs prior
to the experiment: 1) TWSs that were scored correctly (as 1) on the form recognition
pretest were discarded for each participant, resulting in 640 remaining cases (captions
group = 215 cases; L1 subtitles group = 214 cases; and bilingual subtitles group = 211
cases); 2) as shown in Table 36, each TW was coded as “unknown”, “partially known”,
or “known”, based on participants’ responses after the researcher’s pronunciation of
each TW or to the first stimulated recall question “Did you notice this word at that
time?”. Participants were told in the oral instructions that they should inform the
researcher if a TW was already familiar to them before their viewing when it was first
mentioned in the stimulated recall. Participants’ familiarity with a TW was judged by
their self-reports, without the need to demonstrate their knowledge by providing a
translation. Among the remaining 640 cases, those that were reported as “partially
known words” (4.53%) or “known words” (3.75%) in the stimulated recall were deleted
for analysis, resulting in a final 587 cases in total (captions group = 204 cases; L1
subtitles group = 192 cases; bilingual subtitles group = 191 cases). This ensured that the
analysis of learners’ initial engagement with TWs was indeed about their engagement
with items that were unknown to them, as reflected in both pretest scores and their own

reports in the stimulated recall.

Table 36. Coding Categories and Examples of Participants’ Familiarity with the Target
Words in the Stimulated Recall

Definitions Examples
Unknown Reported their “I noticed this word, it was a novel word.”
words unfamiliarity of the TW
Partially Mentioned that they had ~ “I felt this word... because this word
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Definitions Examples

known words  seen/heard the TW looked familiar, but | didn’t know its
before meaning, it seemed to be left aside.”
Known words Reported their prior “This one I knew its meaning.”

familiarity of the TW

After excluding familiar TWSs, each participant’s engagement with each unknown
TW was then coded. Svalberg’s (2009) definition of engagement was adopted, as
discussed in section 2.5.5. Learners’ cognitive engagement in the present study was
operationalised at three levels: attention, awareness and vocabulary processing
strategies. Apart from the attention level, which has been reported in Chapter 4, the
latter two levels are illustrated in Figure 15. Since no previous research has provided a
framework to categorise learners’ engagement with vocabulary in the viewing context,
and almost all the vocabulary learning strategy taxonomies were developed for
traditional classroom-based intentional learning (Segler, Pain, & Sorace, 2002), the
present coding followed an inductive approach by adopting a qualitative content
analysis method (D&nyei, 2007; Selvi, 2020). This approach was particularly suitable
for the current study for its emphasis on allowing categories to be derived inductively
from the data (Bryman, 2012; D&nyei, 2007). Therefore, themes and categories were
generated in a data-driven approach. The coding procedures for these two levels are

explained in turn.
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Each TW

/

“Unknown” Parnal,l,y “Known”
known
Level 1 “Forgot” “Not noticed” “Noticed”
Level 2 Vocabulary p_rocessing
strategies

Figure 15. Illustration of Stimulated Recall Coding Procedures at Two Levels for Each
Target Word

As shown in Figure 15, for Level 1 (awareness level), to explore participants’
reported awareness of each TW, each unknown TW was coded as “forgot”, “not
noticed”, or “noticed” based on participants’ answers to the first stimulated recall
question: “Did you notice this word at that time?”. In the present study, noticing and
awareness are used interchangeably as explained in section 2.5.5. | use the definition of
awareness at the noticing level as proposed by Schmidt (1990), to focus on the
“subjectively experienced” (p. 132) attribute, and thus noticing referred to learners’
private experience. In the stimulated recall, the word notice was used as an everyday
language indicating learners’ self-reported awareness of either the written or auditory
form of TWSs. To be specific about the different categories at Level 1, “forgot” indicated
the situations where participants mentioned that they forgot/did not remember/were
uncertain about whether they had noticed or not noticed the TW while viewing. “Not
noticed” indicated the cases where participants explicitly mentioned that they did not

notice the TW during viewing, or they did not explicitly mention noticing by
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commenting on something else relating to the content/images. “Noticed” was tagged to
the cases where participants reported that they had noticed the English TW, either
visually, aurally, or both, depending on the different subtitling conditions. The
difference regarding the noticing modality was not distinguished in coding due to the
difficulty for participants to specify when both forms were available. It should be noted
that, however, for the L1 subtitles group, participants could only notice TWs via
listening due to the lack of written L2 form in the subtitling area. In addition, it should
be acknowledged that only participants’ self-reported noticing of L2 unknown TWs,
rather than corresponding L1 translations, during viewing was considered as “noticed”
in coding. Detailed definitions and examples are presented later in section 5.2.1.

As shown in Figure 15, the coding of Level 2 (vocabulary processing strategies),
only applied to TWs that were coded as “noticed” at Level 1. To categorise the
strategies used for all noticed unknown TWs, participants’ stimulated recall data were
coded inductively following the steps suggested by Bryman (2012) and Selvi (2020): 1)
concepts were generated by coding data at the level of open coding; 2) categories were
generated through a constant comparison of concepts, micro-categories were grouped
into more general categories; 3) saturated categories were listed; 4) categories were
applied back to the stimulated recall data pertaining each TW. To name the categories
emerging in the stimulated recall, previous works exploring L2 learners’ vocabulary
learning strategies (e.g., Barcroft, 2009; Gu & Johnson, 1996; Lawson & Hogben, 1996;
Nation, 2001; Schmitt & McCarthy, 1997) and vocabulary processing strategies in
reading (e.g., Fraser, 1999; Knight, 1994; Rott, 2000; Rott, 2005) were used as
references. For each unknown TW, all reported processing strategies attached to this

word were coded, despite the fact that in some cases they were incorrect or inaccurately
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applied. The number of codes for each strategy was calculated for each subtitling
condition to generate group comparisons.

In summary, general levels and main codes generated from the stimulated recall
data are presented in Table 37. Detailed coding scheme and examples of each category

and sub-category are presented later in section 5.2.2.

Table 37. Two Levels and Main Codes Generated from Stimulated Recall Interviews for
Participants’ Engagement

Two levels of participants’ engagement Main codes
Level 1 Awareness Forgot
Not noticed
Noticed
Level 2 VVocabulary processing strategies Word feature analysis

Using context

Using L1 translations

Guessing without reported strategies
No reported strategies

Others

To address RQ6, participants’ awareness of unknown TWs and their vocabulary
processing strategies in different subtitling conditions were compared and discussed
with quantitative findings (including participants’ vocabulary gains and their online
processing of the unknown TWSs). This allowed me to have a more thorough picture of
participants’ engagement with unknown words during subtitled viewing and examine
whether the main findings corroborate with each other and to inspect potential

disagreements.
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5.1.3. Inter-Coder Agreement in Coding

After coding the stimulated recall data, in order to investigate group differences
regarding learners’ engagement at two levels, content analysis was used to compute a
frequency count by adding up the number of TW falling into a particular category.
Percentages for each category and sub-category were calculated for each subtitling
group at the two engagement levels. To examine the reliability of the coding, 20% of
the data, i.e., data from nine randomly selected participants (three from each group with
on-screen text), was coded by the same second coder who scored meaning recall tests
and also had experience of coding stimulated recall data. Inter-coder reliability was
calculated using Cohen’s kappa. The coding showed an agreement for awareness level
of k =.96 (95% CI, .93 to 1), p < .001 and for vocabulary processing strategy level of «
=.89 (95% ClI, .82 t0 .95), p <.001, indicating almost perfect agreement between the

two coders. Any disagreements between the coders were resolved after discussion.

5.2. Qual Results

As discussed in previous sections, the aim of the stimulated recall was to delve
further into learners’ engagement with unknown words during subtitled viewing and to
better understand the relationship between learners’ engagement and their learning gains.
RQ5 aimed to answer how learners noticed unknown TWSs and what types of strategies
they used to process unknown TWSs during viewing, and how these may differ between
the bilingual subtitles group and monolingual groups (i.e., captions and L1 subtitles).
This section presents learners’ engagement with unknown TWs at two levels:

awareness and vocabulary processing strategies. However, during data coding, an
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additional level (i.e., intentionality of learning) emerged with a few reported cases.
Therefore, the results of the analysis are presented for the three levels separately, with a
general summary of each level in each group followed by comparisons among the three

subtitling conditions.

5.2.1. Level 1: Awareness

After discarding partially known and known words, participants’ reported
awareness of the unknown TWs was explored. As explained in section 5.1.2, the
stimulated recall data were grouped into three categories for unknown TWs (i.e., forgot,
not noticed, noticed). During coding, the “not noticed” category was further divided into

two subcategories. These categories are shown in Table 38.

Table 38. Results for Coding Categories of Participants’ Reported Awareness (Level 1)
of Unknown Target Words in Stimulated Recall Interviews

Categories Subcategories Definitions Examples

Forgot Forgot whether they had “I don’t remember.”
noticed the TW or not during

viewing
Not Not noticed Explicitly mentioned their lack  “I didn’t notice this
noticed (explicitly of noticing of the TW during word at that time.”
mentioned) viewing
Not noticed (not ~ Did not comment on their “I was working hard
explicitly noticing of the TW during to understand the
mentioned) viewing by commenting on speakers’ posture.”

video content, images, audio

etc.
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Categories Subcategories Definitions Examples

Noticed Noticed the TW, reported that ~ “I noticed this word
they had seen/heard it or at that time.”
guessed its meaning during

viewing

Table 39 presents the summary of participants’ awareness of unknown TWs in
three subtitling conditions. In general, participants failed to recall 5.79% of the cases
(i.e., forgot) during the stimulated recall due to memory decay. More than half of the
unknown TWSs were reported as “not noticed” (53.49%), compared to 40.72% of the
“noticed” cases in all groups. Therefore, in general, participants noticed around 40% of
unknown TWs that appeared once during subtitled viewing. However, this number
varied across different subtitling conditions. As shown in Table 39, the captions group
recorded the highest number of “noticed” cases (50.98%), followed by the bilingual
subtitles group (41.88%), and the L1 subtitles group (28.65%). Moreover, among “not
noticed” cases, most of them were explicitly indicated by participants, and most of “not
noticed” cases were recorded in the L1 subtitles group (66.15%), followed by the
bilingual subtitles group (54.45%) and the captions group (40.69%). It can be observed

that only the captions group reported more noticed cases than not noticed ones.

Table 39. Results for the Frequency and Percentage of Participants’ Reported
Awareness (Level 1) of Unknown Target Words in Stimulated Recall Interviews by
Group

Categories Subcategories  Captions L1 (%) Bilingual Total
(%) (%) frequency
(%)
Forgot 17 (8.33) 10 (5.21) 7 (3.66) 34 (5.79)
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Categories Subcategories  Captions L1 (%) Bilingual Total

(%) (%) frequency
(%)
Not 83 (40.69) 127 (66.15) 104 (54.45) 314 (53.49)
noticed
Not noticed 76 (37.25)  95(49.48) 102 (53.40) 273 (46.51)
(explicitly
mentioned)
Not noticed 7 (3.43) 32 (16.67) 2 (1.05) 41 (7.00)
(not explicitly
mentioned)
Noticed 104 (50.98) 55(28.65) 80(41.88) 239 (40.72)
Total (%) 204 (100) 192 (100) 191 (100) 587 (100)

5.2.2. Level 2: Vocabulary Processing Strategies

Analysis at Level 2 focused on processing strategies that participants used to
construct their knowledge of the unknown TWs that they noticed during subtitled
viewing. Only unknown TWs that were reported as noticed at Level 1 were further
analysed at this level, resulting in a total of 239 cases. As Table 40 shows, there were

six broad categories including 19 subcategories reported by sampled participants.
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Table 40. Results for the Coding Categories of Participants’ Vocabulary Processing Strategies (Level 2) of Unknown Target Words in

Stimulated Recall Interviews

Strategy Subcategories Further Definitions Example quote
categories subcategories
1. Word 1.1. Analysing Analysed the part of speech or “Hmm | guessed it [endearing] was a positive
features part of speech reported awareness of the part of adjective...”
analysis speech of the TW
1.2. Analysing Analysed the affixes, suffixes, “‘Confiscated’... Because looking at the

word-structure

1.3. Spelling
association

1.4. Analysing
word
pronunciation

1.5 Word usage

and/or roots of the TW

Associated the TW with a
known word sharing similar
spelling or pronunciation of the
TW

Used the pronunciation of the
word to understand its meaning

Reported their awareness of the
usage of the TW
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word-structures, ‘con’ is very common,
“fiscated’, | knew how to pronounce this type of
word by a glance, but just didn’t know its
meaning.”

“... ‘buffering’, I immediately thought about
‘suffering’...”

“I though it [nuzzle] meant a nap, because the
word ‘nuzzle’ sounded very intimate.”

““pbuffering of stress’. I heard this phrase. I had
an impression of it at that time. I didn’t know it
could be combined with ‘stress’, so I thought



Strategy
categories

Subcategories Further

subcategories

Definitions

Example quote

2. Using context

3. Using L1

2.1. Using
auditory cues

2.2. Using images

2.3. Using global
understanding

2.4. Using local
contextual cues

3.1.1.L2
triggered

3.1. Using L1

Used the audio/sound of the
video to support their
understanding of the TW

Used the images of the video to
support their understanding of
the TW

Used the video plot or
background knowledge to
support their understanding of
the TW

Used the word(s) that appeared
just before or after the TW to
support their understanding of
the TW

Noticed the L2 TW first, then
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about it.”

“Oh, I have a deep impression about this one,
because the cat was purring at that time, then |
knew this [purring] must mean purring [in
Chinese].”

“At that time, I guessed it [barneys] should be...
because the image showed the house, so |
thought it should be the name of the residence or
that kind of building.”

“I noticed this word [bizarre] at that time. The
context and plots before and after all indicated
the situation was weird.”

“Oh, this word I guessed its [sedated] meaning
when | watched. Because the following is ‘they
are real’, so the ‘not’ before the word should
mean they are not. It has the meaning of virtual,
or digital.”

“Yes, this word [sedated] I didn’t know, and so I



Strategy
categories

Subcategories

Further

subcategories

Definitions

Example quote

translations

matched

3.2. Using L1 not
matched

reference to L1

3.1.2. L1
triggered
reference to L2

3.1.3. Using L1
no sequence
mentioned

3.2.1. L1
triggered other L2

3.2.2.
Mismatched L1
and L2

3.2.3. Lack of
time to check L1

checked its L1 translation

Noticed the L1 translation of the
TW first, then checked how to
express the meaning in L2

Noticed both the L1 translation
and L2 TW but not mentioned
the particular sequence of
noticing

Noticed the L1 translation of the
TW first, then thought about
other L2 words sharing similar
meaning but not the TW

Failed to match the L1
translation with the L2 TW

Noticed the L2 TW but did not
have time to check its L1
translation
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took a look at the subtitles.”

“At that time, | was curious about how to express
confiscation [in Chinese], so | took a look at the
English word [confiscated].”

“I heard ‘hump’, and then | knew it means hump
[in Chinese].”

“...[For TW midwife] because | seemed to want
to hear the pronunciation of ‘nurse’, but I didn’t
hear ‘nurse’, as far as I remember, yes...”

“...0Oh | saw the Chinese subtitles. She said how
to buffer stress [in Chinese], but I didn’t know
which word was ‘buffer’.”

“...That is [foraging], because the subtitles
jumped fast, sometimes | may not have time to
read the Chinese meaning.”



Strategy Subcategories Further Definitions Example quote
categories subcategories
4. Guessing 4.1. Meaning fully Reported a guessed meaning “I heard it [surrogate] at that time, and then |
without guessed directly with no specific strategy  knew it was, it was something like a surrogate
reported mentioned mother [in Chinese].”
strategies
4.2. Meaning Reported a partially guessed “Hmm... something good, | didn’t know the
partially guessed meaning with no specific exact meaning, but I only knew it [endearing]
strategy mentioned means something nice.”
4.3. Meaning Reported attempts to guess the “I don’t know what it [sedated] means, but at that
unsuccessfully meaning of the TW but not time I didn’t know the meaning either, but | have
guessed reported outcomes attempted to guess I think.”
5. Other 5.1. Pretest impact Mentioned that they “Because | have seen this word [midwife] last
strategies remembered had seen the TW in  time when completing the test, and then this time

5.2. Dictionary
use

5.3. Visualizing

the pretest during their viewing

Attempted to remember the TW
and refer to dictionary

afterwards

Created mental images for the

™
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when | saw this word, | paid attention to it
particularly.”

“I wanted to know its [barneys] meaning, and |
even wanted to memorise it and to check the
dictionary after.”

“...[For TW hump] I saw it, it didn’t show the
way it was humped [in Chinese], but I could
image what it would look like.”



Strategy
categories

Subcategories

Further
subcategories

Definitions

Example quote

6. No reported
strategies

6.1. No reported
meaning guessed

6.2. Forgot
thoughts

Noticed the unknown word but
did not report attempts to guess
or make form-meaning link for
the TW

Reported that they forgot what
they were thinking when they
noticed the TW

“I didn’t know. I just felt I didn’t know the
meaning (of the TW foraging) at that time.”

“I saw this word [twirls]. But | don’t remember,

2

yes.
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As can be seen in Table 40, six broad categories included: 1. Word feature analysis;
2. Using context; 3. Using L1 translations; 4. Guessing without reported strategies; 5.
Other strategies; and 6. No reported strategies. It should be noted that in some cases,
although participants firstly reported their noticing of an unknown TW, they did not
report their guess/thoughts about the TW. This was named as “6. No reported
strategies”. This category should be distinguished from: a) the “Not noticed” category at
Level 1 (i.e., awareness level), where participants did not report their awareness of a
TW; and b) the “4. Guessing without reported strategies™ category at Level 2 (i.e.,
vocabulary processing strategies level), where participants provided a guessed meaning,
or demonstrated their attempts to guess the meaning while viewing.

Among the 239 cases where participants noticed the unknown TWs, there were 4
cases (1.49%) where participants forgot what they were thinking while viewing after
confirming their noticing of the unknown TWs (labelled as “6.2. Forgot thoughts” in
Table 40). In terms of strategy combination, in most cases, participants used only one
strategy for each unknown TW (89.12%). However, in 26 cases (10.88%), participants
combined two (9.21%) or three (1.67%) strategies to engage with one TW. Overall,
there were 269 instances of strategy use for the 239 cases of noticed unknown TWSs. The
bilingual subtitles group witnessed the highest number of combined strategies (5.02%),
followed by the captions group (4.60%), and the L1 subtitles group (1.26%). Table 41
presents the number of instances that each of the strategies were combined with others
in each group. In general, strategies that were most frequently combined with others
were: 2.2. Using images (25.00%), 3.1. Using L1 matched (23.21%), and 2.3. Using
global understanding (12.50%). For the captions group, more combination cases

occurred when using context (i.e., subcategories 2.2, 2.3, and 2.4), while for the
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bilingual and L1 subtitles groups, “3.1. Using L1 matched” and “2.2. Using images”

were combined most frequently with other strategies.

Table 41. Results for the Frequency and Percentage of Participants” Combination of
Different VVocabulary Processing Strategies by Group

Subcategories Captions L1 (%) Bilingual Total (%)
(%) (%)
1.1. Analysing part of speech 2 (8.00) 0 (0) 1 (4.00) 3 (5.36)
1.2. Analysing word-structure 2 (8.00) 0 (0) 0 (0) 2 (3.57)
1.3. Spelling association 2 (8.00) 0 (0) 4 (16.00) 6 (10.71)
1.4. Analysing word 1 (4.00) 0 (0) 1 (4.00) 2 (3.57)
pronunciation

1.5. Word usage 0(0) 0 (0) 1 (4.00) 1(1.79)
2.2. Using images 7(28.00) 2(33.33) 5(20.00) 14 (25.00)
2.3. Using global understanding 5 (20.00) 1 (16.67) 1 (4.00) 7 (12.50)
2.4. Using local contextual cues 6 (24.00) 0 (0) 0 (0) 6 (10.71)
3.1. Using L1 matched 0 (0) 2(33.33) 11(44.00) 13(23.21)
5.3. Visualizing 0 (0) 1(16.67) 1 (4.00) 2 (3.57)
Total (%) 25 (100) 6 (100) 25 (100) 56 (100)

Table 42 summaries the frequency of which each strategy was used in the three

subtitling groups. In general, from the six broad categories, categories 3. Using L1

translations (31.60%), 2. Using context (27.51%), and 6. No reported strategies (22.30%)

were the most frequent categories that emerged across groups. To be specific, the top

five most frequently used sub-strategies across groups were: 3.1. Using L1 matched

(29.74%), 6.1. No reported meaning guessed (20.82%), 2.2. Using images (10.04%), 2.4.

Using local contextual cues (8.55%), and 2.3. Using global understanding (5.95%), as

shown in Table 42.



Table 42. Results for the Frequency and Percentage of Participants’ Vocabulary Processing Strategies (Level 2) of Unknown Target Words in

Stimulated Recall Interviews by Group

Strategy categories Subcategories

Captions (%) L1 (%)

Bilingual (%) Total (%)

1. Word feature analysis
1.1. Analysing part of speech
1.2. Analysing word-structure
1.3. Spelling association
1.4. Analysing word pronunciation
1.5. Word usage
2. Using context
2.1. Using auditory cues
2.2. Using images
2.3. Using global understanding
2.4. Using local contextual cues
3. Using L1 translations
3.1. Using L1 matched
3.2. Using L1 not matched
4. Guessing without reported strategies
4.1. Meaning fully guessed
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13 (11.02)
3 (2.54)

5 (4.24)

3 (2.54)

2 (1.69)

0 (0)

51 (43.22)
2 (1.69)
13 (11.02)
13 (11.02)
23 (19.49)
0 (0)

0 (0)

0 (0)

22 (18.64)
5 (4.24)

2 (3.45)
1(1.72)

0 (0)

0 (0)
1(1.72)
0(0)

10 (17.24)
3(5.17)

6 (10.34)
1(1.72)

0 (0)

27 (46.55)
25 (43.10)
2 (3.45)
0(0)

0(0)

7 (7.53)
1(1.08)

0 (0)

4 (4.30)
1(1.08)
1(1.08)
13 (13.98)
3(3.23)

8 (8.60)

2 (2.15)

0 (0)

58 (62.37)
55 (59.14)
3 (3.23)

0 (0)

0 (0)

22 (8.18)
5 (1.86)

5 (1.86)
7(2.6)

4 (1.49)
1(0.37)
74 (27.51)
8 (2.97)
27 (10.04)
16 (5.95)
23 (8.55)
85 (31.60)
80 (29.74)
5 (1.86)
22 (8.18)
5 (1.86)



Strategy categories

Subcategories

Captions (%) L1 (%)

Bilingual (%) Total (%)

5. Other strategies

6. No reported strategies

Total (%)

4.2. Meaning partially guessed

4.3. Meaning unsuccessfully guessed

5.1. Pretest impact
5.2. Want to use a dictionary

5.3. Visualizing

6.1. No reported meaning guessed
6.2. Forgot thoughts

9 (7.63)

8 (6.78)

1 (0.85)

0 (0)

1 (0.85)

0 (0)

31 (26.27)
31 (26.27)
0 (0)

118 (100)

0(0)

0 (0)
3(5.17)

2 (3.45)
0(0)
1(1.72)
16 (27.59)
15 (25.86)
1(1.72)
58 (100)

0 (0) 9 (3.35)
0 (0) 8 (2.97)
2 (2.15) 6 (2.23)
1 (1.08) 3 (1.12)
0 (0) 1(0.37)
1(1.08) 2 (0.74)

13(13.98) 60 (22.30)
10 (10.75) 56 (20.82)
3 (3.23) 4 (1.49)

93 (100) 269 (100)
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When looking at the strategies used by each group, it should be noted that some
strategies only applied to certain subtitling conditions. As shown in Table 42, the “3.
Using L1 translations strategy” was not applicable to the captions group due to the lack
of L1 translations in the subtitling area. Moreover, the “4. Guessing without reported
strategies” did not apply to the L1 and bilingual subtitles groups because the presence of
L1 translations made meaning guess less likely to occur during viewing.

To more easily compare strategy use across different subtitling groups, Table 43
summarises the top three most frequently used strategies in each subtitling condition. It
is worth noting that, the “6. No reported strategies” was the second most frequently
reported category in all three groups. This is possible due to the incidental nature of the
viewing activity. The strategies used in the captions group were distinct from the other
two groups. Using context (43.22%), especially using local contextual cues (19.49%)
and global understanding (11.02%), was more frequently reported in the captions group
than in the other two groups. In addition, the captions group reported the “4. Guessing
without reported strategies” (18.64%) more frequently than the other two groups. Table
43 shows more similarities in strategy use between the bilingual and L1 subtitles groups
as they shared the same three most frequent strategies. However, it should be noted that
the bilingual subtitles group reported more cases of using L1 translations (62.37%) than
the L1 subtitles group (46.55%). Moreover, there were fewer cases of “6. No reported
strategies” in the bilingual subtitles group (13.98%) than in the L1 subtitles group

(27.59%).

Table 43. Top Three Most Frequently Used VVocabulary Processing Strategy Categories
and Subcategories in Three Subtitling Groups

Group Rank Broad category (%) Subcategory (%)

Captions 1% 2. Using context (43.22) 6.1. No reported meaning
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Group Rank Broad category (%) Subcategory (%)
guessed (26.27)
2nd 6. No reported strategies (26.27) 2.4. Using local contextual
cues (19.49)
31 4. Guessing without reported 2.2. Using images (11.02)
strategies (18.64) 2.3. Using global
understanding (11.02)
L1 1% 3. Using L1 translations (46.55) 3.1. Using L1 matched (43.10)
2nd 6. No reported strategies (27.59) 6.1. No reported meaning
guessed (25.86)
3rd 2. Using context (17.24) 2.2. Using images (10.34)
Bilingual 1% 3. Using L1 translations (62.37) 3.1. Using L1 matched (59.14)
2nd 6. No reported strategies (13.98) 6.1. No reported meaning
guessed (10.75)
31 2. Using context (13.79) 2.2. Using images (8.60)

The most frequently used strategy for the bilingual and L1 subtitles groups was ““3.

Using L1 translations”. This strategy is then analysed in detail to further explore

potential group differences. As shown in Table 44, this category was divided into two

subcategories and each of these two subcategories was further divided into three

subcategories. Table 44 shows that, on most occasions, participants in the bilingual

(59.14%) and L1 subtitles (43.10%) groups could successfully match L1 translations to

unknown TWs during viewing, with more successful cases reported in the bilingual

subtitles group. When looking at the further subcategories, “3.1.3. Using L1 no

sequence mentioned” was the most frequently reported strategy, followed by “3.1.1. L2

triggered reference to L1” in both groups. However, for the bilingual subtitles group,

the third most frequently used strategy was “3.1.2. L1 triggered reference to L2”
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(8.62%), whereas this strategy was not mentioned by the L1 subtitles group. On the
contrary, for the L1 subtitles group, “3.2.1. L1 triggered other L2 (7.41%) was
recorded as the third most frequently used, which was not reported by the bilingual

subtitles group.

Table 44. Results for the Frequency and Percentage of Subcategories and Further
Subcategories Within the “3. Using L1 translations” Category in the L1 and Bilingual
Subtitles Groups

Subcategories Further subcategories L1 (%) Bilingual
(%)
3.1. Using L1 25 (43.10) 55 (59.14)
matched
3.1.1. L2 triggered referenceto L1 7 (25.93) 8 (13.79)
3.1.2. L1 triggered referenceto L2 0 (0) 5(8.62)
3.1.3. Using L1 no sequence 18 (66.67) 42 (72.41)
mentioned
3.2. Using L1 not 2 (3.45) 3(3.23)
matched
3.2.1. L1 triggered other L2 2 (7.41) 0 (0)
3.2.2. Mismatched L1 and L2 0 (0) 1(1.72)
3.2.3. Lack of time to check L1 0(0) 2 (3.45)
Total 27 (100) 58 (100)

5.2.3. AThird Level of Engagement that Emerged: Intentionality of Learning

Although participants’ intentionality of learning unknown TWs was not explicitly
asked in the stimulated recall, a few participants mentioned their intentionality to learn
unknown TWs. According to Svalberg’s (2009) definition of engagement, which is
adopted in the present study, intentionality can be regarded as the affective level of
engagement and is also considered an important contributor to learning (as discussed in

section 2.5.1). Therefore, although this level was not systematically reported by the
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participants, | decided to include a third level of coding to record the cases where
participants’ vocabulary learning intentionality was reported. However, it should be
noted that no firm claims can be made concerning this level because it was not part of
the stimulated recall protocol and participants were not explicitly asked to report about
their intentionality. It could then be the case that some participants might have
intentionally engaged with the TWSs, but they did not mention it in the stimulated recall.

As shown in Table 45, among the 239 cases in which participants reported their
awareness of unknown TWs at Level 1, participants mentioned their intentionality (or
lack of intentionality) to learn unknown TWs while viewing in 25 cases (10.46%), with
11 times not intended to learn (4.60%) and 14 times intended to learn (5.86%).
Interestingly, most of reported cases emerged in the bilingual subtitles group. However,
it is important to note that no firm conclusions about which conditions lead to higher

intentionality of learning could be made due to the limited number of reported cases.

Table 45. Results for the Frequency and Percentage of Participants’ Reported
Intentionality of Learning Unknown Target Words (Level 3) in Stimulated Recall
Interviews by Group

Categories Captions (%) L1 (%) Bilingual (%)  Total (%)
Not intended to learn 2 (1.92) 0 (0) 9 (11.25) 11 (4.60)
Intended to learn 1 (0.96) 3 (5.45) 10 (12.50) 14 (5.86)
Not mentioned 101 (97.12) 52 (94.55) 61 (76.25) 214 (89.54)
Total 104 (100) 55 (100) 80 (100) 239 (100)
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5.3. Qual Interim Discussion

This section first discusses the findings in relation to RQ5, which investigates
participants’ reported engagement with unknown TWs during subtitled viewing and
comparisons between bilingual subtitles and other monolingual subtitle conditions. The
findings are discussed individually at three levels (i.e., awareness, vocabulary
processing strategies, and intentionality). Then, the qualitative findings are triangulated
with the quantitative results (i.e., vocabulary tests and eye-tracking findings) to answer

RQ6.

5.3.1. Level 1: Awareness

Stimulated recall data first showed that in the majority of cases (94.21%),
participants were able to report unknown TWSs as noticed or not noticed, which suggests
that stimulated recall is an appropriate method for examining learners’ awareness of
novel vocabulary.

In all three subtitling conditions, participants were more likely not to notice
unknown TWs than to notice them. The overall noticed rate (i.e., reporting having
noticed TW5s) was 40.72%, which was still higher than the rate reported in the L2
reading study by Godfroid et al. (2013), with a recorded 31.1% of noticing cases. This
suggests a possible advantage for subtitled viewing over reading-only conditions for
increasing L2 learners’ awareness of unknown words, at least in incidental learning
settings. This finding echoes the claim that the use of multimedia can facilitate L2
acquisition by presenting information in different input modes, which increases the

likelihood of noticing linguistic features (Plass & Jones, 2005).
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When comparing the awareness rate between groups, most noticing cases were
recorded in the captions group (50.98%), followed by the bilingual subtitles group
(41.88%), whereas the L1 subtitles group only noticed 28.65% of unknown TWs. This
result provides empirical evidence to support the Modality Principle in Multimedia
Learning (Low & Sweller, 2005). According to this principle, learners’ working
memory capacity is believed to be effectively expanded by presenting the same
information in a mixed visual and auditory mode, especially when information in a
single mode is not understandable by itself. Therefore, presenting L2 unknown words in
both written and auditory forms, which was the case in the captions and bilingual
subtitles groups, might increase learners’ noticing of unknown words and facilitate
learning. The lower awareness rate in the bilingual subtitles group compared to the
captions group also seems to suggest that the presence of L1 translations might
potentially distract learners’ attention away from L2 unknown TWs. The lowest
awareness rate reported in the L1 subtitles group, supporting earlier claims that the use
of L1 subtitles may prevent learners concentrating on spoken L2 and so bypass the L2
spoken form of words (e.g., Lambert & Holobow, 1984; Peters, 2019). Therefore,
although the presence of an L1 line in bilingual subtitles seemed to lead to less noticing
of L2 words than in the captions group, it still led to more noticing than in the L1

subtitles group.

5.3.2. Level 2: Vocabulary Processing Strategies

5.3.2.1. Vocabulary Processing Strategies Across Groups

Concerning participants’ vocabulary processing strategies, the results show that the

participants used various types of strategies to engage with unknown TWs that appeared
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only once in the video. The findings support the reading study by Rott (2000), where
learners were found to engage and infer unknown word meanings even on their first
encounter during reading. Similar to previous reading studies (e.g., Fraser, 1999; Hu &
Nassaji, 2012; Rott, 2000), participants in the present research also used strategies
independently (89.12%) as well as in combination (10.88%) to construct their
knowledge of unknown words. Especially, the bilingual subtitles group had the highest
number of strategy combination cases, with using L1 translations being the most
frequently combined strategy. The provision of more input when using bilingual
subtitles seemed to encourage the participants to apply and combine more strategies to
engage with a novel word.

As can be observed in Table 46, the types of strategies generated in the present
study were similar to previous research that explored L2 learners’ vocabulary
processing/learning strategies during viewing and reading. Comparing to the only
viewing study conducted by Syodorenko (2010), almost all the strategies reported there
were seen in the present findings with one exception, i.e., “recognizing words that are
similar to L1” (p. 61). This can be attributed to the lack of cognates between
participants’ L1 (i.e., Chinese) and L2 (i.e., English) in the present research. There are
some strategies that emerged in the present study that were not recorded by Syodorenko
(2010). This may be due to the different research designs and research methods applied.
While Syodorenko (2010) used a questionnaire to explore L2 learners’ general
vocabulary learning strategies during captioned viewing, the present research used
stimulated recall targeting each TW during subtitled viewing. Therefore, strategies
concerning the use of L1 translations were not applicable in her study. Moreover, the
use of a questionnaire only allowed participants to report the general strategies they

could remember, whereas stimulated recall could capture the specific strategies used for
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each unknown word. Additionally, the present findings also overlap with previous
reading studies in terms of the strategies used. The major difference between reading
studies and the present findings is participants’ lack of using multimedia input to engage

with unknown words in reading studies, for example, using auditory cues and images.

Table 46. Comparison of the Vocabulary Processing Strategies Generated by the
Present Study and Previous Research

Strategy Strategy subcategory in  VVocabulary processing/learning strategy in
category inthe the present study previous reading and viewing studies
present study

1. Word feature  1.1. Analysing part of ~ Morphological analysis; Mistaken 1D

analysis speech (Huckin & Bloch, 1993);
1.2. Analysing Analyzing; Analogy; Grammatical
word-structure knowledge; Morphological knowledge
1.3. Spelling (Nassaji, 2003);
association Word feature analysis (Lawson & Hogben,
1.4. Analysing word 1996);
pronunciation L1/L2 word identification (Fraser, 1999);
1.5. Word usage Breaks TW into its two components; Tried

different word categories (Rott, 2000);
Form-focused (Hu & Nassaji, 2012);
Reading captions; Using the roots of
known words; Paying attention to
grammar (Sydorenko, 2010).

2. Using context  2.1. Using auditory \

cues

2.2. Using images Matching visual images with words
(Sydorenko, 2010).

2.3. Using global Used context (Huckin & Bloch, 1993);

understanding Verifying; World knowledge; Discourse

2.4. Using local knowledge (Nassaji, 2003);

contextual cues Parallelism; Sentence-bound cues;
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Strategy
category in the

present study

Strategy subcategory in  VVocabulary processing/learning strategy in

the present study

previous reading and viewing studies

3. Using L1

translations

4. Guessing
without reported

strategies

5. Other

strategies

3.1. Using L1 matched
3.2. Using L1 not

matched

4.1. Meaning fully
guessed

4.2. Meaning partially
guessed

4.3. Meaning
unsuccessfully guessed
5.1. Pretest impact
5.2. Want to use a
dictionary

5.3. Visualizing

Complex elaboration (Lawson & Hogben,
1996);

Sense creation (Fraser, 1999);

Inferences using immediate context; Use
of grammatical knowledge; Use of
background knowledge; Elaborating on the
context; Lexically correct inferences;
Conceptual inferences (Rott, 2000);
Searching for meaning in the context of
the TW; Accessing background knowledge
to make meaning of the TW (Rott, 2005);
Meaning-focused (Hu & Nassaji, 2012);
Reading captions; Paying attention to
verbal context; Paying attention to
grammar (Sydorenko, 2010).

Consult (a dictionary) (Fraser, 1999);
Referring to the glosses; Using existing
knowledge sources to retrieve a synonym
of the L1 gloss (Rott, 2005);

L1 knowledge (Nassaji, 2003)

Simple elaboration (Lawson & Hogben,
1996);

Circumlocution of the meaning of the TW
(Rott, 2000).
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Strategy Strategy subcategory in  VVocabulary processing/learning strategy in

category inthe  the present study previous reading and viewing studies
present study

6. No reported 6.1. No reported Potholes (Huckin & Bloch, 1993);
strategies meaning guessed Ignore (Fraser, 1999);

Demonstrates awareness of TWSs but does
not infer meaning (Rott, 2000);
Monitor (Rott, 2005);
Monitoring (Hu & Nassaji, 2012; Nassaji,
2003).

6.2. Forgot thoughts \

In the present research, the most frequently reported strategy categories were using
L1 translations (only in the L1 and bilingual subtitles groups), noticed words but did not
report strategy to guess/link (i.e., “6. no reported strategy”), and using various types of
contexts (e.g., images and contextual cues). In terms of using L1 translations, although
no previous studies have explored learners’ vocabulary processing strategies during L1
subtitled viewing, research has shown that, when L1 is available during reading (e.g.,
using a dictionary or L1 glosses), learners frequently make use of L1 when
encountering unknown words as a tool to aid their vocabulary learning and
understanding (e.g., Fraser, 1999; Ouyang et al., 2020; Rott, 2005). Moreover, L1
translation is also believed to be the most effective method to support understanding and
help to build up an initial form-meaning link (Nation, 2003; Schmitt, 2008), which
could explain learners’ preference for using their L1 to check unknown words during
viewing in those conditions where L1 lines were available.

The second most frequent category across groups was noticing unknown words but
not reporting any strategy to guess/link. In this category, participants reported their

noticing of a TW as an unknown word but did not report their guess or thoughts
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concerning the meaning or form of the word. This could indicate that either participants
did not use any strategy during viewing, or they did not remember. Similar categories
have emerged in reading research but been named differently, such as “ignore” by
(Fraser, 1999), which was distinguished from “no attention” (i.e., not noticed) and
“infer (i.e., inferred word meaning)” (p. 229). Rott (2000, p. 261) labelled it as
“demonstrates awareness of TWs but does not infer meaning”. A similar situation was
later named as “monitor”, under “meta-cognitive processing” strategy, which was
defined as “readers monitored their comprehension of the TW by mentioning that they
were unsure of its meaning saying ‘I am not sure’” (Rott, 2005, p. 103). This strategy
can be considered an exemplar of shallow processing according to the Depth of
Processing Hypothesis (Craik & Lockhart, 1972; Leow, 2015), as TWs were only
registered at the noticing level, but no further engagement or cognitive effort was
involved. Interestingly, compared to other strategies, this strategy has not been
frequently mentioned in reading studies where vocabulary learning was the aim of
reading (e.g., Fraser, 1999; Rott, 2005). Its frequent occurrence in the present research
also attests to the nature of incidental learning, in which the main aim was
comprehension rather than language learning (Hulstijn, 2001, 2003), and learners paid
more attention to content rather than learning vocabulary.

Another frequently mentioned category was using context, which supports
previous reading research findings (e.g., Fraser, 1999; Lawson & Hogben, 1996; Rott,
2000, 2005). However, it should be noted that context in this study includes both
written/auditory contextual cues and images, which is different from reading research
where context only refers to the written verbal context. When images were available as
part of language input, they became a strong competitor for verbal context in supporting

learners’ understanding of unknown words. Learners frequently used imagery to support
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their understanding of unknown words during viewing. This finding echoes Syodorenko
(2010), who found that using images was the most frequently used strategy to engage
with unknown words during captioned viewing. It also provides evidence to support
previous claims suggesting that on-screen imagery can benefit L2 learners’ incidental
vocabulary learning (e.g., Peters, 2019; Rodgers, 2018). The frequent use of images
could also imply that the presentation of on-screen text, even with bilingual subtitles,
did not prohibit viewers’ processing of images, which supports previous viewing

research (e.g., Lazareva & Loerts, 2017; Lwo & Lin, 2012).

5.3.2.2. Vocabulary Processing Strategies: Between-Group Comparisons

This section discusses the comparisons between the bilingual subtitles and two
monolingual subtitles groups separately. When comparing the most frequently used
strategies in the bilingual subtitles and captions group, four main differences were
revealed. First, as expected, the use of L1 translations was the most frequently used
strategy in the bilingual subtitles group when encountering an unknown word, whereas
it was not recorded in the captions group, as they were not available in that group. In
addition, participants in the captions group were not always able to articulate the
strategies they used to guess the meanings of words (i.e., 4. Guessing without reported
strategies), and this strategy did not emerge in the bilingual subtitles group. Third,
although both groups frequently used the context (including auditory cues, imagery, and
verbal context) to engage with unknown TWs, this strategy was reported much more
frequently in the captions group (43.22% vs. 13.79% in the bilingual subtitles group).
Especially, the bilingual subtitles group was less likely to infer word meanings using
global understanding (2.15%) or local contextual cues (0%). In the reading context,

Fraser (1999) found that L2 learners used inferring more than consulting a dictionary to
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understand the meanings of unknown words. However, it is important to note that
checking the L1 translation in a dictionary while reading involves extra actions, a higher
level of intentionality, and interruption of the reading process, which is different from
using L1 lines which were already available during viewing.

The last difference lay in the lower reported rate of not using strategies to engage
with noticed unknown words in the bilingual subtitles group (10.75%) compared to the
captions group (26.27%). This suggests that the presence of both L1 and L2 (i.e., using
bilingual subtitles) led to more strategy use. However, when using captions, participants
had a relatively higher chance of noticing unknown words but not engaging with word
meanings by ignoring or giving up guessing. As shown in Example 2, when using
captions, participant A16 noticed the TW traumatised, but thought the word looked
complicated and thus did not attempt to guess. This happened frequently, especially

during viewing where the presentation time of unknown words was limited.

Example 2.

R: iXA~“traumatised”, 4 I A %A 1F = 21X 1M1 ? [This one “traumatised”.
Did you notice this word at that time?]

Al6: HEERBIXANE T, wREHE S, BHANM. [ noticed this word at that

time. | thought it was very complicated and | couldn’t understand it.]

The aforementioned group differences between bilingual subtitles and captions
indicated that with the presence of L1 translations in the bilingual subtitles group,
participants were more likely to apply strategies to engage with unknown words, and
they would reasonably turn to the use of L1 translations as a shortcut to facilitate their
understanding of unknown words. However, they were less likely to infer unknown

TWSs’ meanings using global understanding or local contextual cues. When L1
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translations were not available (i.e., using captions), participants were less likely to
apply strategies to engage with unknown words, and if they did, they seemed to rely
more on the verbal context or on other unmentioned sources.

Comparisons were then made between bilingual and L1 subtitles. There were great
similarities between these two conditions in terms of the types of vocabulary processing
strategies used. The three most frequent categories were the same for both groups (i.e., 3.
Using L1 translations, 6. No reported strategies, and 2. Using context). However,
participants in the two subtitling groups differed in their frequency of using these
strategies. First, although using L1 translations was the most frequent strategy and, on
most occasions, participants could successfully match L1 translations to L1 unknown
TWs in both groups, this strategy was much more frequently reported in the bilingual
subtitles group (62.37% vs. 46.55% in L1 subtitles). This suggests that the presence of
both L1 and L2 lines during viewing encouraged participants’ use of the translations to
understand unknown words. This finding also echoes the comment from a participant in
Li’s (2016) study when using bilingual subtitles: “I can compare with the two lines of
languages. | use L1 subtitles for getting the meaning and L2 subtitles for getting the
words’ spelling” (p. 195). Second, in the L1 subtitles group, there were twice as many
cases as in the bilingual subtitles group where participants noticed an unknown word
but did not report any strategies to engage with it. This indicates that when the written
forms of L2 TWs were available, learners were more likely to engage with the meanings
of unknown words and attempt to match L1 translations to L2 unknown words, rather
than simply registering them without engaging with their meanings.

When looking in depth into participants’ use of L1 translations, further
subcategories revealed another difference between these two groups. When using

bilingual subtitles, L1 translations could also serve as a trigger for learners’ referring to
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L2 unknown words, whereas this was not reported when using L1 subtitles. On the
contrary, some participants using L1 subtitles reported that L1 translations triggered
their memory of other L2 words. Due to L2 written forms not being available, learners
were likely to mistakenly match a familiar L2 word to a presented L1 translation,
resulting in paying less attention to the L2 auditory form or bypassing the auditory L2
input (Peters, 2019). However, when using bilingual subtitles, learners could access the
written forms of both L1 and L2 at the same time, which increased their chances of
analysing word features and linking auditory forms with their written forms.

These group differences between the bilingual and L1 subtitles groups indicate that
while participants in both conditions relied on L1 translations of TWs, bilingual
subtitles led to an even greater reliance on L1 translations and also enabled learners to
have more engagement with L2 word forms, which was more likely to facilitate the

initial establishment of form-meaning connections for unknown words.

5.3.3. AThird Level of Engagement that Emerged: Intentionality of Learning

Although stimulated recall was not designed to probe learners’ intentionality to
learn each TW, there were some cases (10.46%) where participants explicitly
commented on their intentionality to learn TWs while viewing. It is important to
acknowledge this aspect of learners’ engagement with TWSs since it is closely related to
the affective aspect of engagement. As discussed in section 2.5.1, according to
Svalberg’s (2009) concept of engagement, an engaged individual has a positive,
purposeful, willing, and autonomous disposition towards the object. Also, intentional
learning could lead to greater and faster vocabulary gains with better learning retention

compared to learning without intention (Schmitt, 2008). Therefore, learners’
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intentionality to learn unknown words during viewing can also affect their learning
gains.

The present findings provide empirical evidence to support the claim that
intentional and deliberate learning can occur in incidental learning conditions (Hulstijn,
2001, 2003). However, it should be noted that the number of cases showing
participants’ intentionality of learning across conditions was very small (5.86%). This
suggests that, while there may be some intentionality in incidental learning conditions,
participants still focused mostly on comprehension, as intended by the design of the
learning condition.

When looking at each subtitling group, participants in the bilingual subtitles group
commented more on their intentionality to learn unknown vocabulary than the other two
monolingual groups. This suggests that bilingual subtitles might be regarded as an
English learning tool which is more likely to raise learners’ vocabulary learning
intention. This also supports Li’s (2016) finding that bilingual subtitles have been
ranked as the most useful subtitling type to facilitate L2 learners’ vocabulary learning.
However, it is important to note that this conclusion was based on a small number of
cases and further research should be conducted to test this claim.

In summary, the stimulated recall findings suggest that regarding learners’
awareness of unknown TWs (Level 1), participants in general noticed 40.72% of
unknown TWs during subtitled viewing in the incidental learning context. The bilingual
subtitles group noticed fewer unknown words than the captions group but more than the
L1 subtitles group. Concerning the use of vocabulary learning strategies (Level 2),
learners applied six general types of strategies (with 23 specific strategies) to engage
with unknown words during subtitled viewing, with using L1 translations and using

context being the most frequently reported strategies. Participants also frequently
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reported that they noticed unknown TWs but did mention any strategies to engage with
them. Various strategies were used in different subtitling conditions. The bilingual
subtitles group shared more similarities with the L1 subtitles group than with the
captions group. Comparing to monolingual subtitles, learners using bilingual subtitles
more frequently used L1 translations to engage with unknown words, and more
successful meaning matching cases were reported. The results provided empirical
evidence showing the potential of bilingual subtitles to combine the advantages of
monolingual subtitles. L2 written forms increased learners’ noticing of unknown words
compared to using L1 subtitles, and L1 translations helped learners to establish accurate
initial form-meaning connections. However, the bilingual subtitles group was less likely
to use the verbal context to engage with unknown words compared to the captions
group. Concerning the level of analysis that emerged (i.e., Level 3: Intentionality of
learning), more cases of intentional learning were reported in the bilingual subtitles
condition, suggesting that bilingual subtitles may have the potential to increase learners’

vocabulary learning intention during viewing.

5.3.4. Triangulation of Qualitative and Quantitative Findings

RQ6 aimed to combine and compare stimulated recall findings with previous
quantitative results to paint a more thorough picture of how learners’ report engagement
with unknown words relates to their incidental vocabulary learning gains and how it
relates to their eye movements during subtitled viewing. Triangulation of participants’
stimulated recall findings is first done with their vocabulary tests results, followed by

triangulation with participants’ eye movements results.
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5.3.4.1. Stimulated Recall Findings vs. Vocabulary Test Results

The stimulated recall findings corroborated the vocabulary test results reported in
section 4.2.1. The vocabulary test results indicated that the captions group significantly
outperformed the other groups on form recognition. Similarly, the stimulated recall
findings showed that participants in the captions group noticed more unknown TWs
than the bilingual and L1 subtitles groups. This suggested that the higher level of
awareness reported in the stimulated recall data was indeed reflected in greater form
recognition gains.

In terms of learning word meanings, the bilingual subtitles group significantly
outperformed the captions group on meaning recognition. This advantage of bilingual
subtitles in facilitating meaning knowledge can be explained by the vocabulary
processing strategy used. The bilingual subtitles group was more likely to apply
strategies to engage with unknown TWs than the captions group, whereas the captions
group had a relatively higher chance of noticing unknown words but not using strategies
to engage with word meanings. Moreover, the bilingual subtitles group used L1
translations largely to construct their knowledge of unknown words while viewing. This
may explain the general better performance of bilingual subtitles than captions in
learning word meanings. This suggests that the frequent use of L1 translations did
indeed facilitate learners’ recognition of word meanings. With the presence of both L1
and L2, bilingual subtitles could facilitate the initial establishment of a form-meaning
link, which was reflected in recognition tests. This finding also supports the claim that
using L1 translations is an effective and beneficial method to establish an initial
form-meaning link (Schmitt, 2008), which also echoes previous studies showing the

benefits of using L1 glosses for incidental learning gains in both reading (e.g., Ouyang
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et al., 2020; Teng, 2019) and viewing (e.g., Montero Perez et al., 2018). The advantages
of L1 for facilitating vocabulary learning have also been noted by Nation (2003):
This [study always found L1 translation is the most effective] is probably because L1
translations are usually clear, short and familiar, qualities which are very important in
effective definitions (McKeown 1993). When the use of an L1 translation is

combined with the use of word cards for the initial learning of vocabulary, then
learners have a very effective strategy for speeding up vocabulary growth. (p. 4)

However, it should be noted that the advantage of bilingual subtitles was not
significant over captions in meaning recall. As explained in section 4.3.1, the
form-meaning links established by referring to L1 translations in bilingual subtitles
might have been too subtle to be observed in a recall test. This potential reason seems to
be confirmed by the stimulated recall findings. Despite the fact that the captions group
tended to apply fewer strategies to engage with unknown words, in cases where they did,
they seemed to make more use of contextual cues, which might have led to deeper
processing of word meanings. According to the Depth of Processing Theory (Leow,
2015), information can be better retained in memory with a larger amount of cognitive
effort and higher level of analysis involved. However, according to Leow (2015), the
use of L1 translation in vocabulary learning can be considered a lower depth of
processing, leading to simple and shallow engagement with unknown words, compared
to elaborations and deep cognitive processes in guessing word meanings. This echoes
Hu and Nassaji’s (2012) findings showing that when the meaning of a novel word is
easily understood, L2 learners are likely to pay less attention to the word form, leading
to weak form-meaning connections which may negatively affect word retention. In the
present study, the different depth of processing was revealed by comparing the
engagement of two participants with the same TW surrogate when using captions and

bilingual subtitles as examples:
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Example 3. [Captions group]

A13: B XA R A . S mum”, (HRA MBI,
PARAMER B0 . BRI EANRRIEEE, BT VR B — BAE TR E
HI i . SRS /NI R, BRI, FTUURIZZ, MiZeiX
MR, EREILTRN, Bigs ARSI R, IR eI, [In the
picture, the duck is following the cat. There is a “mum” followed, but there is
a modifier, so this modifier is [the word]. Because it’s [the cat] not their [the
ducks’] real mother, and the video kept talking about when it [the duck] was
young. When the duck was young, it was raised by the cat, so it should be, it
should mean this, it should mean being raised, the type of mother who gave

them life, the mother who raised them.]

Example 4. [Bilingual subtitles group]

Ca: WEXANE T, RXASELANE, HAE 17 E2 “surrogate” 2 fCEE . [Ah, |
looked at this, when I looked at this I knew it’s “surrogate”, it means surrogate
[in Chinese].]

As can be observed in Example 3, participant A13 in the captions group used
images, local contextual cues, and a global understanding to infer the meaning of the
TW surrogate during viewing, whereas in Example 4, participant C4 in the bilingual
subtitles group used L1 translations to easily determine the meaning of the unknown
word. The instant understanding of word meaning may involve a relatively low level of
cognitive effort. However, when L1 translations were not available, learners attempted
to generate word meanings which required a higher level of cognitive effort. Once a
successful guess is made, it seems to be more likely to lead to better and longer
vocabulary retention than simply checking L1 translations. However, it should be noted
that, in general, the captions group was less likely to apply strategies to engage with

unknown words, which limited their learning gains. In sum, the use of L1 translations
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can be efficient to build up initial form-meaning connections which can be manifested
in a recognition test but may not be strong enough to be captured in a recall test.

When comparing vocabulary test results between the bilingual and L1 subtitles
groups, no significant group differences were revealed in terms of form and meaning
recognition. This is supported by the similar types of processing strategies applied in
these two subtitling groups. However, the bilingual subtitles group demonstrated a
significant advantage over the L1 subtitles group on meaning recall and showed a
superiority approaching significance in meaning recognition. This could be explained
by the higher number of cases of noticing recorded in the bilingual subtitles group.
Since the meaning recall test required learners to first recognise the form of TWs before
providing translations, the provision of L2 written forms while viewing could facilitate
learners’ mapping of L1 translations to L2 word forms. Moreover, although using L1
translations was the most frequently used strategy in both groups, there were more
successful matching cases recorded in the bilingual subtitles group. In addition, more
strategy combination cases were reported in the bilingual subtitles group than in the L1
subtitles group, which may imply a deeper engagement being involved in the bilingual
subtitles group compared to the L1 subtitles group. These findings echo previous
research showing that a combination of different processing strategies leads to higher
meaning recall gains than using strategies individually (e.g., Fraser, 1999; Hu & Nassaji,

2012; Lawson & Hogben, 1996).

5.3.4.2. Stimulated Recall Findings vs. Eye-movement Findings

As reported in section 4.3.3.3, eye-movement data revealed that the bilingual
subtitles group spent significantly less time on L2 unknown TWs than the captions

group, and significantly more time was spent on L1 translations of unknown TWs than
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the L1 subtitles group. Stimulated recall data also showed that the bilingual subtitles
group noticed fewer unknown TWs than the captions group but more than the L1
subtitles group. Thus, the greater attention paid to TWSs seems to have been reflected in
more noticing. It is important to note that the eye-tracking data only revealed the
attention learners paid to the written form of TWs or L1 translations, which did not take
into account participants’ noticing of TWSs in auditory form. Stimulated recall data
compensated for this limitation of eye-tracking in viewing research by examining
learners’ noticing of TWSs in both written and aural forms. This correspondence between
learners’ eye-movement findings and their reported awareness at group level echoes
Godfroid and Schmidtke (2013), who found a significant, positive relationship between
learners’ attention (as measured by eye movements) and awareness (as measured by
verbal report) during L2 reading. In their study, pseudowords that were reported as
noticed during reading were associated with longer processing times than unnoticed
ones.

Comparing the bilingual and L1 subtitles groups, eye-movement data revealed that
the bilingual group spent significantly more time on L1 translations of unknown TWs
than the L1 group. Stimulated recall reported that more unknown TWSs were noticed in
the bilingual subtitles group than in the L1 subtitles group. Taken together, these
findings seem to suggest that the presentation of both written L1 and L2 led to more
noticing of unknown TWs than presenting written L1s alone, and increased noticing
was also reflected in the increased amount of attention learners paid to L1 translations
of unknown words. The longer processing times for L1 translations in bilingual subtitles
could signal learners’ attempts to check the meanings of unknown words after noticing
them. This may also be supported by the vocabulary processing strategies learners

reported in these two groups. The bilingual group reported more cases of successfully
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matching L1 translations to unknown TWSs than the L1 group, while the L1 subtitles
group reported more cases of not using strategies to engage with words or more cases of
wrongly matching other L2 words to L1 translations of TWSs than the bilingual subtitles
group.

The stimulated recall findings also offer an explanation for the discrepancy
between learners’ processing time for L2 unknown TWSs and their vocabulary gains. As
reported in section 4.3.4, the longer second-pass reading time for unknown TWs in the
present study did not lead to higher learning gains, which agrees with the findings of
Montero Perez et al. (2015). It has been conjectured that a longer second-pass reading
time can reflect either readers’ “increased intention to commit the word to memory”
(Montero Perez et al., 2015, p. 324) or processing problems caused by readers’
incomplete lexical integration processes (Montero Perez et al., 2015; Rayner, 1998).
However, these different cognitive processes cannot be distinguished by merely
referring to eye-movement data (Montero Perez et al., 2015; Pellicer-Sanchez, 2020a).
The present stimulated recall findings provide empirical evidence to support Montero
Perez et al.’s (2015) speculation by revealing a great variety of strategies that learners
used to engage with unknown words during viewing. Moreover, in this incidental
learning setting, there was a considerable percentage of cases (20.82%) where
participants noticed unknown words during viewing but did not use any strategies to
engage with them. In addition, the stimulated recall results showed that not all the
strategies used could lead to successful inferencing or matching between L1 translations
and L2 forms, as also pointed out by other researchers (e.g., Huckin & Bloch, 1993;
Lawson & Hogben, 1996; Nassaji, 2003). A similar issue was also reported by
Syodorenko (2010), where participants reported a high frequency of using a guessing

strategy during captioned viewing but demonstrated uncertainty about the outcome of
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their guess. Therefore, a longer processing time could have encompassed different
processing strategies, and some of these strategies might not necessarily lead to
successful learning.

As presented in Example 5, participants Al4, A16, and A27 in the captions group
all spent a relatively long second-pass reading time on the TW confiscated, at 1,208ms,
911ms, and 763ms, respectively. However, different processing strategies were applied
by different participants. A14 did not notice the TW, A16 noticed the TW but did not
use any strategies to engage with it, whereas A27 noticed the TW and also partially
successfully inferred its meaning during viewing. These different processing strategies
were reflected in similar second-pass reading times, which might have led to different
learning gains and caused discrepancies between learners’ attention and learning

outcomes.

Example 5. [Captions group]

Ald: FAEEE, TRkEY, HLIRKRERE. Gdgehd T, &
3£ R /1. [1didn’t pay attention to it, maybe | saw it, but | didn’t pay
attention to it. At that time it seemed to be skipped, my attention.]

Al6: X}, BEIXAMEAR A, AmiEH4= 8. [Yes, | saw this word but it
wasn’t familiar. I’m not familiar with it, I didn’t know what it means.]

A27: EXANAING . AN AR IRAETF XA A KM . [I don’t know
this word. At the time, | was thinking I was guessing if this word was

imprisoned.]

Another discrepancy between eye-movement data and vocabulary learning gains
lies in the lack of a significant relationship between the processing time of L1

translations in bilingual subtitles and vocabulary learning gains as reported in section
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4.3.4. The stimulated recall data showed that the longer processing times for L1
translations in bilingual subtitles did not necessarily indicate that participants were
actively making form-meaning links. Instead, different types of engagement with
unknown words were involved. The longer processing times for L1 translations could
indicate that learners were simply taking in information without establishing
form-meaning links. As shown in Example 6, participant C27 spent a total of 1,267ms
reading time on the L1 translation of the TW foal but Oms on the L2 form, and also
reported no awareness of the TW. As revealed in other cases, the longer processing
times for L1 could also indicate learners’ simple matching of L1 translations and L2
words without deep engagement (as shown in Example 7). Moreover, not all successful
matches necessarily lead to vocabulary learning and retention, especially when most of

the unknown TWs only appeared once in the viewing material.

Example 6. [Bilingual subtitles group]

R: 4f, XA~ “foal” . [OK, this one “foal”.]

C27: W8, ¥, WEEKEAFEREIXAE. [Hmm, no, I did not seem to pay much

attention to this word.]

Example 7. [Bilingual subtitles group]

R: 1X4~, “traumatised”. [This one, “traumatised”.]

C17: T YR APRIX/MARK, REEERE T — X, &S, BT
iR 7, AIRAE 2 EHEIEL, X, [What | thought at the time was that the word

was very long, but then I looked at Chinese, | felt that, um, I understood it, so |
didn’t think about the English, right.]

R: X1, “barneys”. [This one, “barneys”.]
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C26: MUIIERE 1o iR Z AT AN, REFE T — XN A CHSCREe) .
[Yes, I noticed it. I didn’t know this one before, then | checked its

corresponding (Chinese translation).]

Therefore, the lack of relationship between learners’ attention and their vocabulary
learning gains could be attributed to the mixed cognitive processes underlying
participants’ eye movements as revealed in the stimulated recall findings. Moreover,
these different processing strategies did not necessarily account for successful
inferencing or learning gains that could be reflected in higher test scores.

In summary, the stimulated recall findings presented in this chapter also support
the quantitative findings of the vocabulary tests and eye-movement data. The stimulated
recall findings provided explanations of the vocabulary test results. The higher
awareness rate reported in the captions group explained their better performance on
form recognition. The bilingual subtitles group was found to use L1 translations more
frequently and successfully than other groups, which could explain their higher meaning
gains. However, participants using bilingual subtitles were found to be less likely to use
verbal contextual cues to infer word meanings compared to the captions group, which
was reflected in the lack of superiority of bilingual subtitles over captions in meaning
recall. Stimulated recall also compensated for the limitations of eye-tracking by
revealing participants’ noticing of unknown TWs during viewing. The bilingual
subtitles group was found to notice more unknown TWSs than L1 subtitles, but fewer
than the captions group. The stimulated recall data also showed that participants
engaged in a number of different strategies, which confirms previous claims that
different cognitive processes are involved in eye-movement data and in the attention
paid to lexical items. The inconclusive relationship between attention and learning gains

can thus be explained by the fact that not all strategies necessarily lead to successful
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guesses and learning gains.
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Chapter 6.  General Discussion and Conclusion

This research was motivated by the widespread use of bilingual subtitles among
Chinese learners of English. The main purpose of this study was to test the relative
effectiveness of bilingual subtitles on L2 learners’ incidental vocabulary learning, in
comparison to captions, L1, and no subtitles. The relative effects of bilingual subtitles
on comprehension were also examined. Most previous studies used offline tests to
examine learners’ vocabulary learning outcomes, but few of them explored learners’
cognitive engagement with unknown words during subtitled viewing. As such, a
secondary purpose of this study was to investigate L2 learners’ processing of different
sources of input in bilingual subtitles, in comparison to other subtitling conditions,
especially their engagement with unknown TWs during subtitled viewing with the help
of eye-tracking and stimulated recall.

This chapter starts by summarising the main findings of the study. The results and
discussion concerning each RQ have been presented in Chapters 4 and 5, so the general
discussion is organised based on specific topics rather than each RQ. The chapter then
presents a discussion of the theoretical, methodological and pedagogical implications of
the findings. It finishes with a discussion of the limitations of the present study and

suggestions for future directions.

6.1. Summary of the Main Findings

1. The effects of bilingual subtitles on L2 learners’ incidental vocabulary learning
(RQ1) and comprehension (RQ2), compared to captions, L1 subtitles, and no

subtitles.
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One of the aims of the present study was to compare the effects of bilingual
subtitles on incidental vocabulary learning and comprehension. A pretest-posttest
experimental design was employed to examine learners’ learning gains after viewing
with different subtitling types. Overall, the results demonstrate the benefits of using
bilingual subtitles to facilitate word meaning knowledge and comprehension. Bilingual
subtitles seemed to be less effective than captions in form recognition, but more
beneficial for learning word meanings compared to other subtitling types. In addition,
their benefits for vocabulary learning did not overshadow their superiority in
comprehension, which led to significantly better comprehension than captions and no
subtitles. Learners with a larger vocabulary size also tended to achieve higher
vocabulary and comprehension scores. Moreover, word length and frequency of

occurrence predicted meaning recall and meaning recognition gains, respectively.

2. L2 learners’ attention distribution towards different areas during viewing using
bilingual subtitles, compared to captions, L1 subtitles, and no subtitles (RQ3).

The eye-tracking data demonstrated that both the captions and bilingual subtitles
groups tended to spend more time processing the subtitling area than the image area,
while the L1 subtitles and no subtitles groups spent more time on images. In terms of
processing the subtitling area, presenting more input did not necessarily lead to longer
processing times. Learners spent similar amounts of time on the subtitling area when
using bilingual subtitles (60% of total reading time) and captions (64%), which were
both significantly longer than when using L1 (44%) and no subtitles (4%). By looking
in detail at learners’ use of L1 and L2 lines in bilingual subtitles, the participants were
found to use both lines, but the time spent on L1 lines (42%) was double than that spent

on L2 lines (20%). Moreover, the time spent on L1 lines was even longer than that in
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the L1 subtitles group (34%), whereas the time spent on L2 lines was shorter than that
in the captions group (56%). These findings suggest that when using bilingual subtitles,
learners rely more on L1 lines but still selectively process L2 lines. In addition,
learners’ vocabulary size had a negative effect on their processing of captions but no

effects on reading the bilingual and L1 subtitles.

3. L2 learners’ engagement, including attention (RQ3), awareness (RQ5), and
vocabulary processing strategies (RQ5), with unknown TWs during viewing using
bilingual subtitles, compared to captions and L1 subtitles.

In order to investigate L2 learners’ engagement with unknown words during
viewing, learners’ attention to each unknown TW was measured through various
eye-movement measures while viewing. Their awareness of and processing strategies
for each unknown TW were also examined using stimulated recall after viewing.
Eye-movement data showed that when they encountered unknown TWSs, learners using
bilingual subtitles spent significantly longer on the L1 translations of unknown words
than on L2 word forms. Moreover, words with higher frequency of occurrence were
more likely to be attended to. Their processing time for L2 unknown words was shorter
than that in the captions group, but more time was spent on L1 translations of unknown
words than those who used L1 subtitles. This suggests that the use of bilingual subtitles
led to increased attention to L1 translations, compared to only L1 subtitles being
presented. The presentation time and word length of unknown TWs showed positive
effects on learners’ processing time.

Similar patterns of group differences were observed when looking at the stimulated
recall data. In terms of learners’ awareness of unknown TWSs, learners in the bilingual

subtitles group noticed fewer unknown TWs than those using captions. However, the
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use of bilingual subtitles led to more noticing of unknown TWs than L1 subtitles. The
presence of L1 input seemed to have distracted the learners from L2 unknown words,
resulting in less noticing of unknown words when using bilingual and L1 subtitles
compared to using captions.

Learners’ processing strategies used to engage with each unknown TW were also
explored. Learners were found to use a variety of processing strategies during subtitled
viewing. The most frequent common strategies used across groups were using L1
translations (for the bilingual and L1 subtitles groups), using context, and not reporting
any strategy to engage with noticed words. Results also flagged up group differences.
When using captions, inferring word meanings based on context (especially verbal
context) was the most frequently used strategy. For the bilingual and L1 subtitles groups,
using L1 translations to check the meanings of unknown words was the most frequent
strategy. Bilingual subtitles were more likely to trigger learners to apply strategies, and
more form-meaning matching cases were reported in the bilingual subtitles group than

in the monolingual subtitles groups.

4. Potential relationship between L2 learners’ engagement with unknown TWs and
their incidental vocabulary gains (RQ4 & RQ6).

To further explore the relationship between learners’ engagement with unknown
words and their learning gains, vocabulary test results, eye-movement data, and
stimulated recall findings were triangulated and discussed. In general, learners’ attention
to L2 unknown words (but not L1 translations) could to some extent predict their
vocabulary learning gains, despite the fact that this relationship was not consistent in all
eye-tracking measures. This inconclusive relationship might be attributed to learners’

different underlying cognitive processes during viewing. This was confirmed by the
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stimulated recall data, revealing a variety of vocabulary processing strategies reported
by the participants, and not all vocabulary processing strategies led to successful
guessing. The stimulated recall data also supported the groups noticing more unknown
words achieving higher form recognition scores. The better performance of the bilingual
subtitles group on meaning-related tests was related to their higher noticing of unknown
words than the L1 subtitles group. Besides, their more frequent use of L1 translations to
refer to word meanings than the captions group also helped to establish initial

form-meaning connections.

6.2. Implications of the Study

6.2.1. Theoretical Implications

The results of the present thesis have a number of theoretical implications. First,
the findings highlight the importance of attention and further confirm its complex
relationship with vocabulary learning gains. Although the present study is situated in the
viewing context, which is different from most of the previous eye-tracking studies
focusing on reading (e.g., Godfroid et al., 2018; Godfroid & Schmidtke, 2013;
Mohamed, 2018; Pellicer-Sanchez, 2016; Williams & Morris, 2004), the results also
support previous findings showing that attention (operationalised as eye movements) is
a vital predictor of vocabulary gains. By using three vocabulary tests and various early
and late eye-tracking measures, this study has shown that attention has a positive
correlation with learning word forms, echoing previous reading and viewing studies
(e.g., Godfroid & Schmidtke, 2013; Mohamed, 2018; Montero Perez et al., 2015).
However, more attention being paid to a word does not always guarantee successful

learning, since the time to reread L2 words (i.e., second-pass reading time) did not
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result in higher form or meaning scores. Moreover, the predictive role of attention in
learning word meanings was inconclusive. Stimulated recall data revealed that learning
word meanings might also relate to learners’ underlying cognitive processes with words
rather than just the amount of attention. In other words, it was what learners did and
thought about words, rather than how long they looked at them, that might determine
their learning of word meanings, at least in the incidental learning context.

Second, the present research has addressed an important but under-researched
concept in vocabulary learning, i.e., engagement. The present thesis adapted Svalberg’s
(2009) definition of engagement with language to vocabulary learning, defining
engagement as a construct consisting of three main aspects: cognitive, affective, and
social aspects. With a particular focus on the cognitive aspect, the present study has
operationalised cognitive engagement as attention, awareness, and vocabulary
processing strategies. This study contributes to our understanding of engagement in
incidental vocabulary research and provides a framework for future studies. The
findings of the present research echo Godfroid and Schmidtke (2013), demonstrating a
close relationship between learners’ attention and awareness. Furthermore, this research
has filled a research gap by probing learners’ vocabulary processing strategies during
subtitled viewing. The findings revealed various processing strategies that learners used
to construct their knowledge of unknown words during viewing with different subtitling
types, which enriches our understanding of learners’ engagement with novel words
during viewing and how they might relate to their learning gains. The list of strategies
that emerged from the present research can also inform future studies and be applied in
future investigations of vocabulary learning from viewing. To the best of my knowledge,
this is the first study to reveal how learners engage with each unknown word in the

subtitled viewing context by tapping into learners’ attention, awareness, and word
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processing strategies together. The findings also highlight the importance of
investigating different aspects of learners’ engagement rather than merely focusing on
attention and awareness to fully understand learners’ engagement.

Third, this study contributes to our understanding of the operationalisation of
incidental learning. Incidental learning has been criticised as being problematic due to
its exclusion of learners’ subjective experience during activity (Gass, 1999; Hulstijn,
2001). A learning condition can be incidental but the type of learning that learners
engage with may be intentional. The results of this study provide evidence to support
that the type of learning that accrued from this incidental learning condition was largely
incidental, as revealed in stimulated recall. Although there were a few reported cases
where participants intended to learn words, for more than half of unknown words,
participants did not notice them. In addition, in 22% of noticed cases, participants did
not use any processing strategies to engage with words. Consequently, the
operationalisation of incidental learning in the present study, by not informing learners’
of upcoming vocabulary tests, did indeed result in learning processes that were largely
incidental.

Fourth, by investigating the use of bilingual subtitles, this study has also touched
on the controversy of using L1 in vocabulary learning. The present findings show that
L1 translations were helpful for the initial establishment of form-meaning connections,
as reflected in the high meaning recognition scores, but this connection tended to be
weak, as shown in the moderate meaning recall gains, at least in incidental learning
from viewing settings. These findings resonate with previous arguments about the use
of L1 equivalents. While some researchers have criticised the use of L1 equivalents for
encouraging learners’ laziness rather than deeply engaging with L2 words, others have

suggested the benefit of using L1 lexical transfer to establish a form-meaning link
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(Jiang, 2002; Schmitt, 2010). According to the Depth of Processing Hypothesis (Craik
& Lockhart, 1972; Leow, 2015), the form-meaning link established by using L1
equivalents may not be strong or resistant enough, resulting in shallower processing of
form-meaning connections. However, L1 equivalents can help in establishing an initial
correct form-meaning link and reducing the danger of mistaken guessing when using
the context (e.g. Prince, 1996; Zou, 2016). This is helpful since “the first step in the
vocabulary acquisition process is establishing an initial form-meaning link” (Schmitt,
2008, p. 335), and the use of L1 equivalents can provide tremendous help in setting up
this first step. In sum, the use of L1 in L2 learning should never be taken as a clear-cut
issue. The use of L1 translations can be facilitative of vocabulary learning, but this
benefit can also be constrained without further engagement with words.

Lastly, the findings of the present study have important implications for theories of
multimodal and multimedia learning. The results support Dual Coding Theory (Paivio,
1986, 2007) and the Cognitive Theory of Multimedia Learning (Mayer, 2005a), which
suggest the benefits of using multimedia to trigger both verbal and imagery systems,
facilitating information processing and further enhancing learning outcomes. However,
the results also challenge the redundancy principle (Chandler & Sweller, 1991; Sweller,
2005b). According to this principle, the presentation of captions can be regarded as
redundant by repeating aural information, which may result in cognitive overload and
learning difficulies (Chandler & Sweller, 1991; Mayer et al., 2014; Sweller, 2005b).
Moreover, this redundancy may be further maximised when using bilingual subtitles
since they also include written L1 input. Nevertheless, care should be taken when
interpreting multimedia learning principles for L2 learning contexts since they were
originally devised for L1 learning contexts (Montero Perez, 2020b). Numerous studies

have shown that in the SLA context, the combination of audio and corresponding
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written texts can ease L2 learners’ cognitive load by providing supportive written input,
which could raise learners’ awareness of input, help them decode and segment speech
and diminish extraneous cognitive load (Frumuselu, 2018; Montero Perez, 2020b). The
present findings support this claim by showing the advantages of using captions and
bilingual subtitles for vocabulary learning and comprehension. Moreover, the use of
bilingual subtitles did not prevent learners processing images, as revealed by
eye-tracking data. Instead of evenly distributing attention to all presented information,
participants were found to pay most attention to L1 lines but selectively use L2 lines.
Therefore, care should be taken when applying multimedia learning principles in L2
learning contexts. Whether or not input is redundant should always be judged by
considering different learning contexts as well as learners’ subjective experience and

needs.

6.2.2. Methodological Implications

The present study also has some important implications for research methodology.
First, the biggest novelty of this research lies in the systematic analysis of performance
measures, eye movements, and stimulated recall data. Pre- and post-vocabulary tests can
examine learning outcomes, but they cannot capture learners’ attention and learning
processes. With the help of eye-movement data, learners’ real-time attentional
processing can be accurately revealed (Conklin et al., 2018). However, eye-movement
data are still limited in disclosing learners’ cognitive processes, as they cannot reveal
the different subprocesses reflected in eye movements (Montero Perez et al., 2015;
Pellicer-Sanchez, 2020a). The added stimulated recall data addressed the limitations of
quantitative data by examining whether items had been registered at the level of

awareness and what exactly learners did when engaging with items. They also provide
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potential explanations for the quantitative findings. This research also addresses the lack
of qualitative and mixed methods research on vocabulary, as lately noted by Webb
(2020a). By triangulating different data sources to examine the same phenomenon, the
inherent weaknesses of each method can be reduced, and complementary strengths can
be added, which can maximise both the internal and external validity of research
(D&nyei, 2007; Johnson & Christensen, 2012). The triangulation of three data sources
in the present study provides us with different perspectives to examine the same
phenomenon, allowing us to tap into not only learning outcomes and the amount of
attention that learners paid to unknown words, but also learners’ underlying cognitive
processes. Triangulation also paints a fuller picture of learners’ learning processes and a
better understanding of the relationship between engagement and learning outcomes.

In addition, the findings underscore the importance of using different vocabulary
tests to examine learners’ vocabulary learning gains. There is a consensus that
vocabulary acquisition is an incremental process. A word cannot be simply labelled as
learned or not learned (Melka, 1997; Nation, 2013; Schmitt, 2000; Webb & Nation,
2017). Therefore, using various tests to measure the knowledge of one word can reveal
different kinds of knowledge gained as well as the strength of knowledge gained
(Nation & Webb, 2011), which can provide a more accurate evaluation and minimise
the risk of underestimating learning gains (Nation & Webb, 2011). By focusing on both
form and meaning aspects, and examining knowledge of word meaning both receptively
and productively, the effects of different subtitling types can be better captured and
distinguished.

The research findings also highlight the benefits of using a variety of eye-tracking
measures when investigating the relationship between attention and vocabulary learning.

Early measures capture initial processing, which are believed to reflect automatic and
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non-strategic reading procedures (Conklin et al., 2018; Godfroid, 2020a), while late
measures reveal more controlled cognitive behaviour which can signal interruption or
reanalysis following an initial processing difficulty (Godfroid, 2020a). In the present
research, although the different measures strongly correlated with each other, different
results were revealed in terms of the predictive role of different eye-tracking measures
in vocabulary gains. Participants’ early processing of words was found to be closely
related to the learning of word forms, in line with previous studies (e.g., Mohamed,
2018; Montero Perez et al., 2015). The total reading time for L2 word forms could also
to some extent predict the gains but was not consistent for different subtitling groups.
These mixed findings could be related to the ineffectiveness of second-pass reading
time for predicting learning gains. As a “pure late-processing measure” (Godfroid,
2020a, p. 224) included in total reading time, second-pass reading time signalled the
complex subprocesses underlying eye movements, which might not lead directly to
learning. The combination of both early and late measures can paint a more complete
picture of learners’ viewing behaviour, which can provide converging evidence for
research (Conklin et al., 2018; Godfroid, 2020a).

An additional methodological implication concerns advanced statistical analysis.
Most previous studies used parametric statistics (e.g., t-tests or ANOVA) to analyse
quantitative data by using averaged values, i.e., one averaged value for each participant,
without taking into account item-level differences. Thus, their findings are less robust
for generalisation to different types of target items. Mixed-effects models have the
advantage of accommodating nested data with various fixed (i.e., variables that are
studied or controlled for) and random variables (i.e., variables resulting from random
sampling and affecting outcomes) in a single analysis (Baayen et al., 2008; Cunnings,

2012; Godfroid, 2020). Mixed-effects models are also powerful in handling multiple
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continuous and categorical independent variables, by taking different variables at the
participant level (e.g., learner’ pretest scores, vocabulary size) and item level (e.g.,
frequency of occurrence, word length, part of speech) into account, the results can be
better generalised beyond the participants and vocabulary items included in a given
study (Baayen et al., 2008; Linck & Cunnings, 2015). Therefore, mixed-effects models
should be used when dealing with data collected from randomly selected participants
and items in order to produce more robust and generalizable results. The analytical
procedures followed in the present study could inform future studies with randomly

selected participants and randomly selected target language items.

6.2.3. Pedagogical Implications

The first pedagogical implication of this research is the advocacy of using
audio-visual materials to facilitate vocabulary learning. This study has added empirical
evidence, along with numerous previous studies, showing the benefits of watching
audio-visual materials for L2 vocabulary acquisition (e.g., Feng & Webb, 2020;
Montero Perez, 2020a; Peters & Webb, 2018; Puimége & Peters, 2020; Rodgers &
Webb, 2019). As an entertainment activity packed with rich authentic language input,
the potential of viewing should be emphasized (Webb & Rodgers, 2009). Especially,
since frequency of occurrence has been found to increase the likelihood of meaning
recognition in this study, students should be encouraged to watch some related TV
programmes and documentaries which contain more repeated occurrences of the same
vocabulary to optimise learning from viewing (Rodgers, 2018; Rodgers & Webb, 2011).
Teachers should choose authentic L2 audio-visual materials that are suitable for
learners’ L2 proficiency and vocabulary size and encourage students to watch outside

the classroom to increase their exposure to L2 input. For learners with higher
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proficiency and larger vocabulary size, they should be self-motivated to watch
audio-visual materials as entertainment since they could benefit more from viewing
incidentally. Moreover, the present study adds to the growing body of evidence showing
that the use of different on-screen text is indeed useful for learning vocabulary (e.g.,
Koolstra & Beentjes, 1999; Montero Perez et al., 2014; Montero Perez et al., 2018;
Peters, 2019; Syodorenko, 2010; Teng, 2018). Especially, the presence of written L2
forms increases the chance of noticing and engaging with unknown words. Thus, the
presentation of written L2 should be advocated during viewing to raise learners’
awareness of words and facilitate their form knowledge.

Another important implication concerns the potential of using bilingual subtitles.
The present research has provided empirical evidence to support the use of bilingual
subtitles and facilitate L2 learners’ vocabulary learning without a trade-off to hamper
learners’ processing of images or video comprehension. Bilingual subtitles, presenting
both L1 and L2 written forms along with visual images and auditory support, allow
viewers to choose different input resources to meet their own needs. The presence of L1
translations did not prevent learners from processing L2 input, and more initial
form-recognition connections could be established. The potential of bilingual subtitles
in vocabulary learning has only been recognised in recent years (e.g., Garc &, 2017; Hao
et al., 2021; Lazareva & Loerts, 2017; Li, 2016; Lwo & Lin, 2012; Y. Wang, 2019).
The increasing popularity of online streaming platforms in Western countries (for
example, Netflix, Disney+, HBO, Amazon Prime Video, etc.) and in China (for
example, Youku, iQiyi, LeTV, Tencent Video, etc.), together with video sharing
websites such as YouTube and Bilibili has been witnessed in the past two decades.
These platforms often enable viewers to modify the input by adding on-screen text.

Therefore, bilingual subtitles can also be considered as a new subtitling type to serve as
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an option to meet viewers’ different preferences. For some platforms on which bilingual
subtitles are available, language learners, at least those with intermediate to high
proficiency levels, should be encouraged to replace L1 subtitles with bilingual subtitles
to further facilitate their meaning knowledge or use captions to facilitate their form
knowledge.

Apart from encouraging the use of bilingual subtitles out-of-class, the rich input
offered by bilingual subtitles can also be exploited as a language teaching and learning
tool. The disadvantage of bilingual subtitles over captions is that they led to less
learning of word forms, due to the increased attention paid to L1 translations. This
disadvantage could be overcome by giving instructions to learners and trying to direct
their attention not only to L1 translations but also to L2 forms. Therefore, the potential
of bilingual subtitles may be ameliorated through the integration of activities in the L2
classroom by adopting form-focused techniques, such as textual enhancement and test
announcements. Although practitioners are cautious about employing L1 in the L2
classrooms, the benefit of using L1 as an effective way to quickly make correct
form-meaning links has been repeatedly suggested (e.g., Laufer & Shmueli, 1997;
Nation & Webb, 2011; Prince, 1996; Ramachandran & Rahim, 2004). The initial
definitional encounter of an unknown word is also a good foundation for future learning
of that word in context, which can be regarded as the first step in vocabulary learning
(Nagy & Herman, 1987). Since vocabulary learning is a complex process where no
single method can contribute to all learning gains, the benefits of bilingual subtitles can
be maximised by combining with other learning activities, and learners should also be
encouraged to use various learning strategies to engage with unknown words during
viewing to reinforce their memory of them. The strategies and activities introduced in

class could also raise learners’ awareness of the language learning function of bilingual
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subtitles, which can in turn benefit their incidental learning. It has been emphasized that
incidental and intentional learning should complement each other to optimise

vocabulary learning (Laufer, 2003; Webb, 2020a).

6.3. Limitations and Future Directions

This study inevitably has a number of limitations that need to be acknowledged.
They can be grouped into four broad aspects: 1) overall research design; 2) selection of
material and TWSs; 3) data analysis; and 4) generalisation of findings. In terms of the
overall research design, a pretest-posttest design was employed to examine participants’
vocabulary learning gains, whereas no delayed posttests were conducted. Thus, no
conclusions can be made concerning the effects of different subtitles on word retention.
Future research should also employ delayed posttests, administered several days or
weeks after an immediate posttest (Nation & Webb, 2011), to see whether the
advantages of bilingual subtitles for learning word meanings can be sustained.
Moreover, the longitudinal effects of bilingual subtitles should also be attested in future
research.

In additions, stimulated recall showed that, although very few, there were some
cases in which learners reported having remembered items from the pretest. Therefore, a
control group that only completes tests should be included in future research to control
for potential test effects. However, it is important to note that any test effects present in
the current study would equally apply to all conditions and, therefore, the results of the
between-group comparisons reported in this research would still hold. Another way to
reduce test effects and ensure participants’ unfamiliarity with TWSs is to replace real

words with pseudowords, which has also been done in previous empirical studies (e.g.,
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Boers, Warren, Grimshaw, & Siyanova-Chanturia, 2017; Godfroid et al., 2013;
Mohamed, 2018; Montero Perez, 2020a).

An additional limitation lies in the reliability and reactivity issue of the stimulated
recall method. Reliability concerns how reliable learners’ self-reports are to reflect their
actual cognitive processes. It is still debatable whether verbal reports can accurately
reflect mental events (Ericsson & Simon, 1993; Gass & Mackey, 2017). Reactivity
includes how learners’ self-reports can be altered by other interventions such as a
posttest that draws their attention to a particular linguistic structure (Gass & Mackey,
2017). In order to address these two issues, it is suggested to conduct simulated recall
interviews as close to actual events as possible, and these should be conducted before
posttests (Gass & Mackey, 2017). However, stimulated recall in the present research
was conducted after posttests, since asking participants’ thoughts about each TW would
disclose the purpose of the study and increase participants’ exposure to TWSs, leading to
problematic posttests scores. Although participants were asked to recall the thoughts
that they had during viewing, it is still arguable that their memory recall might have
been influenced by having completed vocabulary posttests. As suggested by Godfroid
and Schmidtke (2013), future studies can consider using half stimulated recall and half
posttests to tackle this issue.

Another limitation lies in the lack of investigation of participants’ processes of
auditory input. The eye-tracking method can only detect participants’ visual attention.
In stimulated recall, no distinctions were made between the noticing of target items
aurally, visually, or both. It is therefore difficult to hypothesise how awareness,
activated through different channels, can contribute to participants’ learning gains. This
impossibility of distinguishing between the processing of written and auditory forms of

TWs is indeed a limitation of most studies on audio-visual input. The methods used in
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the present study, and those used in previous studies, did not allow for an examination
of the different affordances of written and auditory input in this context. Future research
can apply more tightly controlled experimental stimuli and more precise measures to
further tap into potential differences.

In terms of the selection of material and TWs, this study has only focused on one
relative short documentary clip in one context. Replication studies using audio-visual
materials with different genres or length are therefore warranted. For the selection of
TWs, to ensure ecological validity, the present study used real words that appeared in
the video as TWs. This meant that the number of occurrences of each word could not be
modified. Previous eye-tracking research has shown that learners’ attention to unknown
words in reading decreased dramatically after a few encounters (e.g., Mohamed, 2018;
Pellicer-Sanchez, 2016). To have a fuller understanding of the incremental learning
process in a multimedia learning context, it would also be interesting for future
eye-tracking research to explore how many encounters are sufficient for incidental
vocabulary learning to take place, and how word repetition might affect learners’
engagement with words during subtitled viewing.

Furthermore, the present research has only focused on the learning of previously
unmet words, without taking into account the strengthening and enriching of words that
were partially known by learners before viewing. Some participants in stimulated recall
mentioned their use of bilingual subtitles to confirm their partial knowledge of a
familiar word or to learn another meaning of a polysemous word. Thus, it is worth not
only looking at the learning of new words but also looking into the development of
partially known words (Nation & Webb, 2011; Waring, 2003). Thus, future research
can also take into account learners’ partial knowledge of TWs when selecting them and

designing vocabulary tests to better capture the effects of viewing. In addition, apart
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from only examining the learning of single words, the effects of bilingual subtitles on
learning multiword items, informal and colloquial language can also be explored in
future research (e.g., Frumuselu, 2018; Frumuselu et al., 2015; Pavia et al., 2019;
Pellicer-Sanchez, 2017; Teng, 2019).

In terms of data analysis, while this study contributes greatly to our understanding
of L2 learners’ processing and learning of vocabulary in subtitled viewing by
triangulating different types of data and using advanced statistical analysis, this analysis
is not without its limitations. First, there was a lack of consideration of imagery support
for different TWSs. Previous studies have shown that words with more imagery support
in video could be better learned (e.g., Peters, 2019; Rodgers, 2018). Future research
should also take this variable into account when investigating the effects of viewing.

The second limitation concerns the triangulation of data. As pointed out by
Creswell (2003), one difficulty in triangulating concurrent mixed methods research data
lies in the comparisons made between results of two analyses using data in different
forms, i.e., quantitative and qualitative. To the best of my knowledge, the present
research is the first to use offline, online, and qualitative data to investigate L2 learners’
incidental vocabulary learning through viewing. Mixed-effects models were used to
examine the relationship between vocabulary test scores and eye-movement data, but
the triangulation of qualitative data (i.e., stimulated recall) and quantitative data (i.e.,
vocabulary test scores and eye movements) was based on the general patterns of each
group, rather than running statistical analyses focusing on each TW. This triangulation
is sufficient and informative to answer the present research questions. However, future
studies exploring the effects of awareness and different processing strategies on
vocabulary learning could also transform qualitative data into quantitative data and run

inferential statistics analysis to further explore these potential relationships.
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In terms of the generalisation of findings, care should be taken when interpreting
the findings and pedagogical implications of this research for the following reasons.
First, the present research only focused on high-intermediate to advanced level Chinese
learners of English who were familiar with bilingual subtitles and had experience of
using bilingual subtitles. Consequently, the findings may not be generalisable to a
different population. Viewers who have some experience of subtitles seem to use them
in an effortless way (d’Ydewalle & Gielen, 1992), but this may not be the case for
learners who lack experience of using subtitles. Additionally, learners with different
proficiency levels and L1s may also use subtitles differently (e.g., Vanderplank, 1988;
Winke et al., 2010). Thus, to attest the effects of bilingual subtitles on a larger
population, more research is needed to evaluate their effectiveness with lower level L2
learners as well as learners with different L1 backgrounds. Lastly, the present research
has revealed that participants spent more time processing L1 lines than L2 lines in
bilingual subtitles. Processing patterns could be a consequence of the order in which L1
and L2 lines were presented. Although presenting L1 lines in the first line is the most
common type of bilingual subtitles applied in China, it would be interesting in future
research to conduct a study reversing the order of L1 and L2 lines to examine whether
the same processing patterns would emerge.

Another limitation that deserves attention concerns the lack of control for
individual differences among the participants. Working memory, in particular,
contributes greatly to learners’ cognitive processes and abilities (Linck, Osthus, Koeth,
& Bunting, 2014). It is believed to distinguish learners’ different abilities to store and
manipulate information in complex cognitive activities (Baddeley, 2003), which may be
closely relevant to learners’ attention allocation during subtitled viewing (Gass et al.,

2019). Working memory, especially phonological short-term memory, has also been
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found to correlate positively with L2 vocabulary learning (Peters, 2020). Apart from
working memory, although the present study did not plan to examine learners’
intentionality to learn each TW, this was mentioned by a small number of participants in
stimulated recall, which may also have affected their learning gains. Therefore, future
incidental learning research can take into account participants’ individual differences by
including measures of their working memory, learning intention, and motivation, among

others.

6.4. Concluding Remarks

We are living in a world surrounded by multimedia information and characterised
by easy access to multimedia materials. We are also provided with different options and
have the opportunity to choose how we want to engage with those. With L2 videos,
viewers can freely choose which types of on-screen text they want to use to support
their viewing experience. Therefore, it is the researcher’s role to evaluate the pros and
cons of each option, before making suggestions to guide the use and application of
novel products and materials. My first goal for the present study was to investigate to
what extent bilingual subtitles, as a popular subtitling type among Chinese learners of
English, could improve L2 learners’ incidental vocabulary learning. To do so, |
compared bilingual subtitles with other common subtitling types. The findings
demonstrate that bilingual subtitles seem to be superior to other subtitling types for the
acquisition of word meaning, whereas they are less effective as captions for form
recognition. Bilingual subtitles were also found to be as useful as L1 subtitles for
comprehension.

A secondary goal of this study was to probe how bilingual subtitles were processed

to further explore how learners’ engagement with unknown words during subtitled

316



viewing related to their learning gains. With the help of eye-tracking and stimulated
recall data, it has been shown that when using bilingual subtitles, learners spent similar
amounts of time in the subtitling area as using captions. Moreover, learners relied more
on L1 lines compared to L2 lines, and they also paid more attention to L1 translations of
unknown vocabulary than to L2 word forms. Learners were also found to use a variety
of processing strategies to engage with unknown words during subtitled viewing, with
referring to L1 being the most frequently used strategy when using bilingual subtitles.

Then, data were triangulated to obtain a better understanding of how learners’
engagement with words related to their learning gains. In general, more attention being
paid to L2 unknown TWs (but not their L1 translations) tended to lead to higher
vocabulary learning gains. The group that reported a higher awareness rate for unknown
TWs also performed better on a form recognition test. When using bilingual subtitles,
the simultaneous presentation of target L2 words and their translations increased
learners’ noticing of unknown words more than L1 subtitles and facilitated the
establishment of initial form-meaning links, which supported learners in acquiring the
meaning of novel vocabulary, at least as observed at the meaning recognition level. It
has also been pointed out that more attention being paid to an unknown word (or its L1
translation) did not always lead to successful learning, potentially due to the different
vocabulary processing strategies that learners apply.

This study has conducted quite a comprehensive view of the use of bilingual
subtitles in L2 learners’ incidental vocabulary learning. It has revealed the aspects of
vocabulary knowledge that seem to benefit most from the use of bilingual subtitles, and
it has signalled their potential pitfalls. As demonstrated previously, this study is not
without its limitations, and more studies are warranted to thoroughly understand the

benefits and accurate application of bilingual subtitles. Nevertheless, the results of the
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present investigation contribute to our understanding of the benefits and potential of

using multimedia to facilitate language learning.
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Appendix S1. Initial Online Viewing Habits Questionnaire

AN E IRBE[RS

Online Viewing Habits Questionnaire

REEEE 10 R, HtEAN 3o, AEEEETBPTENIEFIEEH
FRAOERERL. KOSXBERTER, MREEINEEERER A TIHNELR
XWR . BHIDPARBUREEERES B HERE . FHERFERIRBRE! )

XTIt EENEE T TLER, TRENTAREKRE:
MRE: L
HRFE: xxxxx@ucl.ac.uk

Y= Notice:

%I EMNEIER BB RFFE (UCL) #1TEE., UCL ZHRRIPFDLAERTRE
B RN ANEIRLIEANIES), &0/ @id data-protection@ucl.ac.uk SHEKER . HX
UCL eIt 5 & EEMNEZER, FiAR:
www.ucl.ac.uk/legal-services/privacy/participants-health-and-care-research-privacy-noti
ce, AREBEBEINNFABRARSTRIFAEE, FHREETRMREICO KN
yh: https:
/lico.org.uk/for-organisations/data-protection-reform/overview-of-the-gdpr/individuals-r
ights/

RERARFERLARNS, FPEERENEFEMNLER, RUGQOHBI T #E
#%. | confirm that | have read and understood the above statement, and have had the

opportunity to consider the information, ask questions, and have had these questions
adequately answered. [E23£ &) *

o= Yes
o4 No
BNS5RBREN, BENLEAMEERIREZMHF5. | understand that my

participation is voluntary and that | am free to withdraw at any time, without giving any
reason. [EAE /] *

o= Yes

o4 No
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RIABE T INEEOEB L HEEBEIM, FETTIUFERIRE . | know that | can
refuse to answer any or all of the questions and that I can withdraw from the
questionnaire at any point. [£3% &) *

o= Yes
o4 No

BRI A% A IE AL TR Please carefully read and tick as appropriate
FAMER AT 18 %, 1am aged above 18. [EiE /] *

o= Yes
o7&y No

BHEHER X, IWFII/EEFFIE, My native language is Chinese, and | learn
English as a foreign language. [Ei£ ] *

o= Yes

o4 No

1. MRE9M RI2? What is your gender? [Z 35 851] *

oA. E Male
oB. % Female

oC. NEiEEE Prefer not to say

2. AR 27 What is your age? [Fi% ] *
oA.18-25

oB. 26 -30
oC.31-40
oD. 41 -50

oE. 50 +
3. BINH B TIE K LEBRN2R 512 What do you think your English level is? [ 3%

] *

oA. ¥]%3& Beginner

oB. {k9% Low intermediate
oC. &% High intermediate
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oD. 5% Low advanced
oE. &% High advanced

4. BT EREFIEREME: My overall score in the language proficiency
examinations, and the year of taking it is:[%B pF X 2] *

TR RS IELTS:

HERFEXED Year:

FEAR 4t TOEFL.:

FEARRE A Year:

KEAUETE 6 9451 CET-6:

6 ZE i F Year:

HoAth, 153 Other, please specify:

5. IEXRAEST WA B BTN 3/, B 5,42 % %)? Do you like watching
English videos (films, series, documentaries etc.) as an entertainment? [E £ ] *

oA. = Yes

oB. & No

6. BERATIER B XIIG(E/RE], B 5,425 h %F)? Do you like watching
English videos (films, series, documentaries etc.) in the classroom? [E & &) *

oA. = Yes

oB. & No

7. EMBECIN(GE/ZEE, BE, L% 7 %)RF When watching English videos: [48
BESCAER] [HI 13 6 B9EF]

T ANE AT FF 424 How often do you watch
them without subtitles?

75 B BERXGEFHR) BN How
often do you watch them with any type of subtitles
(including English, Chinese, or dual subtitles)?

A FXGE 75 (g [EN B 5528 How often
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do you watch them with dual subtitles?

Tas A8 FH Fh S 55 B AR A How often do you watch them
with Chinese subtitles?

Tas A8 FH 9507 %52 1A A How often do you watch them
with English subtitles?

8. A TIRAIER TEE XXMM EFREE KE A How often do you watch
English videos (film, series, documentaries, etc.) in the following situations?[ %5 f& S Z<

A B\ 12 6 py%E] -

EFEMR F In the classroom

FEZSINISHA] In your spare time

9. BRIRTRBIMRL “VIBFH (FEXFHE T EIN)? Have you ever heard of
“dual/bilingual subtitles” (English and Chinese presented at the same time) before? [ £
] *

oA. =& Yes

oB. &5 No
10. BN THFENZ=ZTEE A How much do you like the following types of
subtitles:[%5 /% X A& =] [f A 1 2 6 f9EF] *

H1 %L Chinese subtitles

B 7% English subtitles

XOE 75 (PIC[FEN I
Dual subtitles

ToZ No subtitles

1. WEHEFXTHENEIRNFHERIROEBZE, BFETHERFK Ifyou
have any comments about your viewing habits and subtitle use, please feel free to write
down here: [lEZ /1
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Institute of Education

Appendix S2. Approved Ethics Form

Doctoral Student Ethics Application Form

Anyone conducting research under the auspices of the Institute of Education (staff,
students or visitors) where the research involves human participants or the use of
data collected from human participants, is required to gain ethical approval before
starting. This includes preliminary and pilot studies. Please answer all relevant
guestions in simple terms that can be understood by a lay person and note that
your form may be returned if incomplete.

Registering your study with the UCL Data Protection Officer as part of the UCL
Research Ethics Review Process

If you are proposing to collect personal data i.e. data from which a living individual
can be identified you must be registered with the UCL Data Protection Office
before you submit your ethics application for review. To do this, email the
complete ethics form to data-protection@ucl.ac.uk. Once your registration number is
received, add it to the form™* and submit it to your supervisor for approval.

If the Data Protection Office advises you to make changes to the way in which you
propose to collect and store  the data this should be reflected in your ethics application
form.

Section1 Project details

An investigation of
the effect of dual
subtitles on Chinese
EFL learners’
incidental
vocabulary learning
Andi Wang

. XXXXXXXX

¢ *UCL Data Protection Registration Number gs 364106/2018/11/
Dr Ana
Pellicer-Sanchez

Project title

Student name and ID number (e.g. ABC12345678)

Supervisor/Personal Tutor
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Culture,

Department Communication,
and Media
PhD EdD

e Course category X []

(Tick one) DEdPsy

[]
; If applicable, state who the funder is and if funding has been
- confirmed.

d Intended research start date October 1st, 2018
" Intended research end date January 31st, 2022

Country fieldwork will be conducted in

If research to be conducted abroad please check www.fco.gov.uk and
submit a completed travel risk assessment form (see guidelines). If the
I FCO advice is against travel this will be required before ethical approval
can be granted:
http://ice-net.inst.ioe.ac.uk/about/profservices/international/Pages/defaul

t.aspx

j- Has this project been considered by another (external) Research Ethics Committee?

Yes [ ] External Committee Name:

No [X] 4o to Section 2 Date of Approval:

If yes:
— Submit a copy of the approval letter with this application.

— Proceed to Section 10 Attachments.
Note: Ensure that you check the guidelines carefully as research with some participants
will require ethical approval from a different ethics committee such as the National
Research Ethics Service (NRES) or Social Care Research Ethics Committee (SCREC).
In addition, if your research is based in another institution then you may be required to
apply to their research ethics committee.

Section 2 Research methods summary (tick all that apply)

X] Controlled

X Interviews

[] Focus trial/other intervention

groups Study

X [] Use of personal
records

Questionnaires
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[] Action [] Systematic review 4f only method used go to
research Section 5.
[] Observation [] Secondary data analysis 4f secondary analysis
X] Literature review used go to Section 6.
|:| Advisory/consultation/collaborative groups
[] Other, give details:

The controlled trial/intervention will involve recording
participants’ eye movements with a head-free
eye-tracker.

Please provide an overview of the project, focusing on your methodology. This should
include some or all of the following: purpose of the research, aims, main research
guestions, research design, participants, sampling, data collection (including
justifications for methods chosen and description of topics/questions to be asked),
reporting and dissemination. Please focus on your methodology; the theory, policy, or
literary background of your work can be provided in an attached document (i.e. a full
research proposal or case for support document). Minimum 150 words required.

Purpose of the research:

\Vocabulary is one of the key components in language learning. Previous studies have
shown that watching subtitled foreign language videos could benefit foreign language
learners’ vocabulary development. The effectiveness of different subtitle conditions has
been examined in previous research. Dual subtitles is a combination of native and
foreign language subtitles appearing at the bottom of the screen, and it has been widely
used in China. Current research findings about the benefits of this dual subtitle
condition are rather mixed. Therefore, the purpose of this study is to investigate whether
the use of dual subtitles while watching foreign language videos could benefit viewers’
vocabulary learning as well as their comprehension, compared with no subtitles and
other subtitling conditions. Factors affecting the effectiveness of dual subtitles will also
be examined.

Aims

The aim of the proposed study is to gain a clear picture of the effectiveness of dual
subtitles, when comparing with L1 (first language), L2 (second language), and no
subtitles, on Chinese EFL (English as a Foreign Language) learners’ incidental
vocabulary learning. Besides, eye-tracking method will be applied to explore learners’
processing of different sources of information when using dual subtitles. The
relationships between the processing of subtitles and learners’ vocabulary gains as well
as comprehension scores will also be investigated, taking learners’ vocabulary size and
working memory capacity into account.
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Main research questions

1. Does the use of dual subtitles incidentally facilitate vocabulary acquisition of Chinese
EFL learners compared with L1, L2 and no subtitles?

2. How does the on-line processing (eye-tracking data) in dual subtitles compare to
other three types of subtitle conditions in relation to allocation of attention to the several
sources of input?

3. Does the use of dual subtitles lead to higher comprehension scores among Chinese
EFL learners compared with other subtitle groups?

4. What is the relationship between the on-line processing and the off-line measures of
vocabulary learning?

5. Does learners’ vocabulary size affect their on-line processing, vocabulary learning
and comprehension?

6. Does learners’ working memory capacity affect their on-line processing, vocabulary
learning and comprehension?

Method

a. Online questionnaire (details please see Attachment 3)

Due to the limited number of empirical studies investigating the use of dual subtitles, a
short online questionnaire will be conducted to first gain a general understanding of the
use of subtitles among Chinese EFL learners. The participants at this stage will be
Chinese EFL learners whose native language is Mandarin, aged between 18 and 30.
They will be recruited online and will only be asked to complete the online
questionnaire, and will not be involved in the sessions identified below. The expected
number of the participants at this stage is more than 200 people. Basic personal
information (gender, age, nationality, native language, length of studying English,
English proficiency level) and participants’ habits of using different types of subtitles
(for example the frequency of use, participants’ attitudes towards dual subtitles etc.) will
be collected anonymously. The questionnaire will be designed by the researcher, and an
online questionnaire platform (Wenjuanxing Website: https://mww.wjx.cn/) will be used
to help with online data collection. This agency has been used by many Chinese
universities and research institutions for research purposes (for example Peking
University, Tsinghua University, Shanghai Jiao Tong University etc.), thus, it is believed
to be reliable and confidential for research purposes. According to the official website
(https://mwww.wjx.cn/wjx/license.aspx), this platform will not disclose any personal data
for any purposes.

The recruitment of participants at this stage will take place online, the questionnaire link
will be sent out via Wechat and Weibo (two Chinese social-media APPs which have
been widely used in China, known as the Chinese version of Facebook and Twitter) in
order to recruit participants. The questionnaire link is plan to be open between
November 2018 and June 2019. The purpose of this questionnaire and the consent
requirement will be embedded in the online questionnaire. Once the potential
participants click on the survey link, the first thing they will see is a paragraph
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explaining the purpose of the study, then they will be asked to read five statements
about their participation and tick them if they agree to participate (for details, please see
Attachment 3). Data will only be collected with the participants who meet the
above-mentioned criteria (Chinese EFL learners aged between 18 and 30), they will not
be able to proceed to the questions until they have ticked “Yes” with those statements to
show their qualifications and willingness to participate.

b. Experiment and interview (sample interview questions please see Attachment 5)
Participants and Recruitment: The participants will be around 80 Chinese postgraduate
students in London. They will be adult speakers of English as a second language with
native language as Mandarin Chinese. To recruit participants, an email will be
distributed to MA students in the Department of Culture, Communication, and Media.
The email will be sent by the programme administrators and will include a brief
description of what participation in the study will involve. Potential participants will be
asked to contact the researcher to get more information about the study and arrange a
time for their participation. If this fails to recruit enough participants, recruitment
information will be posted on social-media platforms, and flyers of the recruitment
information will be posted on the permitted areas in universities in London for
recruitment. Participants will also be encouraged to introduce their friends who meet the
criteria (Chinese as first language, intermediate level of English proficiency) and have
an interest to participate in this study. Interested potential participants will be given
opportunities to ask questions about the project before they decide whether to take part
or not. Information Sheet and Consent Form will be provided for interested participants
prior to participating in the study.

A pilot study will be conducted with an extra eight participants several months before
the main study with the purpose of verifying the study procedure and make any
necessary amendments. The recruitment information will be posted on my Wechat to
recruit 8 qualified participants for the pilot study. Apart from the recruiting method,
these eight participants will go through the same procedure as will be explained below,
and receive the same information. They will also receive the same incentives as the
participants in the main study.

Design: The experiment consists of two sessions. In the first session, participants will
be asked to complete a set of tests, including: a pre vocabulary test (paper and pencil), a
vocabulary size test (computer based), and a working memory test (computer based).

In the second session, participants will be asked to watch an English video clip (around
30 minutes) with one of four subtitling conditions (L1, L2, dual, or no subtitles) while
their eye-movements are recorded with an EyeLink 1000+ Eye-tracker individually.
This is a head-free remote eye-tracker. Participants will be randomly assigned to one of
these four viewing conditions (20 participants per group). After the eye-tracking
experiment, participants will be asked to complete a post vocabulary test, a reading
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comprehension test, and a language background questionnaire (see Attachment 4).
Finally, a stimulated recall interview will be conducted. Participants will be shown their
eye movement video recorded in the previous viewing session, and they will be
interviewed about their thoughts and experience when viewing with subtitles (or not),
how vocabulary knowledge affected their comprehension, and their attitudes towards
the particular type of subtitle on vocabulary learning. The interviews will be audio
recorded.

Procedure: This empirical study mainly consists of the following steps:

1. Piloting: Apart from the 80 participants, around 8 participants will be asked to pilot
the following steps intended to modify the test procedure.

2. The first session: A convenient time will be scheduled for the first face-to-face
session. Participants will first be provided with the Information Sheet (see Attachment
1) in hardcopy. If they agree to participate, they will be asked to sign the Consent Form
(see Attachment 2). Then a quick paper and pencil pre-vocabulary test will be
conducted, followed by computerised vocabulary size test and working memory test.
The whole procedure will take around 40 minutes in the eye-tracking Lab (The Space,
Level 4, IoE).

3. The second session (experiment and interview): Time of individual session will be
scheduled at participants’ convenience (also taking into consideration the lab
availability) at/after the first session for the experiment and interview. On the scheduled
day, data will be collected individually in the eye-tracking Lab (xxxxx, 10E) by the
researcher. The equipment will then be set up and calibrated. Then participants will be
asked to watch an English video clip on the computer screen while the eye-tracker
records their eye movements. After the viewing activity, they will be asked to complete
a post vocabulary test, a reading comprehension test, and a language background
questionnaire. Then they will watch their own eye movement recording during the
viewing activity, and be interviewed to recall their viewing experience in order to gather
their opinions about the subtitles and unknown vocabulary in the video, and their
attitudes towards the particular type of subtitle on vocabulary learning. The specific
interview questions will be refined after the pilot test, and they will also be based on
individual eye movement behaviour (see Attachment 5 for sample preliminary
questions). Participants will be aware that the interviews will be audio-recorded as
indicated in the Information Sheet and Consent form. The viewing activity, the series of
tests, and the interviews will be completed in the same session and will last around 1.5
hour. Participants could take a break after the viewing activity at any time if they need.
Each participant will receive a £.0 Amazon Voucher for their participation.

Analysis: The experiment and eye tracking data will be coded and analysed by the

researcher using a variety of programmes (DataViewer, Excel, and SPSS). The
interview data will be transcribed and analysed by the researcher.
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Reporting and dissemination

The results will be reported in my upgrading document and my PhD thesis, and the
results may also be presented at professional conferences and reported in research
publications. A summary on the overall results of the study will be emailed to the
participants when the project is completed. The identity of participants will always
remain anonymous.

Section 3 Research Participants (tick all that apply)

Earl -school
DD A;JSVS\(ialrs/pre 7Enoo DX]  Adults please specify below
[] Ages12-16 L] . Unknown —
[] Youngpeople specify below
[] No

aged 17-18 o
participants

The participants will be Chinese adult speakers
of English as a second language. At the
guestionnaire stage, the participants will be
recruited online. At the experiment stage,
participants will be recruited among
postgraduate students at UCL and other
universities in London.

NB: Ensure that you check the guidelines carefully as research with some
participants will require ethical approval from a different ethics committee such
as the National Research Ethics Service (NRES) or Social Care Research Ethics
Committee (SCREC).

Section 4 Security-sensitive material (only complete if applicable)
Security sensitive research includes: commissioned by the military; commissioned

under an EU security call; involves the acquisition of security clearances; concerns
terrorist or extreme groups.

a. Will your project consider or encounter security-sensitive Yes

material? []* No [
H.  Will you be visiting websites associated with extreme or Yes

terrorist organisations? ] = No [
c.  Will you be storing or transmitting any materials that could be  yeag

interpreted as promoting or endorsing terrorist acts? [] = No [X]
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* Give further details in Section 8 Ethical Issues

Section 5 Systematic reviews of research (only complete if applicable)

a.  Will you be collecting any new data from Yes [X] * No []
participants?

b.  Will you be analysing any secondary data? Yes [ | * No [X

* Give further details in Section 8 Ethical Issues

If your methods do not involve engagement with participants (e.g. systematic
review, literature review) and if you have answered No to both questions, please go
to Section 8 Attachments.

Section 6 Secondary data analysis (only complete if applicable)

a. Name of dataset/s
b Owner of dataset/s

- Are the data in the public ves [JNo L] ,
domain? If no, do you have the owners
' permission/license?

Yes [ ] No* []

Are the data special category personal data (i.e. personal data

d , , o » . o Yes* No
revealing racial or ethnic origin, political opinions, religious or I:'
philosophical beliefs, or trade union membership, and the processing
of genetic data, biometric data for the purpose of uniquely
identifying a natural person, data concerning health or data
concerning a natural person's sex life or sexual orientation)?

€ will you be conducting analysis within the remit it was Yes No* []
originally collected for? []

f. 1f no, was consent gained from participants for Yes No* [ ]
subsequent/future analysis? []

g If no, was data collected prior to ethics approval process? Yes No* [ ]

* Give further details in Section 8 Ethical Issues

If secondary analysis is only method used and no answers with asterisks are ticked, go
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to Section 9 Attachments.

Section 7 Data Storage and Security

Please ensure that you include all hard and electronic data when completing this
section.

a. Data subjects - Who will the data be collected from?

All participants will be Chinese adult speakers of English as a second language. At
the questionnaire stage, the participants will be recruited online, including
undergraduate, postgraduate, and graduated students.

At the experiment stage, participants will only be recruited among postgraduate
students at UCL and other universities in London.

b What data will be collected? Please provide details of the type of personal data to
. be collected

At the online questionnaire stage, only the questionnaire data will be collected, which
include their gender, age, self-rating of English level, habits of watching English
videos, and their familiarities of dual subtitles, etc. (details see Attachment 3)

At the experiment stage, different types of data will be collected from the
participants:

- Eye-movement data (collected in measures of fixations and saccades by the
eye-tracker Eye-Link 1000+ during their viewing processes. It will be collected
by the eye-tracker and automatically extracted by the eye-tracking software.)

- Performance data (scores on pre- and post- vocabulary test, reading
comprehension test)

- Vocabulary size test (quick computerized vocabulary size test)
- Working memory test (quick computerized working memory test)

— Language background questionnaire (collecting background information about
their gender, age, first language, second or any additional language, self-rating of
linguistic skills, IELTS scores, habits of using subtitles, etc.) (details see
Attachment 4)
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C Is the data anonymised?

- Yes 4 No* [ ]

Do you plan to anonymise the data?

Yes* X No []

Do you plan to use individual level data?

Yes* [] No X

Do you plan to pseudonymise the data?

Yes* [] No X

* Give further details in Section 8 Ethical Issues

i. Disclosure — Who will the results of your project be disclosed to?

My supervisors and | will have access to the data and personal information. The

results of the project will be reported in my upgrading document and thesis. The

results may also be presented at professional conferences and reported in journal
e. -

articles.

ii. Disclosure — Will personal data be disclosed as part of your project?

No personal data will be disclosed. The identity of participants will always remain
anonymous.

Data storage — Please provide details on how and where the data will be stored i.e.
UCL network, encrypted USB stick**, encrypted laptop** etc.

Electronic data will be stored in two main locations: the UCL computer where we
have the eye-tracking software in the lab and the researchers’ personal laptop. Data in
the lab computer will only be accessed from the university premises. This computer
is accessed through a specific username and password, and only the researchers using
¢ the lab have access to. The personal laptop will be encrypted, and specific documents
will be saved with password protection. Encrypted USB stick will also be used to
temporarily store data for conference report use, and the data will be deleted when
they are no longer needed. All the paper-based data will be stored in a locked cabinet
in my accommodation. The results of the background questionnaire, performance
measures, computerized vocabulary size measure, and computerized working
memory measure will be entered in an Excel file. This file will be stored as the
electronic data as explained above.
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** Advanced Encryption Standard 256 bit encryption which has been made a
security standard within the NHS

g Data Safe Haven (lIdentifiable Data Handling Solution) — Will Yes [] No
.. the personal identifiable data collected and processed as part of

this research be stored in the UCL Data Safe Haven (mainly used

by SLMS divisions, institutes and departments)?

How long will the data and records be kept for and in what format?

The hardcopy data will be kept up to three years, and digital format data will be kept
for up to ten years. Data will be destroyed after the specified time.

Will personal data be processed or be sent outside the European Economic Area? (If
H Yes, please confirm that there are adequate levels of protections in compliance with
GDPR and state what these arrangements are)

No.
Will data be archived for use by other researchers? (If yes, please provide details.)

No.

If personal data is used as part of your project, describe what measures you have in
place to ensure that the data is only used for the research purpose e.g.
pseudonymisation and short retention period of data’

I. Participants will be assigned a participant number and this participant number will be
given to all the tests and interview so that we can then relate the performance in the
different measures, without enclosing their identities.

* Give further details in Section 8 Ethical Issues

Section 8 Ethical issues
Please state clearly the ethical issues which may arise in the course of this research

and how will they be addressed.

All issues that may apply should be addressed. Some examples are given below,
further information can be found in the guidelines. Minimum 150 words required.
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— International research

— Methods ' a

~ Sampling - RISkS.tO p?rt_lupants and'/or researchers

—  Recruitment — Confidentiality/Anonymity

_ — Disclosures/limits to confidentiality
Gatekeepers

— Informed consent — Data storage and security both during and

~  Potentially vulnerable after the research (including transfer, sharing,
participants

— Safeguarding/child
protection

— Sensitive topics

encryption, protection)
Reporting
— Dissemination and use of findings

Informed consent

As explained in previous sections, for the online questionnaire, the research purpose and
consent information will be embedded in the online questionnaire. Data will only be
collected after obtaining the consent from participants, participants will not be able to
proceed to the questions unless they provide their consent by ticking the right boxes to
show their willingness to participate. As for the experiment and interview part, printed
Information Sheet and Consent Form will be provided on the first session. Before
signing the consent form, participants will be given sufficient time to read the
documents and they will have opportunities to ask questions about the research. They
will be free to decide whether they would like to participate in the research or not. Data
will only be collected after receiving the signed consent form.

Potentially vulnerable participants
No vulnerable groups will be targeted. All research participants will be adults.

Sensitive topics

No 'sensitive' data under the definition of the Data Protection Act 1998 will be collected
as part of the elicitation instruments. The video clip used in this project will not include
any sensitive topic.

Risks to participants and/or researchers
First, since the main aim of this research focuses on incidental vocabulary learning, the
“incidental” nature will not allow participants to be informed that they will be tested on
vocabulary, which is believed may attract their extra attention to the vocabulary while
viewing. Consequently, in the Information Sheet, the project title will be modified into:
An investigation of the use of video subtitles in Chinese EFL learners’ English learning,
in order not to disclose the real purpose of the research. In the experiment instructions,
participants will not be informed the post vocabulary test before the viewing activity,
but only be informed the existence of a reading comprehension test, language
background questionnaire, and interview. This might “surprise” them when they are
asked to complete the post vocabulary tests after their viewing. However, there will not
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be any potential harm in the post vocabulary tests, besides, clear explanations of this
research will be given after the whole experiment. In addition, all participants will be
made aware of their rights to withdraw their participation at any time.

Second, the participants will be asked to watch a video clip on screen, and this might be
tiring for some participants. Therefore, the length of the viewing activity will be kept to
around 30 minutes, which is believed shorter than an episode of a general English
series. Besides, the selection of video will accommodate potential participants’
preferences and will be adapted to their English level. In addition, participants will be
made aware of their freedom to take a break after the viewing activity.

Third, some of the participants might not be familiar with eye tracker, so they will be
informed and reassured that viewing with their eye movements recorded will impose no
more risk than using computers.

Confidentiality and anonymity

All data will honour assurances of confidentiality and anonymity. All the data in this
research will be anonymised. After the students have signed on the consent forms, they
will be given a number for identification. It is important to be able to relate performance
of a participant across the different tests. Assigning a participant number will allow the
researcher to do this but none of the tests will be linked to a particular identity.

Data storage/security

All research data will be stored in line with the UCL’s Information Security
Management Policy. As outline above, the data will be kept in security during and after
the project.  All data will be kept securely: digital data will be kept in a password
protected systems and laptop (and USB if needed) to which only I have access.
Paper-based data will be stored in a locked cabinet in my accommodation.

Incentives

Participants who have completed the first and second session will receive a £.0 Amazon
\Voucher as financial incentive for their participation in the two sessions. Participants
will only receive the incentive at the end of the second session, which means if the
participant decides to leave and withdraw from the experiment, they will not receive the
incentive, this be made clear to the participants in the Information Sheet. Participants
will also be informed that the incentive will be the same regardless of their performance
in the different experimental tests.

Reporting

The results will be reported in my upgrading document and PhD thesis, and the results
may also be presented at professional conferences and in research publications. The
identity of the participants will always remain anonymous.

Dissemination and use of findings
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Participants will receive a summary about the overall results of the research via email
upon request when the research is completed. No individual level information will be
provided. The findings of this research will further our understanding about the
effectiveness of using subtitles when watching English videos. Chinese EFL learners
and EFL classroom practitioners may also be potential consumers of the findings in
order to improve vocabulary learning and teaching.

Please confirm that the processing of the data is not likely to cause substantial damage
or distress to an individual Yes [X]

Section 9 Attachments Please attach the following items to this form, or

explain if not attached

a. Information sheets, consent forms and other materialstobe Yes [X] No
used to inform potential participants about the research L]
(List attachments below)

Attachment 1: Information Sheet
Attachment 2: Consent Form
Attachment 3: Online questionnaire
Attachment 4: English language background questionnaire
Attachment 5: Preliminary interview questions
If applicable/appropriate:

b. Approval letter from external Research Ethics Committee

Yes [ ]
C. The proposal (‘case for support’) for the project

Yes [ ]
d. Full risk assessment

Yes [ ]

Section 10 Declaration
| confirm that to the best of my knowledge the information in this form is correct
and that this is a full description of the ethical issues that may arise in the course of

this project.
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es No

I have discussed the ethical issues relating to my research with my supervisor.

X O

I have attended the appropriate ethics training provided by my course. X

[

I confirm that to the best of my knowledge:

The above information is correct and that this is a full description of the ethics issues
that may arise in the course of this project.

Name
Andi Wang

Date
21%t September, 2018

Please submit your completed ethics forms to your supervisor for review.

Notes and references
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Professional code of ethics

You should read and understand relevant ethics guidelines, for example:

British Psychological Society (2018) Code of Ethics and Conduct

or

British Educational Research Association (2018) Ethical Guidelines

or

British Sociological Association (2017) Statement of Ethical Practice

Please see the respective websites for these or later versions; direct links to the latest
versions are available on the Institute of Education
http://www.ucl.ac.uk/ioe/research/research-ethics

Disclosure and Barring Service checks

If you are planning to carry out research in regulated Education environments such as
Schools, or if your research will bring you into contact with children and young people
(under the age of 18), you will need to have a Disclosure and Barring Service (DBS)
CHECK, before you start. The DBS was previously known as the Criminal Records
Bureau (CRB) . If you do not already hold a current DBS check, and have not registered
with the DBS update service, you will need to obtain one through at I0E.

Ensure that you apply for the DBS check in plenty of time as will take around 4 weeks,
though can take longer depending on the circumstances.

Further references
The www.ethicsguidebook.ac.uk website is very useful for assisting you to think
through the ethical issues arising from your project.

Robson, Colin (2011). Real world research: a resource for social scientists and
practitioner researchers (3rd edition). Oxford: Blackwell.
This text has a helpful section on ethical considerations.

Alderson, P. and Morrow, V. (2011) The Ethics of Research with Children and Young
People: A Practical Handbook. London: Sage.

This text has useful suggestions if you are conducting research with children and young
people.

Wiles, R. (2013) What are Qualitative Research Ethics? Bloomsbury.
A useful and short text covering areas including informed consent, approaches to
research ethics including examples of ethical dilemmas.

Departmental use
If a project raises particularly challenging ethics issues, or a more detailed review would
be appropriate, the supervisor must refer the application to the Research Development
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Administrator (via ioe.researchethics@ucl.ac.uk so that it can be submitted to the IOE

Research Ethics Committee for consideration. A departmental research ethics
coordinator or representative can advise you, either to support your review process, or
help decide whether an application should be referred to the REC. If unsure please refer
to the guidelines explaining when to refer the ethics application to the IOE Research
Ethics Committee, posted on the committee’s website.

Student name
Student department

Course

Project title

Reviewer 1

Supervisor/first reviewer name

Do you foresee any ethical
difficulties with this research?

Supervisor/first reviewer
signature

Date
Reviewer 2

Second reviewer name

Do you foresee any ethical
difficulties with this research?
Supervisor/second reviewer
signature

Date

Decision on behalf of reviews

Decision

Points to be noted by other
reviewers and in report to REC
Comments from reviewers for
the applicant

Andi Wang
Culture, Communication, and Media

PhD

An investigation of the effect of dual subtitles on
Chinese EFL learners’ incidental vocabulary
learning

Ana Pellicer-Sanchez

| believe all the main ethical issues have been
considered in this form.

5/11/2018

Andrea Revesz

[ don’t see any ethical issues arising other than the
ones addressed in the application.

5/11/2018

Approved

Approved subject to the following
additional measures

Not approved for the reasons given below

Referred to REC for review

00O 0O X
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Once it is approved by both reviewers, students should submit their ethics application
form to the Centre for Doctoral Education team: [0OE.CDE@ucl.ac.uk.
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Appendix S3. Information Sheet

Participant Information Sheet for Chinese EFL Learners
UCL Research Ethics Committee Approval ID Number: _Z6364106/2018/11/09

Title of Study:_An investigation of the use of video for Chinese EFL learners’ English
learning

Department: Communication, Culture and Media

Name and contact details of the researcher: Andi Wang (xxxxx@ucl.ac.uk)
Supervisor: Dr Ana Pellicer-Sénchez (xxxxx@ucl.ac.uk)

You are being invited to take part in a PhD research project. Before you decide it is
important for you to understand the purpose of the research and what participation will
involve. Please take time to read the following information carefully and discuss it
with others if you wish. Ask if there is anything that is not clear or if you would like
more information. Take time to decide whether or not you wish to take part.

The aim of this project is to examine the effects of different video subtitles on Chinese
EFL (English as a Foreign Language) learners’ English learning and reading
comprehension. The cognitive processes and behaviours are also taken into
investigation with the help of an eye-tracker. An additional aim is to assess whether the
viewing processes are also influenced by viewers” working memory and their English
proficiency level. The results of this study will inform research on the application of
multimedia in second language learning, and provide suggestions to facilitate Chinese
EFL learners’ English language learning. The estimated end of the whole project will be
in January 2022.

Around 80 Chinese learners of English will be invited to participate. All of them shall
be Chinese postgraduate students who are currently studying in London.

It is up to you to decide whether or not to take part. If you do decide to take part you
will be given this information sheet to keep and be asked to sign a consent form. You
are free to withdraw from the study at any time without reason and without any impact
on your studies or well-being. If you decide to withdraw, any data collected from you
will be destroyed. However, you will not receive the incentive as will be mentioned
below. If you have any queries about the study, please feel free to ask.

If you decide to participate, two meetings with the researcher are expected in order to
complete the following sessions:

In the first session, you will be asked to finish several vocabulary size tests.
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In the second session, you will be asked to watch an English video (around 23 minutes)
on a computer screen while your eye movements are recorded with a head-free
eye-tracker. After the viewing activity, you will be asked to complete a reading
comprehension test, an online questionnaire and other relevant tests. An interview
will also be conducted to recall and gather your opinions about your viewing experience.
The interview will be audio recorded. Both sessions will be completed in the
eye-tracking lab (xxxxx, IoE).

The whole procedure will last approximately 2 hours in total, with the first session 30
minutes and the second 1.5 hours. You could take a break after the viewing activity at
any time if needed. You will receive a £10 Amazon Voucher for your participation in
two sessions, and the voucher will be given at the end of the second session. You have
the right to leave and withdraw from the experiment at any time, however, due to the
shortage of funds, if this happens, you will not receive the voucher. The incentive will
be the same regardless of your performance in the different experimental tests. Travel
expenses will not be reimbursed.

The audio recordings of the interview will be used only for analysis and for illustration
in conference presentations. No other use will be made of them without your written
permission, and no one outside the project will be allowed access to the original
recordings. They will be transcribed and your name or any other personal details will
never be recorded. You will not be able to be identified in any ensuing reports or
publications. Confidentiality will be respected unless there are compelling and
legitimate reasons for this to be breached. If this was the case, we would inform you
of any decisions that might limit your confidentiality. At the end of the research, a
summary of the general results of the study will be provided upon request.

Research designs often require that the full intent of the study not be explained prior to
participation. Although we have described the general nature of the tasks that you will
be asked to perform, the full intent of the study will not be explained to you until after
the completion of the study [at which point you may withdraw your data from the
study].

If you have any further questions before you decide whether to take part, please reach
me at xxxxx@ucl.ac.uk. If you have any complaints about the project, please contact
my Supervisor, Dr Ana Pellicer-Sanchez at xxxxx@ucl.ac.uk. If your complaint has not
been handled to your satisfaction, you can contact the Chair of the UCL Research Ethics
Committee — ethics@ucl.ac.uk.

Notice:
If you are concerned about how your personal data is being processed, please contact
UCL in the first instance at data-protection@ucl.ac.uk. If you remain unsatisfied, you
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may wish to contact the Information Commissioner’s Office (ICO). Contact details, and
details of data subject rights, are available on the ICO website at:
https://ico.org.uk/for-organisations/data-protection-reform/overview-of-the-gdpr/individ
uals-rights/

Further information on how UCL uses participant information can be found here:
www.ucl.ac.uk/legal-services/privacy/participants-health-and-care-research-privacy-noti
ce.

Thank you very much for taking the time to read this information sheet and for
your consideration to participate!! :-)

UCL Institute of Education 374

20 Bedford Way, London WC1H OAL



Appendix S4. Consent Form

Evaluation of An Investigation of the Use of Video for Chinese EFL
Learners’ English Learning

Consent for Interviews: Chinese EFL Learners

(tick as appropriate)

I confirm that | have read and understood this information sheet, and |:|
have had the opportunity to consider the information, ask questions,
and have had these questions adequately answered.

I understand that my participation is voluntary and that | am free to
withdraw at any time, without giving any reason.

I know that I can refuse to answer any or all of the questions and that
I can withdraw from the interview at any point.

| agree for the interview to be recorded, and that recordings will be
kept secure and destroyed at the end of the project. | know that all
data will be kept under the terms of the General Data Protection
Regulation (GDPR).

| agree that small direct quotes may be used in reports (these will be
anonymised).

In understand that in exceptional circumstances anonymity and
confidentiality would have to be broken, for example, if it was felt
that practice was putting children at risk, or there were concerns
regarding professional misconduct. In these circumstances advice
would be sought from a senior manager from another local authority
who will advise us as to the appropriate course of action and as to
whether we need to inform the authority of what you have told us.

OO oO0do

SIgnature: ........ooveiiiiiiiii Date: ...........ccoenin

Signature: ...........cooiiiiiiiiiii, Date: .....ccovviiiiinnn,
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Appendix S5. Meaning Recognition Test

15 M T FIE I i B S AME R IEH B CBE R 2R E WiZ B9iF, 153% E. Please select

the correct translation for each item. It you have not met the word before, please choose E.

1. hump

A E/FE B #WOISHEEF C iEFx D SE OB BHAME
2. bizarre

A FFFE9 B HIEM C HPRAR D ATUHUEM B BAME
3. rhino

A B85 B 3B C EBF D #ifp B BRAHME

4. ridiculous

A ERH B fEEAK C BEM D IREM B BAHME
5. surrogate

A RIE B WiFsZs  C R# D &M E HAME

6. affection

A EZE B.

T

C. K D.

il
it

E. FAFIE

Yol

7. interfere

A ihE B . T C EHF DRI E RAHE

8. bonkers

A BEM B BEM C ZTEABMN D XKW B FHAME
9. confident

A BfEES B BEHY  C BEAM D BHA B BAME

10. endearing

A NISHS B AR C EBA D WEM B RAME

11. knowledge

A FRR B B C &% D RL B FAME

12. fecund

A BEM B ZFH C HEKRIEW D. #FH  E BAME

13. appear
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A. 23 B WTE  C AR D B E BRAME

14. waddled

A 1EF B BEZREBHME C @mER Db RHMIBEE B IAME

15. traumatised

A #XRIE B HEM C XEBK D HEMN B BAHE

16. separate

A 8% B EfRE C EHF D NI E HAHE

17. enamoured

A ZFH B FBAR  C XRREY D BBEERY B HAME
18. buffering

A Zf% B ISR C FEBIR D i E FAME

19. sedated

A BOESTEEEF B WBAR  CHE D REREE B BAHME

20. ulcers

A. B LR B. %  C &% D /hF E BAME
21. poaching

A ®&ZTTE B i C R D FFEHHT B IWAHE
22. captive

A TER B EHRH  C FRHM D BEMN B BAHE
23. nuzzle

A FBFHE B ERKNK CEH D RE E BAME
24. marvellous

A #BE0E) B TRER D FBEMY D RMRREY B FAAE

25. boggling

A B3 BOIERF COBRAR D. |RFiE  E HAKIE
26. frisson

A X4 B. BT C WFA D MER B BWAME

27. individual
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A NME B.HHR  C 8L D.KfF B FAME

28. calf

AL B ML C /M DORRIE B IAHIE

29. cortisol

A EEEE B B4 C %5 D EBLER E BRAME
30. same

A EREY B FER C HREKM D BEM  E IAHME

hiil~EE—EREERN! ©
31. gland
A /hEE B BRA CO R D.IASTIE B BAKIE
32. obvious
A THfFR) B BIER C BfER D RHM  E FAME
33. confiscated
A BKEKIEE B SE C #HE DRl E BAHE
34. suckle
A EEEZ B IRSCY, C E D {FEHE B BAHE
35. barneys
A FH B RFE  C s DGR E BAKE
36. combining
A 1BF B T C 9% D fEEE B HAHME
37. serious
A THEHN B FEM G AHER D REFH B BAHE
38. bunting
A THBAR B E CERR DRl E HAME
39. discovered
A B BRI C fEER D ME B BAME

40. realise
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A. 3% B ®EiRE C oFF D. MR  E FAME
41. sanctuary

A RIFX B B C FBAZS D M@ E HAME
42. uncertain

A HHEH B AHZER C ERA D BEM  E HAME

43. foraging
A & B AETE C IR D KR E HAHME
44, foal

A Bt B AKEE  CORIBR D /hBE B RAME
45. fulfil

A Bl B 83 C KB D Wil B IWAHE

46. attacks

A B% B E C =iRE D BR B BAHME

47. fawn

A AR B RIFX C BFE D /NE B HAME

48. twirls

A XER B FH C ELZE D 45 E HAME

49. loyalty

A B B Xl CEA Dol B BAME

50. mature

A fE9bES B fBHAEY  C O RBRIREY D BRAR  E BAAIE
51. understand

A I B IR C BF D #ME B RAME

52. dinky

A BEN B FEMH C XEHA D NI E BAHIE

53. purring

A BREXIEE B WRERZYY  C KHIMEIEF D REREHE  E BAME

54. crisis
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A RE B MEK C®/A DYl E BAHE

55. midwife

A Bt B Eix  C Bt D KREE  E BAME
56. wildebeest

A JEIBR B Eix C X@mR D AL B RAHME
57. channel

A %% B EE C Xl D EBE E HAHME
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Appendix S6. Comprehension Test

F—B: B, ZBERWNT

(IR BEERSE

YRR

FHEA RIPFXEEE | TR RE: ZIR W

Liz A Clive 333 | Baloo B | Shere Khan #§{#- @] | Leo EB&
Jama B§3% | K = s

-5, 3 F

1. & Baloo it ARMERELXANE £ eI Fray?

AEEJLANA KRB E

B.ZE ¥R

CHE—FHI

D.¥EM % HHE

2. M REIXTIMERSZRNFRE, TIW—IEEFHN?

A HENRBN KX ZEER T o] IXFF 40

B.EMZE—MRIER TRMEHEE

C.EMFr &It A E IR A/ MBI

D.EMELZRXBEEEENTH

3. TEWIMHM=RzY (&, ZEEMNT) B, #EEEX?

AZEIE

B+

C.pE

lllll

D % ERE

4. THIWRILERE. ZRERMIMTFHIXZXNEFENY TN ERRER?
AEMEIEESEEYIESR

BEMHETAX

CENBAREFSEZ

D.EMNM AR

5. FB. ZEMMTFRIGIER| AR, ATAERRR?

A7 RATXEEEN 2 7T

B.EANER FAIEREE
Cla7 RLE BEHNRYREA

D EMNSHAFHREIER

6. Jama MNfETRREALIAPE RIREITRMNTH?
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AEZER G T e
B.RE1R i T AT
C.EfIEFTRITE
D.ZRIESAGF

7. Liz B FIR P RMEREFHMNTH?
ARFFOEER T BIERESTRS THITA
BRTVEBFERMERRRKELEZXRR
CIEURRMZE R — K L 7 R
DABLRERZ EAR MM ERILL

8. Clive tHIABE= Rz EH*R"?
AR IRILEIERE LB R R
BAKLL ZHEBIHIRA KR
CREENMHERNARKER
DEBEFRMBHIRARXR

9. Clive IREIBEEN =R EHATEMNZL?
AFEHEN
BB AR R 17
CEMLZE
DARFFR M

BB BFMENRAX

L2573 F

10. THIRFRIMFNEENTE, B—IRIEHH?
ANBHFZBRHERATINFE
B/NEAIEE Z AR
C/NBHHIR SR B ER R
D/NBERA—% E ] IUABREEE

11, WIAPRBZHASE T REEFIMILATLE?
ANKBBERERRESF
BEFAGFIMREL A LT FwIEE
CRIB K MEREF RS

D IR RSB RYIKIRTA

12. PSR IRE| AL B AN EFE X T WA E?
A B RBINABELNME

B.EE 4 K2 o] A SR A R &
CEHATMUMARMEZ RN IZ M
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DEBA4BHINATARMNE

13. AtadENENRGERF R EN !
AR I ELIEENHHFEFETRR
BEARILEFE TEKARHR
CHEASBEZSIXAEMBE KRR

DB AR EERFHREFRE

14. AP, SHAMAEWAL, A AAETREESRBESLE?

AR 0N A R RO R 5 R TE/ B
B R DFIARE—RNBERE
CRNTAKE —RAHTF SIERT 4L
DRI AKTEAERENE—E

15. At AREWEERI/ B A SRR TR
ARNBEZRENESF

B.E AR ERERNY
CRARTE-ERENEFTFI

D.E AR TNE B A

16. FEIN A FTIR 2 B 4 A9 MEAR SE AN F T 5 BR—Fh 7
AZEZERE/)
(RS S
CoRBKFTEA
DR~z 58

F=K: BTH

‘ FHA: Lz

¥IHIE A Isobel 35 /R | 7% Pip/Pippin B2

¥: Kate P4F

A

17. Liz ¥R FIRE] Pip A Kate X R I —m 247
AENNER ZEEE X

B ZE T EMNSEMNEEIR

CIEREMHIEEMEK

D.4L¥EET e B SR

18. /)\J& Pip ZEH ARS8 O] I Isobel B3R ?
AFERTERT] 1Y

B. Isobel 7t HY B &

C. Kate £ 0 &b A9 A

D x B 1EE]
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19. BIT%TF Isobel 5 Pip 4RIRAII IR AHR 2
A. Isobel ZEZRME R I T /I\EE Pip ERL 2Bt 2 7 R
B. Isobel EZR# R LI T /B Pip [FFF 2 YA ITHHEIR
C.Isobel ERITAKI T /INE Pip AR ZIIEIEE T 5
D. Isobel ZE 1A K I 7 /INEE Pip R HRH S 2B I

20. 1R Isobel FRtRY, AtAMIC/NEMAE T SR L7
A Bl A A8 ¥ BRI )\ BB

B.A At 5SS R L L BUR R

C.E A2 — T AR AH TT

D. A A IXS N T RIBAVEF BT

21. %F Kate %45 Pip IR9), AP RENEM—FER?
A. Kate B3, EEMERZEILL Pip WRYD

B. Kate B3, FHZRIIL Pip R

C.Kate XEY), BEZILL Pip IRYY

D. Kate ;xB¥1, FHEMKZIHITL Pip IRY)

22. Pip FHAS1E Kate BRI AT A?
AZEF Kate It}

B AEX Kate

CERES|EER

D18 &Nz}

23. Pip T ARMEF IR EI R EF 5P EY?
AHEERBE KRR

B. ¥ ENEAKXM

CEHERNMA KA
D.E¥EARMA KA

24. Pip ZARMEXRKE Kate —X7?
AF—RX
BEMX
CHE—H
D.EME

25. Isobel #{a#4R Pip 5 Kate TrEATEIREF?
A. I\ Pip =B EHMBEIIEN—H

\E Pip S EBEUAfE—LE

\E Pip S E/JVMEE— L

VEPip SEIERBEE L

—

B. /s
C. 7/
D. s

—
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26. THIB—FEE SR Pip 5 Kate FUXHR?
ANFERREIPAXR

B. MR ¥R % 2| B AH BRIt
CIMABHEHEBMAXR
D—ERXZHPRAXR

27. Pip A ABFEH<BEREFEAR"
ASRAE TbEY 4 E

B E—LRYIRE

C.5k%& Kate FIEIEA

D. & E1RE!

28. AT lIsobel 215 Pip 7l Kate JERHVHL T ERERE —1F7
AEMIEIRIELIFERVIE

B.EMFTIE AR T8

C.eMBEMILMIRFMIEREFE

D.EfIABERZ IR

S WAMET

‘ FHA: Lz ‘ Sk: Ronan &g ‘ EF: Emma X315 ’ 5 Della B

L2573 F

29. RARLAZNBFA{], A4 Ronan SFIEIZ T /INEETF1]?
AABIT Emma it B ZISENZ T /BB F 4]

B.fthATE| 7 Sy Y &

CHeEE| T FMEFIAE

DMEEF —REAEARCE

30. THIPR—IntEIA = AERAY?

A. Emma 1 Ronan ZiEEBEELELE T/ NEREFT LI/ NEFAY

B. Emma F1 Ronan NANE B RLE T/ NVERE 4 2T/ NS F Y
C. Emma 1 Ronan & EIEE L LI NEFREA £ T/NEN
D. Emma 1 Ronan AAEIEBIEE L LI/ NEFREA £ T/VES

31. Ronan BMMRERE LN NNEBEE/NEFNSEIRHAER?
AT NS £

BN FNHERY

CEXTNBFNRHRR

D.& X/ N F 1B 47 55
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32. ik Emma # Ronan BEIH Iz TRV HAY
AN TSR AR

B/NESFAT=ER T/ NIt

C/NBSTAIKRIBZES T ok

D./NBS T AR S )

33. Emma A AZEAR Ronan RNiLfbiERE FF15E 5 2
At i EFIEE —E/ B FhIRIBEEFE S

Bit B EMNE—EEETE
CHBiLn 7 2 F/ NS F i itis

DAt F TR Z KL

34, AT AHEVNRERIIEDEENEARSH?
AR AECHHAERNBTAT

B. B 0/ NFE B B S ER /It

C.E A/ NEFAIRW T
D.EAELXMRMEEL NS T

Translated version (NOT provided to the participants):

One: The bear, the tiger and the lion
Name correspondence:

The interviewer: | The founder: | The expert: | The bear: | The tiger: | The lion:
Liz Jama Clive Baloo Shere Khan | Leo

Multiple-choice questions:

1. When did the bear Baloo come to this wildlife refuge?
A. When it was a few months old

B. Six months ago

C. One year ago

D. When it was two years old

2. According to the video, which following statement is true about Asian black bears
and tigers?

A. When they meet, they can coexist peacefully on most occasions

B. Under normal circumstances, they seldom meet each other

C. The size of their territories is similar

D. They share the same territory in the Far East
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3. According to the video, who was the boss among the three animals (the bear, tiger,
and lion)?

A. The tiger

B. The lion

C. The bear

D. Did not mention

4. Which of the following was the main reason that the bear, tiger and lion were sent to
this wildlife refuge?

A. They were illegally kept as pets

B. They hurt humans

C. They were abused by humans and injured

D. They were rare species

5. Why did the bear, tiger and lion cry all day when they were just sent to the shelter?
A. The workers tried to separate them

B. They were not adapted to the new environment

C. The workers did not have enough food to feed them

D. They felt pain because of the injured bodies

6. What was Jama’s explanation about the behaviour of the tiger and the bear?
A. The tiger invaded the territory of the bear

B. The bear invaded the territory of the tiger

C. They were playing

D. The tiger had a bad temper

7. What did Liz think about the conflict between the tiger and the bear?

A. She was very happy to see the natural behaviour of them

B. She was very happy to see that they re-established close relationship very soon
C. She was worried that their natural instincts were impeded

D. She was worried that their natural instincts led them to hurt each other

8. How did Clive explain the relationship between the three animals?
A. Very intimate brotherhood

B. Supportive and loving family relationship

C. Brotherhood including rivalry and testing

D. Family relationship with status challenge

9. What was the main benefit of companionship for the three animals as mentioned by
Clive?

A. Keeping energetic

B. Reducing stress
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C. Being focused
D. Keeping instinct

Two: Rhinos and their friends

10. According to the video, which of the following statements about the young rhinos is
correct?

A. Young rhinos can survive without companionship

B. Young rhinos are extremely afraid of loneliness

C. Young rhinos’ independence increases with age

D. Young rhinos can stop relying on mom after about one year old

11. According to the video, what was the reason that caused many orphaned rhinos?
A. Human poach and slaughter a great number of rhinos

B. Rhinos’ lives are shortened due to the changes of living environments

C. Adult rhinos are isolated for scientific research purposes

D. Environmental pollution causes a sharp drop in food sources of rhinos

12. Which of the following misunderstandings of humans to the value of rhinos was
mentioned in the video?

A. Rhino skin is considered to have commercial value

B. Rhino skin can be used for new material development

C. Rhino horns can be used to make precious crafts

D. Rhino horns are considered to have medicine value

13. Why did excessive stress cause serious problems for the rhinos?
A. Because the hormones handling the stress were exhausted

B. Because the rhinos were too nervous to eat food

C. Because it caused other gastrointestinal diseases

D. Because it oppressed rhinos’ ocular nerves

14. According to the video, why was human less suitable to take care of young rhinos
than other animals?

A. If humans were sick, the bacteria were likely to kill young rhinos

B. Young rhinos would be afraid to live with humans

C. Being with humans would constrain rhinos’ ability to adapt to the wildlife

D. Humans could not stay with rhinos forever

15. Why was it not recommended to pair young rhinos with dogs?
A. Because dogs are likely to hurt young rhinos
B. Because dogs do not graze
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C. Because dogs cannot always stay with young rhinos
D. Because dog barking will scare young rhinos

16. According to the video, which of the followings is more suitable to describe rhinos’
personality?

A. Shy and timid

B. Gentle and quiet

C. Active and cheerful

D. Independent and strong

Three: The deep and the dog

The interviewer: Liz | The dog’s owner: Isobel | The deer: Pip/Pippin | The dog: Kate

17. According to Liz’s explanation, what was the most unique feature of the relationship
between Pip and Kate?

A. Their age difference was relatively large

B. Their living habits were affected and changed

C. The process of the relationship establishment was quite long

D. The relationship was purely from their own choices

18. When could the deer Pip enter Isobel’s house?
A. At any time

B. When Isobel permitted

C. When Kate waited at the door

D. Did not mention

19. Which of the following descriptions about Isobel and Pip is accurate?

A. Isobel took Pip back to her home immediately after she found it in the woods
B. Isobel did not take Pip home immediately after she found it in the woods

C. Isobel took Pip back to her home immediately after she found it at the door
D. Isobel did not take Pip home immediately after she found it at the door

20. According to Isobel, why did she put the deer on the dog’s bed?
A. Because she wanted the dog to take care of the deer

B. Because she thought the dog’s bed was warmer

C. Because that was the only place to put the deer

D. Because the dog had a strong curiosity about the deer

21. What was happened in the video about Kate’s feeding of Pip?
A. Kate had milk, but it never tried to feed Pip
B. Kate had milk, and tried to feed Pip
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C. Kate did not have milk, but it tried to feed Pip
D. Kate did not have milk, and never tried to feed Pip

22. Why did Pip start to bump against Kate?
A. It played with Kate

B. It did not like Kate

C. It wanted to attract attention

D. It wanted to have milk

23. When did Pip get back to the wild?
A. When Pip was 2 weeks old

B. When Pip was 6 weeks old

C. When Pip was 2 months old

D. When Pip was 6 months old

24. How often did Pip come back to see Kate?
A. Every day

B. Every two days

C. Every week

D. Every two weeks

25. How did Isobel describe Pip’s behaviour when playing with Kate?
A. Pip behaved the same as playing with other deer

B. Pip was bolder and braver

C. Pip was more cautious and careful

D. Pip was happier and more comfortable

26. Which of the following is more suitable to describe the relationship between Pip and
Kate?

A. From parenting to friend

B. From being precautious to mutual care

C. From parenting to mutual care

D. Always as close friend

27. Why did Pip return to the house every year?
A. Came and gave birth to its children

B. Brought back some food to show gratitude
C. Visited Kate and its owner

D. Did not mention

28. Why did Isobel say that Pip and Kate were like old friends?
A. They were very happy when seeing each other.
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B. They greeted each other in a very calm way
C. They looked at each other in a reliable way
D. They did not need much communication

Four: The cat and ducks

The interviewer: Liz The husband: Ronan The wife: Emma The cat: Della

29. Why did Ronan think that the cat had eaten the ducklings when they could not find
the ducklings?

A. He heard from Emma who said she saw the cat was eating the ducklings

B. He heard the cat’s meow

C. He saw the eggshell and fluff on the ground

D. He saw a cat in the barn

30. Which of the following statement is true?

A. The cat gave birth to the kittens before finding out the ducklings, and Emma and
Ronan knew that

B. The cat gave birth to the kittens before finding out the ducklings, but Emma and
Ronan did not know that

C. The cat found the ducklings before giving birth to the kittens, and Emma and Ronan
knew that

D. The cat found the ducklings before giving birth to the kittens, but Emma and Ronan
did not know that

31. What did Ronan think would happen if the cat saw the ducklings a few hours later?
A. It would take care of the little ducklings

B. It would take the ducklings as food

C. It would be hostile to the ducklings

D. It would be curious about the ducklings

32. What surprised Emma and Ronan?

A. The ducklings grew very fast

B. The ducklings could bully the kittens

C. The ducklings still acquired swimming skill
D. The ducklings sucked the cat’s milk

33. Why did Emma convince Ronan not to separate the ducklings from the cat?

A. She thought that the ducklings could still learn how to swim even being with the cat
B. She thought they love each other very deeply

C. She worried that the ducklings would die after being separated

D. She thought they were very cute being together
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34. Why was the cat not very happy sometimes as mentioned at the end of the video?
A. Because it gradually did not like the ducklings

B. Because the ducklings sometimes bullied the kittens

C. Because the ducklings were too noisy

D. Because it found it was difficult to control the ducklings
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Appendix S7. 3K Vocabulary Levels Test

The 3000 word level

1 bull formal and

2 champion serious

3 dignity manner

4 hell winner of a

5 museum sporting event

6 solution building
where
valuable
objects are
shown

1 blanket holiday

2 contest good quality

3 generation wool covering

4 mert used on

5 plot beds

6 vacation

1 comment long formal

2 gown dress

3 import goods from a

4  nerve foreign

5 pasture country

6 tradition part of the
body which
carries feeling

1 pond __ group of

2 angel animals

3 frost spirit who

4 herd serves God

5 fort managing

6 administration  business and
affairs

1  brilliant thin

2 distinct steady

3 magic _ without

4 naked clothes

5 slender

6 stable

Oy oL Sy Lh e o ) =

[o N R R T B anoh s o b =

[ N R E I B S

anoh s o b =

muscle advice

counsel a place

factor covered with

hen grass

lawn female

atmosphere chicken

lawn

atmosphere

abandon live in a place

dwell follow in

oblige order to catch

pursue leave

quote something

resolve permanently

assemble look closely

attach stop doing

peer something

quit cry out loudly

scream in fear

toss

drift suffer

endure patiently

grasp join wool

knit threads

register together

tumble hold firmly
with your
hands

aware usual

blank best or most

desperate important

normal — knowing what

striking is happening

supreme
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Appendix S8. Background Questionnaire for Participants in the Main Study

HIHE — YU EIRBEDNE

Viewing Habits Questionnaire for Participants

AeEEE 16 ER, MitEAN 3 0. AREEETRENEXFITRUR
EAFBEUENANERERL. KRSXMERLR, FRERINEIER %A
TERNELRXHR. ENDPARBULEEERESETREE. FERHE
HYIRBEA B! o)

XTIt E)ENEE T TLER, TBRENTAREKRRE:
WaRE: TR
HRFE: xxxxx@ucl.ac.uk

¥ &= Notice:

%O EMNEIER BB RFFE (UCL) #17EE., UCL ZHRFRIPFDLAERRE
B RN ANEIRLIEANIES), &0 @id data-protection@ucl.ac.uk SHEKER. HX
UCL NIl Z 5 & EENELER, EAE:
www.ucl.ac.uk/legal-services/privacy/participants-health-and-care-research-privacy-noti
ce, AREBFEPE TN FABRARSTRNIFAEE, FHREETRMREICO KN
Uk https:
/lico.org.uk/for-organisations/data-protection-reform/overview-of-the-gdpr/individuals-r
ights/

4% Participant code: [JE= 8] *

1. JRMHIE? What is your gender? [E821% #1] *

oA. 5 Male
oB. % Female

oC. fNZEiEREE Prefer not to say

2. YREVERS Z? What is your age? [tEZ @] *
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3. fRIANK B CHFEE KA BN 51? What do you think your English level is? [E
7] *

oA. #]F3& Beginner

oB. {k# % Low intermediate

oC. ™% High intermediate

oD. 5% Low advanced

oE. &%k High advanced

4. RN H B CHmInEIE/KIE 4 Please select your proficiency in listening, reading,
speaking, and writing English.[%5 /& SC AR ] [B A\ 1 & 5 B8] *

Wy 73 Listening

%% Reading

[1iE Speaking

HAE Writing

5. RANTIBERN LTI R EH 2 Your overall score in the language proficiency
examinations, and the year of taking it is:[%B [ S &) *

T %1 IELTS:

e A ED Year:

FEAR RSt TOEFL.:

FEAEE W FE 4 Year:

HAh, #¥EM Other, please specify:

6. {REGTUINFE B RS9 5= Your four components scores in IELTS are:[4E f& XX Z4<
;] *

Wr /1 Listening:

%3¢ Reading:

175 Speaking:

HIE Writing:
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7. I EMEF, RAEGHTIRISARNTHIMZE K27 How often do you
read/write/speak/listen to English....[#5fE S A RH] [F A\ 1 F| 6 9EL=F] *

Pl s (AR MRy How often do
you read in English (in any way)?

Wrdcis (DL A0 BI4i% A How often do you
listen to English (in any way)?

wigeiE (L& AIEED BKiZ A How often do you
speak in English (in any way)?

H9 s 54E CAEFIE D BMiR A How often do
you write in English (in any way)?

8. MRMRFEZEMNMEDT=A1A, RERERERCHITE/SR/MT AR KL
3 If you have just arrived in the UK within the past three months, how often do you
read/write/speak/listen to English in this period of time....[%5 % S A ZA] [#1\ 1 3 6 9

#F]

el il (DL FIEED #9428 How often do
you read in English (in any way)?

WrgEis (LMD B2 A How often do you
listen to English (in any way)?

WL (PLEFIED M8 How often do you
speak in English (in any way)?

MIECEAE (LMD B33y How often do
you write in English (in any way)?

9. REWRTEZ NI B B XSG (/7R BB 52,22 3% Fr 55)? Do you like watching
English videos (films, series, documentaries etc.) as an entertainment? [E1% /1] *

oA. = Yes

oB. & No

10. RERERIER EFBRXUING (KRR, BT, 2%/ %)? Do you like
watching English videos (films, series, documentaries etc.) in the classroom? [E21% ]

*

oA. = Yes
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1. FEVEFEHA(EE, 8%, L7/ %)8 When watching English videos:
[5BRESCAE] [ 1 51 6 M%) *

PRANVE FATAT FHE A% How often do you watch
them without subtitles?

AR 5 CEFER. ERXGE TR FIEN How
often do you watch them with any type of subtitles
(including English, Chinese, or dual subtitles)?

PRAEHRGE T35 (R sCEB I F5E Y How
often do you watch them with dual subtitles?

PRANASE FH S 3 1 A% 0y How often do you watch
them with Chinese subtitles?

PR A FH 92 SC 7 FE A2 A How often do you watch
them with English subtitles?

12. RETRAFIER TEEXMAIINEFZE KE How often do you watch
English videos (film, series, documentaries, etc.) in the following situations?[ %5 [ S 2

A [N 13 6 MEF]*

EFEMR F In the classroom

FEZSINIA] In your spare time

13. RIMBIR BT “WEFE (PR FHEE R HIL)? Have you ever heard of
“dual/bilingual subtitles” (English and Chinese presented at the same time) before? [E
] *

oA. = Yes

oB. & No

14. BICINE, R TIIFENEZEE N How much do you like the
following types of subtitles when watching English videos:[4E[F 3 A 1] [Z N\ 1 £ 6

fa ] *

I %E Chinese subtitles

B F5E English subtitles

KB L (¥ [EF ) Dual subtitles
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ToF%: No subtitles

15. REZREF T LKAt a7 How long have you lived in the UK? [IEZ= &) *

16. fRTWRE (BARES): [RE=&]*
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Appendix S9. Stimulated Recall Interview Oral Instructions

VAR

RERMNEBE—TILEAMAR . BAERERTERER, (RIREEF AT HICE
T Tk, BATTINEE, FELAXNMMENSmeRYNREIRNMT. HAEREE
MEMZE, A HRBE —ERTENMNRNEERN, REELMTA, XEEFSH—ME
BRTERFE. RNMEAEZTUMARREBITERXANES, EBEINSNER,
EE[IAEE XX FH, @it R EIER T DRERE T MEX S, BRILEME
HORTEFREX LA T BARERLEAA, R EMEFTREXTXMINAEEEHN.

Frd, MEFRMNEBE-—EF-—T-EEFHIANMNRER, ARRFTEREE—TRIZFEEIX
LR, REBEHA. AREFHAFAANEE, SARESFIERERCN S
B, (RRAFBEFHEMRERAH L BREXRTHEFRRELET . PEREFS
MREREZNES, SRR TR ZHEFBRINNE L. AWM —LELL, &RE
BRER,

Now we will look back at some of the video clips. Just now when you were watching
the video, your eye-movement trajectory was recorded. As we can see on the screen,
this red dot on the screen is where your eyes were paying attention at the time. Now |
want to know, during your viewing of the video, when you encountered some words that
you did not know, what were you thinking? These words will be circled by a rectangular
box. I know you can hear the English audio, see the dynamic images, and read the
subtitles. Also, through the eye-tracking data, | know what you were looking at and for
how long, but I cannot know when you heard or saw some words, what you were
thinking, and how you processed the different information about this word.

So now we will review several video clips together, you should try your best to recall
your thoughts when these words were presented on the video. Please do NOT tell me
what you are thinking right now, or your answers to the vocabulary tests. Please only
tell me about your thought at THAT time. If you cannot remember, or you did not notice
the word, you can simply tell me you do not remember it. | will not interact with you
too much during this recall process, so please tell me as much as you can about your
thoughts at the time. | will make some notes and ask you at the end.

Questions for each TW:

“The first word is “XXX”, did you notice this word at that time?”
(If they said yes) “What were you thinking at that time?”
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Appendix S10. Meaning Recall Test Scoring Scheme

EHPEE ChEETD 510, HRNS 0. FFUKIESRAAER, B! G785

Item | CERE English translation Controversial Examples When to give 1 When to give 0
P
barneys n. | gl A loud argument gk, PR
Related to argument,
confliction.
bizarre adj. | #&M; #F | Very strange and unusual Tt 1 AR L AREMHE LD | 5ER%, AR ik, i, R
R0 B e ZHEE 1 A 1 Sth related to strange, REPS
RSN F weird, odd. Sth only puzzled,
F P R 0 & NIz, JAAE 0 messy.
BLI 0 VREL 0
buffering | v. | Z5f#; 2% | To provide protection against harm | ZEi 1 JR2% 1 22X 1 SHEGE, Ei fil i, 52
Vs gk Including 2%, 2% Just about relieve
10PN fiE Bt O B O
bunting v. | $E; (#EBRIS | (In baseball) To deliberately hit the | 77 1 4% 1 IR — Mg, THATHIR | BrheipkEnss
) fuhils | ball very gently so that the ball N Attacking or
does not travel far Xtpt, FI0H 0 Xy 0 8k 0 | Describe the related jumping
BEEK 0 status of bumping and
hitting
confiscated | v. | ¥%Ui; #t--- | To take a possession away from E; M 0 dEEA | A TGE, Bl RA | kAE, BAK
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i someone when you have the right | 4 0 [F)4 X Relate to taking | %
to do so, usually as a punishment away Relate to closed,
and often for a limited period, after jailed
which it is returned to the owner
cortisol n. | BZRiBE A hormone (= a chemical made in | akind of % 1 R MR RiiE—fe=
the body) that is used in medicine | #% 1 Related to the hormone | #1/&, A H T
to treat parts of the body that are XAV B IRENE
swollen and painful a chemical 0 )% i )= 0 PAIJi The name of
%=0 another chemical,
or only said
chemical.
dinky adj. | /N5 Very small or slight RN 1 IMNEPS
Related to small
endearing | adj. | FIZ¥); i | Making someone like you; REN 1 REWN 1 5R% | 5%%, 5%, A%, | B25EHH Only
NEZK; 5] | inspiring affection; lovable, MR1EEN L EE LA | ZHX about precious
NZHH adorable I 1 Related to closed or love
E5H) 0 KWK 0 HEH],
HIEH 0
fawn/fawns | n. | /N ShfE Avyoung deer FEOLHE O /NI O /N O | RIS “RE” Fl WA “m” i

“CON, BN AN E XL
Include both deer and
young

WA /N 13y
X

Only include deer
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or young

foal /N iy Ayoung horse —MAEMO/NEOLEO | [FNEAR “S” A RE “9” 83
/NEH) 0 N, BN AE S | RN I
Include both horse and X
young Only include
horse or young
foraging W, #F | Togo from place to place HEOMIKOFEF O THIR, HIIE | W, MERaE
searching for things that you can Searching Prey and actions
eat or use related
gland JiRA% An organ of the body or of a plant | Jif 1 iz 1 EH M HoAth By k28
that secretes (= produces) liquid IEN Including fi# Other parts of
chemicals that have various body
purposes
hump FHE; As a noun: e, AN L/NDE T M | SRR, SRR, | Bk
BEike, Wike; | Alarge, round raised area or part; | B, MU 1 101 55 1| 5®iE S, SEM>* Jump or the back
gyilg, (AH) | Around raised part on a person's 51 Anything related to the
gy or animal's back; round raised area
as a verb: A=)
To carry or lift something heavy
with difficulty
midwife W=+, #4E | a person, usually a woman, who is | B 1 #:4 1 SHBPE, BERSED | RERW, %
AR trained to help women when they Include helping to give | 1% X

are giving birth

AF 0 E AR 015,

birth

Only about
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TR 0 PRIBE O nursing
nuzzle eSS E To touch, rub, or press something | % 1 P47 1 Rf &1 1 B4, il RgR5574H
(Jt#eH sk | or someone gently and/or in a way Including 4, Al K
oy &) i, | that shows your love, especially BER0E 0 £ 0 Only related to
¥, EE#R | with the head or nose, usually with nose
small repeated movements
poaching f’%; farfili; | To catch and kill animals without | 4, #22 0 ili%% 0 4T45 0 | A “f” ., A#air | REAH, ik,
fili, 7K (f. | permission on someone else's land; | iE4# 0 (147 R I8, FRERE
AL ESE) To cook something such as a fish, Including action without | X
or an egg with its shell removed, permission Only about
by putting it in gently boiling capture
water or other liquid
purring Rk | (Of a cat) To make a soft, low, ANFEIY 1 WY L FTRRRE 1| ORI Y Y P B A
continuous sound, or (of a PR 1 Y 1 K
machine) to make a similar sound The sounds of cat
sanctuary f#4"[X; & | Protection or a safe place, SEP L EEXE 1 ORI L | SR, KEr, & | SIRAE R
¥, -9, Wk | especially for someone or R 1 Pl 0% 8BS AfR | Related to
MEFT, JEEP | something being chased or hunted; P, ERER S L monitoring
Jit; a place where birds or animals can | %4 0 512 0 J541 0 Related to shelters,

EB, EH

live and be protected, especially
from being hunted or dangerous
conditions;

the most holy part of a religious

rescue shelters, sanctuary
temples; or contain the
meaning of protection,
refuge
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building

sedated v. | %ZE; P | Avoiding excitement or great B ONORE LEE 1 EE | S < AT, R
[F); #e3ES+ | activity and usually calm and (7)1 A FR 1 Including &%, quietand | #F
FE R relaxed:; calm Related to sitting
to cause a person or animal to be and slow
very calm or go to sleep by giving | & 0 20 &1 0 A4k, F
them a drug ARAH IR 0 PLVE ) 0 R 1) 0
surrogate | n. | &1L; AKX | Replacing someone else or used A== ERE, MRERE X HABSFR S X
instead of something else Related to substitution, Only about
FbE, FERHE, AT 0 and replacement adoption
traumatised | adj. | 32 A1) To shock and upset someone Mg RN 1O 1 | 5%, ZHdEAER, | 5, %f, %
severely and for a long time RZFTH ) 1 o AR 240 KA R
Related to injuries, Only related to
Trauma 0 5% 0 FEEE) 0 | showing the main bad, disaster, and
K] 0 agency’s injury and upset | destruction
twirls n. | Zi%s; (ff) | To (cause to) give asudden quick | ZYZE[ 1 H8 1 iEkh 1 & | e, #Hl, 28, %%, &,
Jieks; (ff) | turn or set of turns in a circle MLl B rRaE—# 1 |2, WSS
¥ Relate to turning in a
PRI 0 a4s 0 54k 0 circle
ulcers n. | A break in the skin, or on the — PR 0 ST 0 ' LR | FRH i HoAh 75

surface of an organ inside the
body, that does not heal naturally

%0

Mentioned ulcers

Other disease
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waddled

AR
i AT

(Usually of a person or animal
with short legs and a fat body)To
walk with short steps, moving the
body from one side to the other

B 1 RRIR 1 BB 1
AR 172 1

BRI 0 ¥ 0 FIZEAHR 0
G

S, EARE, %
BA R

Related to staggering,
unsteady walking,
swaying

RAmE, £k,
BIPHR
Only related to
walking and
strolling
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Appendix S11. Mixed-Effects Models for Four Eye-Movement Measures for Level
1 Overall Subtitling area (Level 1)

Total Reading Time %

Fixed effects b 95% ClI SE t p
Intercept 1.47 [0.94, 1.99] 0.27 542 <.001
Captions 0.03 [-0.01, 0.07] 0.02 1.11 27
L1 subtitles -0.11 [-0.15, -0.07] 0.02 -4.46 <.001
No subtitles -0.42 [-0.46, -0.38] 0.02 -17.69 <.001
log.Vsize -0.12 [-0.18, -0.06] 0.03 -3.78 <.001
Random effects Variance SD

by IP Intercept 0.003 0.06

by participant Intercept 0.007 0.08

residual 0.02 0.15

Best model: log.total.time.percentage ~ Group + log.Vsize + (1|Participant) + (1|IP)

Marginal R? = .48; Conditional R?= .65

Fixation %

Fixed effects b 95% CI SE t p
Intercept 1.31 [0.82, 1.80] 025 5.21 <.001
Captions 0.03 [-0.01, 0.07] 0.02 1.52 A3
L1 subtitles -0.08 [-0.12, -0.04] 002 -374  <.001
No subtitles -0.44 [-0.48, -0.40] 0.02 -2001 <.001
log.Vsize -0.10 [-0.16, -0.04] 0.03 -3.35 .001
Random effects Variance SD

by IP Intercept 0.003 0.06

by participant Intercept 0.006 0.08

residual 0.02 0.14
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Best model: log.fixation.percentage ~ Group + log.Vsize + (1|Participant) + (1|IP)

Marginal R? = .54; Conditional R?= .68

Run Count

Fixed effects b 95% ClI SE 2z p
Intercept 0.17 [0.05,0.29] 0.06 2.96 <.001
Captions 006  [022,0100 998 073 47
L1 subtitles -0.01 [-0.17,0.15] 0.08 -0.10 .92
No subtitles -2.30 [-2.48,-2.12] 0.09 -26.83 <.001
Random effects Variance SD

by IP Intercept 0.07 0.27

by participant  Intercept 0.09 0.29

Best model: run.count ~ Group + (1|Participant) + (1|IP)

Marginal R? = .40; Conditional R?= .46

Skip Rate

Fixed effects b 95% CI SE 2z p
Intercept -4.18 [-4.85,-3.51] 0.34 -12.23 <.001
Captions -0.57 [-1.26,0.12] 035 -1.62 .12
L1 subtitles 0.34 [-0.37,1.05] 0.36 0.95 34
No subtitles 6.26 [5.57,6.95] 0.35 17.82 <.001
res.Vsize 1.50 [0.44,256] 054 278 .01
Random effects Variance SD

by IP Intercept 1.59 1.26

by participant  Intercept 1.56 1.25

Best model: skip ~ Group + res.Vsize + (1 | Participant) + (1 | IP)

Hosmer and Lemeshow’s R? = .07
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Appendix S12. Mixed-Effects Models for Four Eye-Movement Measures for
Subtitling area Within the Bilingual Subtitles Group (Level 2)

Total Reading Time %

Fixed effects b 95% ClI SE t p d
Intercept 0.33 [0.31, 0.35] 0.01 31.79 <001 0.82
Bilingual L2 -0.16 [-0.17,-0.15] 0.005 -33.45 <.001
Random effects Variance SD
by IP Intercept 0.006 0.07

Bilingual L2 0.01 0.10
by participant Intercept 0.003 0.05
residual 0.03 0.17

Best model: log.total.time.percentage ~ Group + (1|Participant) + (1+Group|IP)

Marginal R? = .15; Conditional R? = .32

Fixation %
Fixed effects b 95% CI SE t p d
Intercept 0.35 [0.33,0.37] 0.01 3516 <.001 0.87
Bilingual L2 -0.17 [-0.18,-0.16] 0.005 -34.47 <.001
Random effects Variance SD
by IP Intercept 0.005 0.07

Bilingual L2 0.01 0.10
by participant  Intercept 0.002 0.05
residual 0.03 0.17

Best model: log.fixation.percentage ~ Group + (1|Participant) + (1+Group|IP)

Marginal R?=.17; Conditional R? = .32
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Run Count

Fixed effects b SE 2z p OR 95% CI
Intercept 0.18 0.04 416 <.001 1.20 [1.10,1.30]
Bilingual L2 -0.52 001 3736 <001 059 [0.58,0.61]
Random effects Variance SD
by IP Intercept 0.08 0.28

Bilingual L2 0.02 0.15
by participant  Intercept 0.05 0.21

Best model: run.count ~ Group + (1|Participant) + (1+Group|IP)

Marginal R? = .05; Conditional R?=.13

Skip Rate

Fixed effects b SE z p OR 95% CI
Intercept -2.63 0.16 -16.71 <.001 0.07 [0.05,0.10]
Bilingual L2 2.27 005 4281 <001 9.69 [8.73,10.75]
Random effects Variance SD

by IP Intercept 0.62 0.79

Bilingual L2 0.77 0.88

by participant  Intercept 0.69 0.83

Best model: skip ~ Group + (1|Participant) + (1+Group|IP)

Hosmer and Lemeshow’s R? = .06
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Appendix S13. Mixed-Effects Models for Four Eye-Movement Measures for
Subtitling area Between the Bilingual Subtitles and the Captions Groups (Level 2)

Total Reading Time %

Fixed effects b 95% ClI SE t p d
Intercept 0.17 [0.09, 0.25] 0.04 443 <001 1.24
Captions 0.39 [0.27, 0.51] 0.06 6.98 <.001
log.Vsize -0.002 [-0.14, 0.14] 0.07 -0.03 .98
GroupA:log.Vsize -0.29 [-0.49, -0.09] 0.10 -2.78 .01

Random effects Variance SD

by IP Intercept  0.003 0.05

by participant Intercept  0.01 0.10

residual 0.03 0.17

Best model: log.dwell.time.percentage ~ Group * log.Vsize + (1|Participant) + (1|IP)

Marginal R? = .32; Conditional R? = .52

Fixation %
Fixed effects b 95% CI SE t p d
Intercept 0.18 [0.10, 0.26] 0.04 4.76 <.001 1.36
Captions 0.39 [0.29. 0.49] 0.05 7.15 <.001
log.Vsize 0.004 [-0.13. 0.14] 0.07 0.06 .95
GroupA:log.Vsize -0.26 [-0.46. -0.06] 0.10 -258 .01
Random effects Variance SD
by IP Intercept  0.003 0.06

Captions  0.005 0.07
by participant Intercept  0.01 0.09
residual 0.03 0.16
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Best model: log.fixation.percentage ~ Group * log.Vsize + (1|Participant) +
(1+Group|IP)
Marginal R? = .34; Conditional R?= .55

Run Count
Fixed effects b SE 2z p OR 95% CI
Intercept -0.39 0.06 -6.25 <.001 0.67 [0.60,0.76]
Captions 0.50 0.09 558 <.001 1.65 [1.38,1.96]
Random effects Variance SD
by IP Intercept 0.10 0.32

Captions 0.01 0.12
by participant  Intercept 0.10 0.32

Best model: run.count ~ Group + (1|Participant) + (1+Group|IP)

Marginal R? = .05; Conditional R?= .20

Skip Rate
Fixed effects b SE 2z p OR  95% CI
Intercept -0.29 046 -0.64 .52 0.75 [0.30, 1.84]
Captions -4.70 048 -6.97 <.001 0.01 [0.003,0.02]
res.Vsize -0.20 0.84 -0.24 381 0.82 [0.16, 4.25]
GroupA:res.Vsize 3.82 1.24 3.08 .002 4554 [4.01,518.22]
Random effects Variance SD
by IP Intercept 0.48 0.69

Captions 0.75 0.87
by participant Intercept 1.31 1.15

Best model: skip ~ Group * res.Vsize + (1|Participant) + (1+Group|IP)

Hosmer and Lemeshow’s R? = .07
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Appendix S14. Mixed-Effects Models for Four Eye-Movement Measures for
Subtitling area Between the Bilingual Subtitles and the L1 Subtitles Groups
(Level 2)

Total Reading Time %

Fixed effects b 95% ClI SE t p d
Intercept 0.33 [0.29, 0.37] 0.02 20.83 <.001 0.28
L1 subtitles -0.06 [-0.10,-0.02] 0.02 -2.65 .01
Random effects Variance SD
by IP Intercept 0.01 0.08
L1 subtitles <0.001 0.03
by participant Intercept 0.007 0.08
residual 0.02 0.15

Best model: log.total.time.percentage ~ Group + (1|Participant) + (1+Group|IP)
Marginal R? = .02; Conditional R? = .32

Fixation %: »*(1) = 2.63, p = .10, R?< .001

Run Count
Fixed effects b SE z p OR 95% CI
Intercept 0.19 0.04 516 <001 120 [1.12,1.29]

Lisubtitles  -0.13 905 61 01 088 [0.79,0.97]

Random effects Variance SD
by IP Intercept 0.08 0.29
by participant  Intercept 0.03 0.17

Best model: run.count ~ Group + (1|Participant) + (1|IP)

Marginal R? = .05; Conditional R?= .08
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Skip Rate

Fixed effects b SE 2z p OR 95% CI
Intercept -2.79 0.20 -13.60 <.001 0.06 [0.04,0.09]
L1subtitles  0.76 030 754 01 213 [119 381]
Random effects Variance SD
by IP Intercept 0.86 0.93

L1 subtitles 0.02 0.15
by participant  Intercept 1.08 1.04

Best model: skip ~ Group + (1|Participant) + (1+Group|IP)
Marginal R? = .06
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Appendix S15. Mixed-Effects Models for Seven Eye-Movement Measures Within
the Bilingual Subtitles Group (Level 3)

Total Reading Time

Fixed effects b 95% ClI SE t p d
Intercept -8.10 [-16.21,0.01] 4.14 -196 .06 0.34
Bilingual L2 -1.84 [-2.45,-1.23] 031 -584 <.001
log.area 1.12 [0.30, 1.94] 042 269 .01
log.FoO 2.09 [1.09, 3.09] 051 4.09 <.001
Random effects Variance SD
by participant Intercept 0.88 0.94
by item Intercept 0.46 0.67

Bilingual L2 1.70 1.30
residual 4.97 2.23

Best model: log.total.time ~ Group + log.area + log.FoO + (1|Participant) +

(1+Group|IA_24LABEL)

Marginal R? = .15; Conditional R?= .39

15t-Pass Reading Time

Fixed effects b 95% ClI SE t p d
Intercept -7.16 [-14.12,-0.20] 355 -2.02 .05 0.28
Bilingual L2 -1.69 [-2.26,-1.12] 029 -576 <.001
log.area 0.10 [-0.61, 0.81] 0.36 2.80 .01
log.FoO 2.10 [1.24, 2.96] 0.44 482 .01
Random effects Variance SD
by participant Intercept 0.78 0.88
by item Intercept 0.27 0.52

Bilingual L2 1.49 1.22
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residual

4.56

2.14

Best model: log.X1st.pass.time ~ Group + log.area + log.FoO + (1|Participant) +

(1+Group|IA_24LABEL)

Marginal R? = .15; Conditional R? = .37

15t Fixation Duration

Fixed effects b 95% ClI SE t p d
Intercept 2.50 [1.76, 3.24] 0.38 6.55 <001 0.35
Bilingual L2 -1.40 [-1.97,-0.83] 029 -491 <.001
log.FoO 2.02 [1.28, 2.76] 0.38 5.30 <.001
Random effects Variance SD
by participant Intercept 0.68 0.83
by item Intercept 0.22 0.47

Bilingual L2 1.56 1.25
residual 4.14 2.03
Best model: log.X1st.fixation.duration ~ Group + log.FoO + (1|Participant) +
(1+Group|IA_24LABEL)
Marginal R? = .14; Conditional R?= .36
2nd-Pass Reading Time
Fixed effects b 95% ClI SE t p d
Intercept -15.04 [-23.33,-6.75] 4.23 -356 <001 0.24
Bilingual L2 -1.01 [-154,-048] 027 -381 <.001
log.time 0.95 [0.54, 1.36] 021 446 <001
log.area 0.93 [0.17, 1.69] 039 237 .02
Random effects Variance SD
by participant Intercept 0.15 0.39
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by item Intercept 0.79 0.89
Bilingual L2  1.11 1.06
residual 4.15 2.04

Best model: log.X2nd.pass.time ~ Group + log.time + log.area + (1|Participant) +
(1+Group|lA_24LABEL)
Marginal R?=.09; Conditional R? = .22

2"d Fixation Duration

Fixed effects b 95% ClI SE t p d
Intercept -22.04 [-[32.57,-11.51] 537 -411 <001 0.25
Bilingual L2 -1.22 [-1.83,-0.61] 031 -393 <.001
log.time 1.05 [0.48, 1.62] 029 3.60 .002
log.area 1.63 [0.69, 2.57] 048 339  .002
Random effects Variance SD
by participant Intercept 0.37 0.61
by item Intercept 0.91 0.96

Bilingual L2  1.59 1.26
residual 4.67 2.16

Best model: log.X2nd.fixation.duration ~ Group + log.time + log.area + (1|Participant)
+ (1+Group|IA_24LABEL)

Marginal R?=.11; Conditional R?= .30

Fixation count

Fixed effects b SE z p OR 95% ClI
Intercept -10.85 2.37 -458 <.001 <0.001  [0.00, 0.00]
Bilingual L2 -0.78 0.17 -451 <.001 0.46 [0.33, 0.65]

log.time 0.46 0.18 254 .01 1.58 [1.11, 2.25]
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log.area 0.71 0.19 3.75 <.001 2.04 [1.41, 2.97]

log.FoO 0.68 0.31 223 .03 1.98 [1.08, 3.60]
Random Variance SD

effects

by Intercept 0.20 0.45

participant

by item Intercept 0.10 0.31

Bilingual  0.56 0.75
L2

Best model: fixation.count ~ Group + log.time + log.area + log.FoO + (1|Participant) +
(1+Group|lA_24LABEL)
Marginal R? = .08; Conditional R?= .20

Skip Rate

Fixed effects b SE z p OR 95% CI
Intercept -1.12 0.35 -3.17 .002 0.33 [0.16, 0.65]
Bilingual L2 1.82 0.33 551 <.001 6.17 [3.23,11.79]
res.time -2.41 0.76 -3.19 .001 0.09 [0.02,0.40]
Random effects Variance SD

by participant Intercept 1.07 1.04

by item Intercept 0.53 0.73

Bilingual L2 1.77 1.33

Best model: skip ~ Group + res.time + (1|Participant) + (1+Group|lA_24LABEL)

Hosmer and Lemeshow’s R?= .14
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Appendix S16. Mixed-Effects Models for Seven Eye-Movement Measures Between
the Bilingual Subtitles and the Captions Groups (RQ3)

Total Reading Time

Fixed effects b 95% ClI SE t p d
Intercept -9.55 [-16.53, -2.6] 356 -268 .01 0.75
Captions 2.18 [1.53, 2.83] 033 650 <.001
log.time 1.59 [0.71, 2.47] 045 356  .001
Random effects Variance SD
by participant Intercept 0.90 0.95
by item Intercept 1.83 1.35

Captions 0.56 0.75
residual 4.48 2.12

Best model: log.total.time ~ Group + log.time + (1|Participant) +
(1+Group|lA_LABEL)
Marginal R? = .21; Conditional R?= .49

15t-Pass Reading Time

Fixed effects b 95% ClI SE t p d
Intercept -9.57 [-15.67, -3.47] 311 -3.08 .01 0.54
Captions 1.87 [1.24, 2.50] 032 592 <.001
log.time 1.57 [0.81, 2.33] 039 4.05 <001
Random effects Variance SD
by participant Intercept 0.72 0.85
by item Intercept 1.70 1.30

Captions 0.64 0.80
residual 4.23 2.06

Best model: log.X1st.pass.time ~ Group + log.time + (1|Participant) +
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(1+Group|lA_LABEL)

Marginal R? = .20; Conditional R?= .46

15t Fixation Duration

Fixed effects b 95% ClI SE t p d
Intercept -8.51 [-14.10, -2.92] 285 -298  .007 0.59
Captions 1.75 [1.18, 2.32] 029 595 <001
log.time 1.42 [0.71, 2.13] 036 3.98 .0006
Random effects Variance SD
by participant Intercept 0.63 0.79
by item Intercept 1.40 1.18

Captions 0.52 0.72
residual 3.81 1.95

Best model: log.X1st.fixation.duration ~ Group + log.time + (1|Participant) +

(1+Group|IA_LABEL)

Marginal R? = .19; Conditional R? = .44

2nd-Pass Reading Time

Fixed effects b 95% CI SE t p d
Intercept -9.56 [-23.01, 3.89] 6.86 -1.39 A7 0.55
Captions 1.71 [1.18, 2.24] 027 6.27 <.001

log.time 0.57 [0.06, 1.08] 026 224 .04

log.area 1.34 [0.24, 2.44] 0.56  2.37 .03

log.Vsize -0.88 [-1.68,-0.08] 041 -2.14 .04

Random effects Variance SD

by participant Intercept 0.43 0.65

by item Intercept 0.24 0.49
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residual

Captions

0.56
4.29

0.75
2.07

Best model: log.X2nd.pass.time ~ Group + log.time + log.area + log.Vsize +

(1|Participant) + (1+Group|lA_LABEL)

Marginal R? = .15; Conditional R?= .33

2"d Fixation Duration

Fixed effects b 95% ClI SE t p d
Intercept -31.44 [-47.53,-1535] 821 -383 <001 054
Captions 1.81 [1.20, 2.42] 031 575 <.001
log.time 1.21 [0.52, 1.90] 035 341 .003
log.area 2.32 [0.77, 3.87] 0.79 293 .008
Random effects Variance SD
by participant Intercept 0.62 0.78
by item Intercept 1.01 1.01

Captions 0.80 0.89
residual 4.12 2.03

Best model: log.X2nd.fixation.duration ~ Group + log.time + log.area + (1|Participant)

+ (1+Group|lA_LABEL)

Marginal R? = .22; Conditional R? = .44

Fixation count

Fixed effects b SE z p OR 95% ClI

Intercept -17.49 3.28 -534 <001 <0.001 [0.00,0.00]
Captions 1.00 0.16 6.10 <001 270 [1.98, 3.82]
log.time 0.88 0.14 6.19 <001 241 [1.81, 3.29]
log.area 1.01 0.32 3.20 .001 2.76 [1.43, 5.37]
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Random effects Variance SD

by participant Intercept  0.17 0.41
by item Intercept  0.68 0.82
Captions  0.21 0.46

Best model: fixation.count ~ Group + log.time + log.area + (1|Participant) +
(1+Group|lA_LABEL)
Marginal R? = .40; Conditional R? = .82

Skip Rate

Fixed effects b SE z p OR 95% CI
Intercept 0.85 0.49 1.72 .09 2.33 [0.89, 6.14]
Captions -2.48 0.38 -6.61 <.001 0.08 [0.04,0.17]
res.time -2.97 1.16 -255 .01 0.05 [0.005, 0.50]
Random effects Variance SD

by participant  Intercept 1.17 1.08
by item Intercept 1.54 1.24

Best model: skip ~ Group + res.time + (1|Participant) + (1|IA_LABEL)

Hosmer and Lemeshow’s R?= .06
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Appendix S17. Mixed-Effects Models for Seven Eye-Movement Measures Between
the Bilingual Subtitles and the L1 Subtitles Groups (RQ3)

Total Reading Time

Fixed effects b 95% ClI SE t p d
Intercept -17.52 [-28.99,-6.05] 585 -299 .006 0.12
L1 subtitles -0.63 [-1.22, -0.04] 030 -210 .04
log.time 1.34 [0.67, 2.01] 0.34 391 .001
log.area 1.18 [0.22, 2.14] 049 242 .02
Random effects Variance SD

by participant (intercept)  0.90 0.95

by item (intercept) 0.70 0.84

residual 4.18 2.04

Best model: log.total.time ~ Group + log.time + log.area + (1|Participant) +

(1)IA_LABEL)

Marginal R?=.11; Conditional R?= .36

15t-Pass Reading Time

Fixed effects b 95% CI SE t p d
Intercept -14.21 [-25.34,-3.08] 568 -250 .02 0.07
L1 subtitles -0.56 [-1.11, -0.01] 028 -199 .05

log.time 1.09 [0.44, 1.74] 0.33 327 .003
log.area 1.02 [0.10, 1.94] 047 216 .04
Random effects Variance SD

by participant (intercept) 0.76 0.87

by item (intercept) 0.66 0.81

residual 3.97 1.99

Best model: log.X1st.run.total.time ~ Group + log.time + log.area + (1|Participant) +

(1)IA_LABEL)
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Marginal R?=.08; Conditional R?= .32

15t fixation duration: »%(1) = 3.33, p = .07, R>=.001

2"d-Pass Reading Time

Fixed effects b 95% CI SE t p d
Intercept -10.96 [-15.96,-5.96] 255 -429 <001 0.17
L1 subtitles -0.40 [-0.79, -0.01] 020 -2.01 .05
log.time 1.58 [0.95, 2.21] 0.32 495 <.001
Random effects Variance SD

by participant (intercept)  0.26 0.51

by item (intercept) 0.61 0.78

residual 4.26 2.07

Best model: log.X2nd.pass.time ~ Group + log.time + (1|Participant) + (1/IA_LABEL)

Marginal R? = .13; Conditional R? = .27

2"d Fixation Duration

Fixed effects b 95% ClI SE t p d
Intercept -27.37 [-39.84,-1490] 6.36 -430 <.001 0.15
L1 subtitles -0.58 [-1.03, -0.13] 0.23 -250 .02
log.time 1.60 [0.87,2.33] 037 429 <001
log.area 1.73 [0.69, 2.77] 053 325 .003
Random effects Variance SD

by participant 0.40 0.63

(intercept)

by item (intercept) 0.84 0.92

residual 4.58 2.14
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Best model: log.X2nd.fixation.duration ~ Group + log.time + log.area + (1|Participant)
+ (1JIA_LABEL)
Marginal R? = .15; Conditional R?= .33

Fixation count

Fixed effects b SE z p OR 95% ClI
Intercept -12.65 2.55 -496 <.001 <0.001 [<0.001,0.001]
L1 subtitles -0.21 0.11 -1.94 .05 0.81 [0.65, 1.01]
log.time 0.79 0.15 534 01 2.20 [0.64, 2.96]
log.area 0.69 0.21 321 .001 1.99 [1.32, 3.01]
Random effects Variance  SD

by participant Intercept  0.11 0.32

by item Intercept  0.13 0.37

Best model: fixation.count ~ Group + log.time + log.area + (1|Participant) +
(11A_LABEL)
Marginal R?= .18, Conditional R?>= .38

Skip Rate
Fixed effects b SE z p OR 95% CI
Intercept -1.09 0.34 -3.21 .001 0.34 [0.17,0.65]

L1subtitles  0.68 0.33 207 .04 197 [1.03 3.77]
res.time 262 076 -3.43 <001 0.7 [0.02,0.32]

Random effects Variance SD

by participant  Intercept 0.92 0.96
by item Intercept 0.44 0.66

Best model: skip ~ Group +res.time+ (1|Participant) + (1|/IA_LABEL)

Hosmer and Lemeshow’s R? = .05
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Appendix S18. Mixed-Effects Models with Significant Results for the Relationship
Between Eye-Movement Measures on the L2 Unknown Target Words and
Vocabulary Tests in the Bilingual Subtitles Group (RQ4)

Total Reading Time — Form Recognition

Fixed effects b SE z p OR 95% ClI
Intercept -1.79 0.33 -5.49 .001 0.17 [0.08, 0.31]
Total reading time ~ 1.10 0.32 3.45 .001 3.01 [1.63, 5.76]
res.Vsize 2.73 0.61 452 <001 15.38 [4.68,56.23]
Random effects Variance  SD

by participant Intercept  0.43 0.65

by item Intercept  0.10 0.32

Best model: FR.Post ~ total.time + res.V/size + (1|Participant) + (1/IA_LABEL)

Hosmer and Lemeshow’s R? = .53

Total Reading Time — Meaning Recall

Fixed effects b SE z p OR 95% CI
Intercept -3.21 0.45 -7.12 .001 0.04 [0.01,0.09]
Total reading time  1.13 0.39 2.86 .004 3.09 [1.43,6.89]
res.Vsize 1.62 0.77 211 .04 5.04 [0.99, 24.26]
Random effects Variance SD

by participant Intercept 0.51 0.72

by item Intercept 0.06 0.24

Best model: Mrecall.Post ~ total.time + res.Vsize + (1|Participant) + (1/IA_LABEL)

Hosmer and Lemeshow’s RZ= .59

Total Reading Time — Meaning Recognition: y*(1) = 2.46, p = .11, R?>= .004
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15t-Pass Reading Time — Form Recognition

Fixed effects b SE z p OR 95% ClI
Intercept -1.80 0.32 5.6 <001 0.6 [0.08,0.31]
1st pass reading 1.70 0.43 395 <.001 5.45 [2.42, 13.14]
res.Vsize 2.65 0.60 439 <001 1413 [4.31,51.41]
Random effects Variance  SD

by participant Intercept  0.43 0.65

by item Intercept  0.07 0.27

Best model: FR.Post ~ 1st.pass.reading + res.Vsize + (1|Participant) + (1|IA_LABEL)

Hosmer and Lemeshow’s R? = .55

15t-Pass Reading Time — Meaning Recall

Fixed effects b SE z p OR  95% CI
Intercept -3.10 0.44 -7.05 <001 0.04 [0.02,0.10]
1st pass reading 1.22 0.49 2.47 .01 3.38  [1.29,9.26]
res.Vsize 1.51 0.77 1.98 .05 454 [0.89, 21.65]
Random effects Variance  SD

by participant Intercept  0.51 0.72

by item Intercept  0.06 0.24

Best model: Mrecall.Post ~ 1st.pass.reading + res.Vsize + (1|Participant) +

(1lA_LABEL)

Hosmer and Lemeshow’s R?= .12

15t-Pass Reading Time — Meaning Recognition: y*(1) = 2.71, p = .10, R?>=.004
2"d-Pass Reading Time — Form Recognition: y?(1) = 0.12, p = .73, R?< .001
2"d-Pass Reading Time — Meaning Recall: y*(1) = 0.82, p = .37, R?=.002
2"d-Pass Reading Time — Meaning Recognition: %(1) = 0.52, p = .47, R?<.001
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Appendix S19. Mixed-Effects Models with Significant Results for the Relationship
Between Eye-Movement Measures on the L2 Unknown Target Words and
Vocabulary Tests in the Captions Group (RQ4)

Total Reading Time — Form Recognition: y?(1) = 1.46, p = .23, R>= .01
Total Reading Time — Meaning Recall: ¥?(1) = 0.10, p = .75, R?< .001

Total Reading Time — Meaning Recognition:

Fixed effects b SE z p OR 95% ClI
Intercept -3.33 0.52 -5.84  .001 0.05 [0.02, 0.13]
Total reading time  0.68 0.33 206 .04 1.97 [1.03, 3.83]
res.Vsize 2.71 0.68 547 <.001 15.03 [3.96,56.99]
Random effects Variance  SD

by participant Intercept  0.29 0.54

by item Intercept  1.23 1.11

Best model: MReco.Post ~ total.time + res.Vsize + (1|Participant) + (1/IA_LABEL)

Hosmer and Lemeshow’s R?2= .05

15t-Pass Reading Time — Form Recognition

Fixed effects b SE z p OR 95% ClI
Intercept 0.96 0.45 -2.13 .03 0.39 [0.15, 0.95]
1st pass reading 0.90 0.39 228 .02 245 [1.14, 5.47]
res.Vsize 2.33 0.72 324 001 1091 [2.46,49.08]
Random effects Variance  SD

by participant Intercept  0.55 0.74

by item Intercept  0.60 0.78

Best model: FR.Post ~ 1st.pass.reading + res.Vsize + (1|Participant) + (1|IA_LABEL)

Hosmer and Lemeshow’s R? = .05

1st-Pass Reading Time — Meaning Recall: y*(1) = 0.10, p = .75, R?< .001
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15t-Pass Reading Time — Meaning Recognition

Fixed effects b SE z p OR 95% ClI
Intercept -2.87 0.49 -5.85 <.001 0.06  [0.02 0.14]
1st pass reading 0.79 0.41 196 .05 2.21 [0.99, 5.01]
res.Vsize 2.58 0.69 5.23 <.001 13.20 [3.41,51.03]
Random effects Variance  SD

by participant Intercept  0.34 0.58

by item Intercept  1.13 1.06

Best model: MReco.Post ~ 1st.pass.reading + res.Vsize + (1|Participant) +

(1lA_LABEL)

Hosmer and Lemeshow’s R?= .12

2"d-Pass Reading Time — Form Recognition: y*(1) = 0.02, p = .89, R?< .001

2"d-Pass Reading Time — Meaning Recall: y%(1) = 0.19, p = .66, R?< .001

2"d-Pass Reading Time — Meaning Recognition: »%(1) = 0.001, p = .97, R?<.001
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Appendix S20. Mixed-Effects Models for the Relationship Between Eye-Movement
Measures on the L1 Translations of Unknown Target Words and Vocabulary
Tests (RQ4)

In the bilinqual subtitles group:

Total Reading Time — Form Recognition: y*(1) = 0.90, p = .34, R?=.001

Total Reading Time — Meaning Recall: ?(1) = 0.24, p = .63, R><.001

Total Reading Time — Meaning Recognition: x*(1) = 0.10, p = .74, R?=.004
15-Pass Reading Time — Form Recognition: x*(1) = 0.18, p = .67, R><.001
15t-Pass Reading Time — Meaning Recall: y*(1) = 1.73, p = .19, R?=.005
15t-Pass Reading Time — Meaning Recognition: y*(1) = 2.66, p = .10, R?>=.004
2"d-Pass Reading Time — Form Recognition: y?(1) = 1.63, p = .20, R?=.003
2"d-Pass Reading Time — Meaning Recall: y*(1) = 0.56, p = .45, R?=.002
2"d-Pass Reading Time — Meaning Recognition: y*(1) = 0.43, p = .51, R?<.001

In the L1 subtitles group:

Total Reading Time — Form Recognition: y*(1) = 1.61, p = .20, R>=.003
Total Reading Time — Meaning Recall: ¥*(1) = 0.09, p = .77, R><.001

Total Reading Time — Meaning Recognition: x*(1) = 0.33, p = .56, R?< .001
15t-Pass Reading Time — Form Recognition: x?(1) = 0.005, p = .94, R?< .001
15t-Pass Reading Time — Meaning Recall: y*(1) = 0.47, p = .49, R?=.002
1st-Pass Reading Time — Meaning Recognition: y*(1) = 0.03, p = .86, R?< .001

2"d-Pass Reading Time — Form Recognition

Fixed effects b SE z p OR  95%CI
Intercept -1.08 0.47 -23 .03 034 [0.12,0.87]
2nd pass reading -1.82 0.96 096 .06 0.16 [0.02,0.98]
res.Vsize 1.96 0.92 213 .03 7.12 [1.13,52.01]
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Random effects Variance SD

by participant Intercept  0.37 0.61
by item Intercept  0.79 0.89

Best model: FR.Post ~ 2nd.pass.reading + res.Vsize + (1|Participant) + (1/IA_LABEL)

Hosmer and Lemeshow’s RZ= .02

2"d-Pass Reading Time — Meaning Recall: »*(1) = 0.07, p = .79, R?< .001
2"d-Pass Reading Time — Meaning Recognition: (1) = 0.93, p = .33, R?=.002
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