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Abstract
We consider the lower-triangular matrix of generating polynomials that enumerate
k-component forests of rooted trees on the vertex set [n] according to the number of
improper edges (generalizations of the Ramanujan polynomials). We show that this
matrix is coefficientwise totally positive and that the sequence of its row-generating
polynomials is coefficientwise Hankel-totally positive. More generally, we define the
generic rooted-forest polynomials by introducing also a weight m! φm for each vertex
with m proper children. We show that if the weight sequence φ is Toeplitz-totally
positive, then the two foregoing total-positivity results continue to hold. Our proofs
use production matrices and exponential Riordan arrays.
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1 Introduction and statement of results

It is well known1 that the number of forests of rooted trees on n labeled vertices is
fn = (n + 1)n−1, and that the number of forests of rooted trees on n labeled vertices
having k components (i.e. k trees) is

fn,k =
(
n − 1

k − 1

)
nn−k =

(
n

k

)
k nn−k−1 (1.1)

(to be interpreted as δk0 when n = 0). In particular, the number of rooted trees on n
labeled vertices is fn,1 = nn−1. The first few fn,k and fn are

1 See e.g. [29], [86,pp. 26–27], [30,p. 70], [119,pp. 25–28] or [6]. See also [47, 61, 95, 99, 104] and
[3,pp. 235–240] for related information.
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n \ k 0 1 2 3 4 5 6 7 8 fn

0 1 1
1 0 1 1
2 0 2 1 3
3 0 9 6 1 16
4 0 64 48 12 1 125
5 0 625 500 150 20 1 1296
6 0 7776 6480 2160 360 30 1 16807
7 0 117649 100842 36015 6860 735 42 1 262144
8 0 2097152 1835008 688128 143360 17920 1344 56 1 4782969

[124,A061356/A137452 and A000272]. By adding a new vertex 0 and connecting it
to the roots of all the trees, we see that fn is also the number of (unrooted) trees on
n+ 1 labeled vertices, and that fn,k is the number of (unrooted) trees on n+ 1 labeled
vertices in which some specified vertex (here vertex 0) has degree k.

The unit-lower-triangular matrix ( fn,k)n,k≥0 has the exponential generating
function

∞∑
n=0

n∑
k=0

fn,k
tn

n! x
k = exT (t), (1.2)

where

T (t)
def=

∞∑
n=1

nn−1 t
n

n! (1.3)

is the tree function [31].2 An equivalent statement is that the unit-lower-triangular
matrix ( fn,k)n,k≥0 is [8] the exponential Riordan array [9, 34, 35] R[F,G] with
F(t) = 1 and G(t) = T (t); we will discuss this connection in Sect. 3.1.

The principal purpose of this paper is to prove the total positivity of some matrices
related to (and generalizing) fn and fn,k . Recall first that a finite or infinite matrix of
real numbers is called totally positive (TP) if all its minors are nonnegative, and strictly
totally positive (STP) if all its minors are strictly positive.3 Background information
on totally positive matrices can be found in [40, 48, 71, 94]; they have applications to
many areas of pure and applied mathematics.4

2 In the analysis literature, expressions involving the tree function are often written in terms of the Lambert
W function W (t) = −T (−t), which is the inverse function to w �→ wew [31, 70].
3 Warning:Many authors (e.g. [40, 46, 48, 49]) use the terms “totally nonnegative” and “totally positive”
forwhatwe have termed “totally positive” and “strictly totally positive”, respectively. So it is very important,
when seeing any claim about “totally positive” matrices, to ascertain which sense of “totally positive” is
being used! (This is especially important becausemany theorems in this subject require strict total positivity
for their validity.)
4 Including combinatorics [12–14, 46, 111], stochastic processes [71, 72], statistics [71], the mechanics
of oscillatory systems [48, 49], the zeros of polynomials and entire functions [5, 38, 65, 71, 73, 94], spline
interpolation [52, 71, 107], Lie theory [45, 82–84] and cluster algebras [43, 44], the representation theory
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Our first result is the following:

Theorem 1.1 (a) The unit-lower-triangular matrix F = ( fn,k)n,k≥0 is totally
positive.5

(b) The Hankel matrix ( fn+n′+1,1)n,n′≥0 is totally positive.

It is known [49, 94] that a Hankel matrix of real numbers is totally positive if and
only if the underlying sequence is a Stieltjes moment sequence, i.e. the moments of a
positive measure on [0,∞). And it is also known that ( fn+1,1)n≥0 = ((n+ 1)n)n≥0 is
a Stieltjes moment sequence.6 So Theorem 1.1(b) is equivalent to this known result.
But our proof here is combinatorial and linear-algebraic, not analytic.

However, this is only the beginning of the story, because ourmain interest [112, 113,
116] is not with sequences andmatrices of real numbers, but rather with sequences and
matrices of polynomials (with integer or real coefficients) in one or more indetermi-
nates x: in applications they will typically be generating polynomials that enumerate
some combinatorial objects with respect to one or more statistics. We equip the poly-
nomial ring R[x] with the coefficientwise partial order: that is, we say that P is
nonnegative (and write P � 0) in case P is a polynomial with nonnegative coeffi-
cients. We then say that a matrix with entries inR[x] is coefficientwise totally positive
if all its minors are polynomials with nonnegative coefficients; and we say that a
sequence a = (an)n≥0 with entries in R[x] is coefficientwise Hankel-totally posi-
tive if its associated infinite Hankel matrix H∞(a) = (an+n′)n,n′≥0 is coefficientwise
totally positive.Most generally, we can consider sequences andmatriceswith entries in
an arbitrary partially ordered commutative ring; total positivity and Hankel-total posi-
tivity are then defined in the obvious way (see Sect. 2.1). Coefficientwise Hankel-total
positivity of a sequence of polynomials (Pn(x))n≥0 implies the pointwise Hankel-total
positivity (i.e. the Stieltjes moment property) for all x ≥ 0, but it is vastly stronger.

Returning now to the matrix F = ( fn,k)n,k≥0, let us define its row-generating
polynomials in the usual way:

Fn(x) =
n∑

�=0

fn,� x
�. (1.4)

Footnote 4 Continued
of the infinite symmetric group [10, 126], the theory of immanants [120], planar discrete potential theory
[32, 42] and the planar Ising model [81], and several other areas [52].
5 I trust that there will be no confusion between my use of the letter F for the matrix ( fn,k )n,k≥0 or its
generalizations, and also for the power series F(t) in an exponential Riordan arrayR[F,G]. The meaning
should be unambiguous from the context.
6 The integral representation [11] [70,Corollary 2.4]

(n + 1)n

n! = 1

π

π∫
0

(
sin ν

ν
eν cot ν

)n+1
dν

shows that (n+1)n/n! is a Stieltjes moment sequence. Moreover, n! = ∫∞
0 xn e−x dx is a Stieltjes moment

sequence. Since the entrywise product of two Stieltjes moment sequences is easily seen to be a Stieltjes
moment sequence, it follows that (n + 1)n is a Stieltjes moment sequence. But I do not know any simple
formula (i.e. one involving only a single integral over a real variable) for its Stieltjes integral representation.
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More generally, let us define its binomial partial row-generating polynomials

Fn,k(x) =
n∑

�=k

fn,�

(
�

k

)
x�−k . (1.5)

Thus, Fn(x) is the generating polynomial for forests of rooted trees on n labeled
vertices, with aweight x for each component; and Fn,k(x) is the generating polynomial
for forests of rooted trees on n labeled vertices with k distinguished components, with
a weight x for each undistinguished component. In fact, we have the explicit formulae

Fn(x) = x (x + n)n−1 (1.6)

Fn,k(x) =
(
n

k

)
(x + k) (x + n)n−k−1 (1.7)

as can easily be verified by expanding the right-hand sides. The Fn(x) are a special-
ization of the celebrated Abel polynomials An(x; a) = x(x − an)n−1 [47, 89, 101,
104] to a = −1, while the Fn,k(x) can be found in [95, 127].

From (1.5) we see that Fn,k(x) is a polynomial of degree n − k with nonnegative
integer coefficients, with leading coefficient

(n
k

)
; in particular, Fn,n(x) = 1. Moreover,

Fn,0(x) = Fn(x) [because
(
�
0

) = 1] and Fn,k(0) = fn,k [because
(k
k

) = 1]. So the
matrix F(x) = (Fn,k(x)

)
n,k≥0 is a unit-lower-triangular matrix, with entries in Z[x],

that has the row-generating polynomials Fn(x) in its zeroth column and that reduces to
F = ( fn,k)n,k≥0 when x = 0. Because of the presence of the binomial coefficients

(
�
k

)
in (1.5), we call F(x) the binomial row-generating matrix of the matrix F .7 Please
note that the definition (1.5) can be written as a matrix factorization

F(x) = FBx , (1.8)

where Bx is the weighted binomial matrix

(Bx )i j =
(
i

j

)
xi− j (1.9)

(note that it too is unit-lower-triangular); this factorization will play a central role in
our proofs. Our second result is then:

Theorem 1.2 (a) The unit-lower-triangular polynomial matrix F(x) =(
Fn,k(x)

)
n,k≥0 is coefficientwise totally positive.

(b) The polynomial sequence F = (Fn(x))n≥0 is coefficientwise Hankel-totally pos-

itive. [That is, the Hankel matrix H∞(F) = (
Fn+n′(x)

)
n,n′≥0 is coefficientwise

totally positive.]

7 Let us remark that the ordinary row-generating matrix of a lower-triangular matrix—that is, (1.5) without
the factors

(�
k
)
—has been introduced recently by several authors [16, 87, 131]. I do not know whether the

binomial row-generating matrix has been used previously, but I suspect that it has been.
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It is not difficult to see (see Lemma 2.3 below) that the matrix Bx is coefficientwise
totally positive; and it is an immediate consequence of the Cauchy–Binet formula that
the product of two (coefficientwise) totally positivematrices is (coefficientwise) totally
positive. So Theorem 1.2(a) is actually an immediate consequence of Theorem 1.1(a)
together with (1.8) and Lemma 2.3. But Theorem 1.2(b) will take more work.

But this is still not the end of the story, because we want to generalize these poly-
nomials further by adding further variables. First let us agree that the vertices of
our forest F of rooted trees will henceforth be labeled by the totally ordered set
[n] = {1, 2, . . . , n}. Given a rooted tree T ∈ F and two vertices i, j of T , we say that
j is a descendant of i if the unique path from the root of T to j passes through i . (Note
in particular that every vertex is a descendant of itself.) Now let e = i j be an edge of
T , ordered so that j is a descendant of i ; then i is the parent of j , and j is a child of
i . We say that the edge e = i j is improper if there exists a descendant of j (possibly
j itself) that is lower-numbered than i ; otherwise we say that e = i j is proper.
Now let fn,k,m be the number of forests of rooted trees on the vertex set [n] that

have k components and m improper edges (note that 0 ≤ m ≤ n − k since a forest
with k components has n − k edges). And introduce the generating polynomial that
gives a weight y for each improper edge and a weight z for each proper edge:

fn,k(y, z) =
n−k∑
m=0

fn,k,m ymzn−k−m . (1.10)

The first few fn,k(y, z) are

n \ k 0 1 2 3 4

0 1
1 0 1
2 0 z + y 1
3 0 2z2 + 4zy + 3y2 3z + 3y 1
4 0 6z3 + 18z2y + 25zy2 + 15y3 11z2 + 22zy + 15y2 6z + 6y 1

Clearly fn,k(y, z) is a homogeneous polynomial of degree n − k with nonnegative
integer coefficients; it is a polynomial refinement of fn,k in the sense that fn,k(1, 1) =
fn,k . (Of course, it was redundant to introduce the two variables y and z instead of just
one of them; we did it because it makes the formulae more symmetric.) In particular,
the polynomials fn,1(y, z) enumerate rooted trees according to the number of improper
edges; they are homogenized versions of the celebrated Ramanujan polynomials [21,
37, 62, 63, 69, 80, 97, 110, 128] [124,A054589].8

8 Also, Drake [36,Example 1.7.3] shows that fn,1,n−1−� is the number of ordered rooted trees (i.e. trees
in which the children of each vertex are linearly ordered) on the vertex set [n] with � ascents (i.e. edges i j
in which the child j is higher-numbered than the parent i) in which the child vertex of every ascent is a leaf.
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The unit-lower-triangular matrix ( fn,k(y, z))n,k≥0 is also the exponential Riordan
arrayR[F,G] with F(t) = 1 and

G(t) = 1

z

⎡
⎢⎣T

⎛
⎜⎝
(
1 − z

y
+ z2

y
t

)
e
−
(
1 − z

y

)⎞
⎟⎠ −

(
1 − z

y

)⎤⎥⎦ , (1.11)

where T (t) is the tree function (1.3); we will show this in Sect. 3.2.

Remark Let us write the homogenized Ramanujan polynomials as fn+1,1(y, z) =∑n
m=0 r(n,m) ymzn−m , so that r(n,m) = fn+1,1,m is the number of rooted trees

on the vertex set [n + 1] with m improper edges. Then Shor [110] and Dumont–
Ramamonjisoa [37] showed that

r(n,m) = n r(n − 1,m) + (n + m − 1) r(n − 1,m − 1). (1.12)

That is, the Ramanujan polynomials are the row-generating polynomials for the
Graham–Knuth–Patashnik (GKP) recurrence [60,Problem 6.94, pp. 319 and 564]
[7, 90, 105, 117, 125]

T (n,m)

= (αn + βm + γ ) T (n − 1,m) + (α′n + β ′m + γ ′) T (n − 1,m − 1) for n ≥ 1

(1.13)

with initial condition T (0,m) = δm0, specialized to (α, β, γ, α′, β ′, γ ′) =
(1, 0, 0, 1, 1,−1). It is an interesting open problem to extend the results presented
here to other cases of the GKP recurrence, such as the generalized Ramanujan poly-
nomials considered in [63, 80, 97]. Concerning total positivity for some special cases
of the GKP recurrence, see [22,especially Conjecture 1.3 and Theorem 1.5]; and con-
cerning coefficientwise Hankel-total positivity for the row-generating polynomials of
the GKP recurrence, see [105,Conjectures 6.9 and 6.10].

It should, however, be remarked that the coefficient matrix of the Ramanujan poly-
nomials, R = (r(n,m))n,m≥0, is not totally positive: the lower-left 7× 7 minor of the
leading 9 × 9 matrix is −3709251874944000. 
�

Nowwe can again introduce row-generating polynomials and binomial partial row-
generating polynomials: we generalize (1.4) and (1.5) by defining

Fn(x, y, z) =
n∑

�=0

fn,�(y, z) x
� (1.14)

and

Fn,k(x, y, z) =
n∑

�=k

fn,�(y, z)

(
�

k

)
x�−k . (1.15)
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Thus, Fn(x, y, z) is the generating polynomial for forests of rooted trees on the vertex
set [n], with a weight x for each component and a weight y (resp. z) for each improper
(resp. proper) edge; and Fn,k(x, y, z) is the generating polynomial for forests of rooted
trees on the vertex set [n] with k distinguished components, with a weight x for
each undistinguished component and a weight y (resp. z) for each improper (resp.
proper) edge. Note that Fn(x, y, z) [resp. Fn,k(x, y, z)] is a homogeneous polynomial
of degree n (resp. n − k) in x, y, z. Our third result is then:

Theorem 1.3 (a) The unit-lower-triangular polynomial matrix F(x, y, z) =(
Fn,k(x, y, z)

)
n,k≥0 is coefficientwise totally positive (jointly in x, y, z).

(b) The polynomial sequence F = (Fn(x, y, z))n≥0 is coefficientwise Hankel-totally
positive (jointly in x, y, z).

(c) The polynomial sequence F� = (
fn+1,1(y, z)

)
n≥0 is coefficientwise Hankel-

totally positive (jointly in y, z).

Here part (c) is an easy consequence of part (b), obtained by restricting to n ≥ 1,
dividing by x , and taking x → 0.

We remark that Chen et al. [20,Corollary 3.3] have proven that the sequence(
fn+1,1(y, z)

)
n≥0 of Ramanujan polynomials is coefficientwise strongly log-convex

(i.e. coefficientwise Hankel-totally positive of order 2).9 Theorem 1.3(c) is thus an
extension of this result to prove coefficientwise Hankel-total positivity of all orders.

But this is still not the end of the story, because we can add even more variables—in
fact, an infinite set. Given a rooted tree T on a totally ordered vertex set and vertices
i, j ∈ T such that j is a child of i , we say that j is a proper child of i if the edge
e = i j is proper (that is, j and all its descendants are higher-numbered than i). Now let
φ = (φm)m≥0 be indeterminates, and let fn,k(y,φ) be the generating polynomial for

k-component forests of rooted trees on the vertex set [n] with a weight φ̂m
def= m! φm

for each vertexwithm proper children and aweight y for each improper edge. (Wewill
see later why it is convenient to introduce the factorsm! in this definition. Observe also
that the variables z are now redundant, because theywould simply scaleφm → zmφm .)
We call the polynomials fn,k(y,φ) the generic rooted-forest polynomials. Here φ =
(φm)m≥0 are in the first instance indeterminates, so that fn,k(y,φ) belongs to the
polynomial ring Z[y,φ]; but we can then, if we wish, substitute specific values for φ

in any commutative ring R, leading to values fn,k(y,φ) ∈ R[y]. (Similar substitutions
can of course also be made for y.) When doing this we will use the same notation
fn,k(y,φ), as the desired interpretation for φ should be clear from the context.
The polynomial fn,k(y,φ) is quasi-homogeneous of degree n − k when φm is

assigned weightm and y is assigned weight 1. It follows from this quasi-homogeneity
that the variable y is now in principle redundant, since it can be absorbed into φ:
namely, if we define a rescaled φ by

(φc)m
def= cm φm, (1.16)

9 See also Lin and Zeng [80,Theorem 1.5] for a generalization to some polynomials with additional
indeterminates.
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then

fn,k(y,φ) = yn−k fn,k(1,φ
1/y). (1.17)

However, we prefer to retain the redundant variable y, in order to avoid the division by
y inherent in (1.17); in particular, this facilitates the study of the limiting case y = 0.

The lower-triangular matrix ( fn,k(y,φ))n,k≥0 is also an exponential Riordan array
R[F,G] with F(t) = 1, as we will show in Sect. 3.3; but this time the function G(t)
is rather more complicated.

Now define the row-generating polynomials

Fn(x, y,φ) =
n∑

�=0

fn,�(y,φ) x� (1.18)

and

Fn,k(x, y,φ) =
n∑

�=k

fn,�(y,φ)

(
�

k

)
x�−k . (1.19)

Thus, Fn(x, y,φ) is the generating polynomial for forests of rooted trees on the vertex
set [n], with a weight x for each component, y for each improper edge, and m! φm for
each vertex with m proper children; and Fn,k(x, y,φ) is the generating polynomial
for forests of rooted trees on the vertex set [n] with k distinguished components, with
a weight x for each undistinguished component, y for each improper edge, and m! φm

for each vertex with m proper children. Our fundamental result is then the following:

Theorem 1.4 Fix 1 ≤ r ≤ ∞. Let R be a partially ordered commutative ring, and let
φ = (φm)m≥0 be a sequence in R that is Toeplitz-totally positive of order r . Then:

(a) The lower-triangular polynomial matrix F(x, y,φ) = (
Fn,k(x, y,φ)

)
n,k≥0 is

coefficientwise totally positive of order r (jointly in x, y).
(b) The polynomial sequence F = (Fn(x, y,φ)

)
n≥0 is coefficientwise Hankel-totally

positive of order r (jointly in x, y).
(c) The polynomial sequence F� = (

fn+1,1(y,φ)
)
n≥0 is coefficientwise Hankel-

totally positive of order r (in y).

(The concept of Toeplitz-total positivity in a partially ordered commutative ring will
be explained in detail in Sect. 2.1. Total positivity of order r means that the minors
of size ≤ r are nonnegative.) Here (a) and (b) are once again the key results; (c) is an
easy consequence of (b), obtained by restricting to n ≥ 1, dividing by x , and taking
x → 0. Specializing Theorem 1.4 to r = ∞, R = Q and φm = zm/m! (which is
indeed Toeplitz-totally positive: see (2.1) below), we recover Theorem 1.3.

Theorem 1.4 generalizes the main result of our recent paper [91] on the generic
Lah polynomials, to which it reduces when y = 0; we will explain this connection in
Sect. 5.
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The main tool in our proofs is the theory of production matrices [33, 34] as applied
to total positivity [116], combined with the theory of exponential Riordan arrays [9,
34, 35]. Therefore, in Sect. 2 we review some facts about total positivity, production
matrices, and exponential Riordan arrays that will play a central role in our argu-
ments. This development culminates in Theorem 2.20; it is the fundamental theoretical
result that underlies all our proofs. In Sect. 3 we show that the matrices ( fn,k)n,k≥0,
( fn,k(y, z))n,k≥0 and ( fn,k(y,φ))n,k≥0 are exponential Riordan arraysR[F,G] with
F = 1, and we compute their generating functions G. In Sect. 4 we prove The-
orems 1.1–1.4, by exhibiting the production matrices for F , F(x), F(x, y, z) and
F(x, y,φ) and proving that these production matrices are coefficientwise totally pos-
itive. In Sect. 5 we discuss the connection with the generic Lah polynomials that were
introduced in [91]. Finally, in Sect. 6 we pose some open problems.

A sequel devoted to a different (but closely related) class of polynomials enumerat-
ing rooted labeled trees, written in collaboration with Xi Chen, will appear elsewhere
[25].

Note added: Some related ideas concerning total positivity and exponential Riordan
arrays can be found in a recent paper of Zhu [132].

2 Preliminaries

Here we review some definitions and results from [91, 116] that will be needed in the
sequel. We also include a brief review of exponential Riordan arrays [9, 34, 35] and
Lagrange inversion [53]. The key result in this section—obtained by straightforward
combination of the others—is Theorem 2.20.

2.1 Partially ordered commutative rings and total positivity

In this paper all rings will be assumed to have an identity element 1 and to be nontrivial
(1 
= 0).

A partially ordered commutative ring is a pair (R,P) where R is a commutative
ring and P is a subset of R satisfying

(a) 0, 1 ∈ P .
(b) If a, b ∈ P , then a + b ∈ P and ab ∈ P .
(c) P ∩ (−P) = {0}.
WecallP thenonnegative elementsof R, andwedefine apartial order on R (compatible
with the ring structure) by writing a ≤ b as a synonym for b − a ∈ P . Please
note that, unlike the practice in real algebraic geometry [15, 78, 85, 96], we do not
assume here that squares are nonnegative; indeed, this property fails completely for
our prototypical example, the ring of polynomials with the coefficientwise order, since
(1 − x)2 = 1 − 2x + x2 
� 0.

Now let (R,P) be a partially ordered commutative ring and let x = {xi }i∈I be a
collection of indeterminates. In the polynomial ring R[x] and the formal-power-series
ring R[[x]], letP[x] andP[[x]] be the subsets consisting of polynomials (resp. series)
with nonnegative coefficients. Then (R[x],P[x]) and (R[[x]],P[[x]]) are partially
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ordered commutative rings; we refer to this as the coefficientwise order on R[x]
and R[[x]].

A (finite or infinite) matrix with entries in a partially ordered commutative ring is
called totally positive (TP) if all its minors are nonnegative; it is called totally positive
of order r (TPr ) if all its minors of size ≤ r are nonnegative. It follows immediately
from the Cauchy–Binet formula that the product of two TP (resp. TPr ) matrices is TP
(resp. TPr ).10 This fact is so fundamental to the theory of total positivity that we shall
henceforth use it without comment.

We say that a sequence a = (an)n≥0 with entries in a partially ordered commutative
ring isHankel-totally positive (resp.Hankel-totally positive of order r) if its associated
infinite Hankel matrix H∞(a) = (ai+ j )i, j≥0 is TP (resp. TPr ). We say that a is
Toeplitz-totally positive (resp. Toeplitz-totally positive of order r) if its associated

infinite Toeplitz matrix T∞(a) = (ai− j )i, j≥0 (where an
def= 0 for n < 0) is TP

(resp. TPr ).11

When R = R, Hankel- and Toeplitz-total positivity have simple analytic charac-
terizations. A sequence (an)n≥0 of real numbers is Hankel-totally positive if and only
if it is a Stieltjes moment sequence [49,Théorème 9] [94,section 4.6]. And a sequence
(an)n≥0 of real numbers is Toeplitz-totally positive if and only if its ordinary generating
function can be written as

∞∑
n=0

ant
n = Ceγ t tm

∞∏
i=1

1 + αi t

1 − βi t
(2.1)

with m ∈ N, C, γ, αi , βi ≥ 0,
∑

αi < ∞ and
∑

βi < ∞: this is the celebrated
Aissen–Schoenberg–Whitney–Edrei theorem [71,Theorem 5.3, p. 412]. However, in
a general partially ordered commutative ring R, the concepts of Hankel- and Toeplitz-
total positivity are more subtle.

We will need a few easy facts about the total positivity of special matrices:

Lemma 2.1 (Bidiagonalmatrices). Let A be amatrix with entries in a partially ordered
commutative ring, with the property that all its nonzero entries belong to two consec-
utive diagonals. Then A is totally positive if and only if all its entries are nonnegative.

Proof The nonnegativity of the entries (i.e. TP1) is obviously a necessary condition
for TP. Conversely, for a matrix of this type it is easy to see that every nonzero minor
is simply a product of some entries. 
�

10 For infinite matrices, we need some condition to ensure that the product is well-defined. For instance,
the product AB is well-defined whenever A is row-finite (i.e. has only finitely many nonzero entries in each
row) or B is column-finite.
11 When R = R, Toeplitz-totally positive sequences are traditionally called Pólya frequency sequences
(PF), and Toeplitz-totally positive sequences of order r are called Pólya frequency sequences of order r
(PFr ). See [71,chapter 8] for a detailed treatment.
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Lemma 2.2 (Toeplitz matrix of powers). Let R be a partially ordered commutative
ring, let x ∈ R, and consider the infinite Toeplitz matrix

Tx
def= T∞(xN) =

⎡
⎢⎢⎢⎢⎢⎣

1
x 1
x2 x 1
x3 x2 x 1
...

...
...

...
. . .

⎤
⎥⎥⎥⎥⎥⎦

. (2.2)

Then every minor of Tx is either zero or else a power of x. Hence Tx is TP ⇐⇒ Tx
is TP1 ⇐⇒ x ≥ 0.

In particular, if x is an indeterminate, then Tx is totally positive in the ring Z[x]
equipped with the coefficientwise order.

Proof Consider a submatrix A = (Tx )I J with rows I = {i1 < · · · < ik} and columns
J = { j1 < · · · < jk}. We will prove by induction on k that det A is either zero or a
power of x . It is trivial if k = 0 or 1. If A12 = A22 = 0, then A1s = A2s = 0 for all
s ≥ 2 by definition of Tx , and det A = 0. If A12 and A22 are both nonzero, then the
first column of A is x j2− j1 times the second column, and again det A = 0. Finally,
if A12 = 0 and A22 
= 0 (by definition of Tx this is the only other possibility), then
A1s = 0 for all s ≥ 2; we then replace the first column of A by the first column minus
x j2− j1 times the second column, so that the new first column has xi1− j1 in its first
entry (or zero if i1 < j1) and zeroes elsewhere. Then det A equals xi1− j1 (or zero if
i1 < j1) times the determinant of its last k−1 rows and columns, so the claim follows
from the inductive hypothesis. 
�
See also Example 2.10 below for a second proof of the total positivity of Tx , using
production matrices.

Lemma 2.3 (Binomial matrix). In the ring Z, the binomial matrix B = ((n
k

))
n,k≥0 is

totally positive. More generally, the weighted binomial matrix Bx,y =(
xn−k yk

(n
k

))
n,k≥0 is totally positive in the ring Z[x, y] equipped with the coefficient-

wise order.

Proof It is well known that the binomial matrix B is totally positive, and this can be
proven by a variety ofmethods: e.g. using productionmatrices [71,pp. 136–137, Exam-
ple 6.1] [94,pp. 108–109], by diagonal similarity to a totally positive Toeplitz matrix
[94,p. 109], by exponentiation of a nonnegative lower-subdiagonal matrix [40,p. 63],
or by an application of the Lindström–Gessel–Viennot lemma [46,p. 24].

Then Bx,y = DBD′ where D = diag
(
(xn)n≥0

)
and D′ = diag

(
(x−k yk)k≥0

)
.

By Cauchy–Binet, Bx,y is totally positive in the ring Z[x, x−1, y] equipped with the
coefficientwise order. But because B is lower-triangular, the elements of Bx,y actually
lie in the subring Z[x, y]. 
�
See also Example 2.11 below for an ab initio proof of Lemma 2.3 using production
matrices.
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Finally, let us show that the sufficiency half of the Aissen–Schoenberg–Whitney–
Edrei theorem holds (with a slight modification to avoid infinite products) in a general
partially ordered commutative ring.Wegive two versions, depending onwhether or not
it is assumed that the ring R contains the rationals:

Lemma 2.4 (Sufficient condition for Toeplitz-total positivity). Let R be a partially
ordered commutative ring, let N be a nonnegative integer, and let α1, . . . , αN ,
β1, . . . , βN and C be nonnegative elements in R. Define the sequence a = (an)n≥0 in
R by

∞∑
n=0

ant
n = C

N∏
i=1

1 + αi t

1 − βi t
. (2.3)

Then the Toeplitz matrix T∞(a) is totally positive.

Of course, it is no loss of generality to have the same number N of alphas and betas,
since some of the αi or βi could be zero.

Lemma 2.5 (Sufficient condition for Toeplitz-total positivity, with rationals). Let R be
a partially ordered commutative ring containing the rationals, let N be a nonnegative
integer, and letα1, . . . , αN ,β1, . . . , βN , γ andC be nonnegative elements in R. Define
the sequence a = (an)n≥0 in R by

∞∑
n=0

ant
n = C eγ t

N∏
i=1

1 + αi t

1 − βi t
. (2.4)

Then the Toeplitz matrix T∞(a) is totally positive.

Proof of Lemma 2.4 We make a series of elementary observations:

(1) The sequence a = (1, α, 0, 0, 0, . . .), corresponding to the generating function
A(t) = 1 + αt , is Toeplitz-totally positive if and only if α ≥ 0. The “only if” is
trivial, and the “if” follows from Lemma 2.1 because the Toeplitz matrix T∞(a)
is bidiagonal.

(2) The sequence a = (1, β, β2, β3, . . .), corresponding to the generating function
A(t) = 1/(1− βt), is Toeplitz-totally positive if and only if β ≥ 0. The “only if”
is again trivial, and the “if” follows from Lemma 2.2.

(3) If a and b are sequences with ordinary generating functions A(t) and B(t), then
the convolution c = a∗b, defined by cn =∑n

k=0 akbn−k , has ordinary generating
function C(t) = A(t) B(t); moreover, the Toeplitz matrix T∞(c) is simply the
matrix product T∞(a) T∞(b). It thus follows from the Cauchy–Binet formula that
if a and b are Toeplitz-totally positive, then so is c.

(4) A Toeplitz-totally positive sequence can be multiplied by a nonnegative constant
C , and it is still Toeplitz-totally positive.

Combining these observations proves the lemma. 
�
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Proof of Lemma 2.5 We add to the proof of Lemma 2.4 the following additional obser-
vation:

(5) The sequence a = (γ n/n!)n≥0, corresponding to the generating function A(t) =
eγ t , is Toeplitz-totally positive if and only if γ ≥ 0. The “only if” is again trivial,
and the “if” follows from Lemma 2.3 because γ n−k/(n − k)! = (nk)γ n−k × k!/n!
and hence T∞(a) = D−1Bγ,1D where D = diag( (n!)n≥0). 
�

2.2 Productionmatrices

The method of production matrices [33, 34] has become in recent years an important
tool in enumerative combinatorics. In the special case of a tridiagonal production
matrix, this construction goes back to Stieltjes’ [121, 122]work on continued fractions:
the productionmatrix of a classical S-fraction or J-fraction is tridiagonal. In the present
paper, by contrast, we shall need production matrices that are lower-Hessenberg (i.e.
vanish above the first superdiagonal) but are not in general tridiagonal. We therefore
begin by reviewing briefly the basic theory of production matrices. The important
connection of production matrices with total positivity will be treated in the next
subsection.

Let P = (pi j )i, j≥0 be an infinite matrix with entries in a commutative ring R.
In order that powers of P be well-defined, we shall assume that P is either row-finite
(i.e. has only finitely many nonzero entries in each row) or column-finite.

Let us now define an infinite matrix A = (ank)n,k≥0 by

ank = (Pn)0k (2.5)

(in particular, a0k = δ0k). Writing out the matrix multiplications explicitly, we have

ank =
∑

i1,...,in−1

p0i1 pi1i2 pi2i3 . . . pin−2in−1 pin−1k, (2.6)

so that ank is the total weight for all n-step walks inN from i0 = 0 to in = k, in which
the weight of a walk is the product of the weights of its steps, and a step from i to j
gets a weight pi j . Yet another equivalent formulation is to define the entries ank by
the recurrence

ank =
∞∑
i=0

an−1,i pik for n ≥ 1 (2.7)

with the initial condition a0k = δ0k .
We call P the productionmatrix and A the outputmatrix, andwewrite A = O(P).

Note that if P is row-finite, then so is O(P); if P is lower-Hessenberg, then O(P)

is lower-triangular; if P is lower-Hessenberg with invertible superdiagonal entries,
thenO(P) is lower-triangular with invertible diagonal entries; and if P is unit-lower-
Hessenberg (i.e. lower-Hessenberg with entries 1 on the superdiagonal), thenO(P) is
unit-lower-triangular. In all the applications in this paper, P will be lower-Hessenberg.
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Thematrix P can also be interpreted as the adjacencymatrix for aweighted directed
graph on the vertex set N (where the edge i j is omitted whenever pi j = 0). Then P is
row-finite (resp. column-finite) if and only if every vertex has finite out-degree (resp.
finite in-degree).

This iteration process can be given a compact matrix formulation. Let us define the
augmented production matrix

P̃
def=

[
1 0 0 0 · · ·

P

]
. (2.8)

Then the recurrence (2.7) together with the initial condition a0k = δ0k can be written
as

A =
[
1 0 0 0 · · ·

AP

]
=
[
1 0
0 A

] [
1 0 0 0 · · ·

P

]
=
[
1 0
0 A

]
P̃. (2.9)

This identity can be iterated to give the factorization

A = · · ·
[
I3 0

0 P̃

][
I2 0

0 P̃

][
I1 0

0 P̃

]
P̃ (2.10)

where Ik is the k × k identity matrix; and conversely, (2.10) implies (2.9).
Now let 
 = (δi+1, j )i, j≥0 be the matrix with 1 on the superdiagonal and 0 else-

where. Then for any matrix M with rows indexed by N, the product 
M is simply M
with its zeroth row removed and all other rows shifted upwards. (Some authors use

the notation M
def= 
M .) The recurrence (2.7) can then be written as


O(P) = O(P) P. (2.11)

It follows that if A is a row-finite matrix that has a row-finite inverse A−1 and has
first row a0k = δ0k , then P = A−1
A is the unique matrix such that A = O(P).
This holds, in particular, if A is lower-triangular with invertible diagonal entries and
a00 = 1; then A−1 is lower-triangular and P = A−1
A is lower-Hessenberg. And if
A is unit-lower-triangular, then P = A−1
A is unit-lower-Hessenberg.

We shall repeatedly use the following easy facts:

Lemma 2.6 (Production matrix of a product). Let P = (pi j )i, j≥0 be a row-finite
matrix (with entries in a commutative ring R), with output matrix A = O(P); and let
B = (bi j )i, j≥0 be a lower-triangular matrix with invertible (in R) diagonal entries.
Then

AB = b00 O(B−1PB). (2.12)

That is, up to a factor b00, the matrix AB has production matrix B−1PB.
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Proof Since P is row-finite, so is A = O(P); then the matrix products AB and
B−1PB arising in the lemma are well-defined. Now

ank =
∑

i1,...,in−1

p0i1 pi1i2 pi2i3 . . . pin−2in−1 pin−1k, (2.13)

while

O(B−1PB)nk =
∑

j,i1,...,in−1,in

(B−1)0 j p ji1 pi1i2 pi2i3 . . . pin−2in−1 pin−1in bink .

(2.14)

But B is lower-triangular with invertible diagonal entries, so B is invertible and B−1

is lower-triangular, with (B−1)0 j = b−1
00 δ j0. It follows that AB = b00 O(B−1PB). 
�

Lemma 2.7 (Production matrix of a down-shifted matrix). Let P = (pi j )i, j≥0 be a
row-finite or column-finite matrix (with entries in a commutative ring R), with output
matrix A = O(P); and let c be an element of R. Now define

Q =

⎡
⎢⎢⎣
0 c 0 · · ·
0
0 P
...

⎤
⎥⎥⎦ = ce01 + 
TP
 (2.15)

and

B =

⎡
⎢⎢⎣
1 0 0 · · ·
0
0 cA
...

⎤
⎥⎥⎦ = e00 + c
TA
. (2.16)

Then B = O(Q).

Proof We use (2.6) and its analogue for Q:

O(Q)nk =
∑

i1,...,in−1

q0i1 qi1i2 qi2i3 . . . qin−2in−1 qin−1k . (2.17)

In (2.17), the only nonzero contributions come from i1 = 1, with q01 = c; and
then we must also have i2, i3, . . . ≥ 1 and k ≥ 1, with qi j = pi−1, j−1. Hence
O(Q)nk = can−1,k−1 for n ≥ 1. 
�

2.3 Productionmatrices and total positivity

Let P = (pi j )i, j≥0 be a matrix with entries in a partially ordered commutative ring
R. We will use P as a production matrix; let A = O(P) be the corresponding output
matrix. As before, we assume that P is either row-finite or column-finite.
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When P is totally positive, it turns out [116] that the output matrix O(P) has two
total-positivity properties: firstly, it is totally positive; and secondly, its zeroth column
is Hankel-totally positive. Since [116] is not yet publicly available, we shall present
briefly here (with proof) the main results that will be needed in the sequel.

The fundamental fact that drives the whole theory is the following:

Proposition 2.8 (Minors of the output matrix). Every k× k minor of the output matrix
A = O(P) can be written as a sum of products of minors of size≤ k of the production
matrix P.

In this proposition the matrix elements p = {pi j }i, j≥0 should be interpreted in the
first instance as indeterminates: for instance, we can fix a row-finite or column-finite
set S ⊆ N × N and define the matrix PS = (pSi j )i, j∈N with entries

pSi j =
{
pi j if (i, j) ∈ S

0 if (i, j) /∈ S
(2.18)

Then the entries (and hence also the minors) of both P and A belong to the polyno-
mial ring Z[p], and the assertion of Proposition 2.8 makes sense. Of course, we can
subsequently specialize the indeterminates p to values in any commutative ring R.

Proof of Proposition 2.8 For any infinite matrix X = (xi j )i, j≥0, let us write XN =
(xi j )0≤i≤N−1, j≥0 for the submatrix consisting of the first N rows (and all the columns)
of X . Every k × k minor of A is of course a k × k minor of AN for some N , so it
suffices to prove that the claim about minors holds for all the AN . But this is easy: the
fundamental identity (2.9) implies

AN =
[
1 0
0 AN−1

] [
1 0 0 0 · · ·

P

]
. (2.19)

So the result follows by induction on N , using the Cauchy–Binet formula. 
�
If we now specialize the indeterminates p to values in some partially ordered com-

mutative ring R, we can immediately conclude:

Theorem 2.9 (Total positivity of the output matrix). Let P be an infinite matrix that
is either row-finite or column-finite, with entries in a partially ordered commutative
ring R. If P is totally positive of order r , then so is A = O(P).

Remarks 1. In the case R = R, Theorem 2.9 is due to Karlin [71,pp. 132–134]; see
also [94,Theorem 1.11]. Karlin’s proof is different from ours.

2. Our quick inductive proof of Proposition 2.8 follows an idea of Zhu [129,proof of
Theorem 2.1], whichwas in turn inspired in part byAigner [2,pp. 45–46]. The same
idea recurs in recentwork of several authors [130,Theorem2.1] [23,Theorem2.1(i)]
[24,Theorem 2.3(i)] [79,Theorem 2.1] [26,Theorems 2.1 and 2.3] [50]. However,
all of these results concerned only special cases: [2, 24, 79, 129] treated the case in
which the productionmatrix P is tridiagonal; [130] treated a (special) case inwhich
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P is upper bidiagonal; [23] treated the case in which P is the production matrix of a
Riordan array; [26, 50] treated (implicitly) the case in which P is upper-triangular
and Toeplitz. But the argument is in fact completely general, as we have just seen;
there is no need to assume any special form for the matrix P .

3. A slightly different version of this proof was presented in [91, 92]. The simplified
reformulation given here, using the augmented production matrix, is due toMu and
Wang [88]. 
�

Example 2.10 (Toeplitz matrix of powers). Let P = xe00 + y
, where x and y are
indeterminates (here ei j denotes the matrix with an entry 1 in position i j and 0 else-
where). By Lemma 2.1, P is TP in the ring Z[x, y] equipped with the coefficientwise
order. An easy computation shows that O(xe00 + y
)nk = xn−k yk I[k ≤ n]. (Here
I[proposition] = 1 if proposition is true, and 0 if it is false.) When y = 1, this is
the Toeplitz matrix of powers (2.2). So Theorem 2.9 implies that Tx is TP in the ring
Z[x] equipped with the coefficientwise order. This gives a second proof of the total
positivity stated in Lemma 2.2. 
�
Example 2.11 (Binomial matrix). Let P be the upper-bidiagonal Toeplitz matrix
x I + y
, where x and y are indeterminates. By Lemma 2.1, P is TP in the
ring Z[x, y] equipped with the coefficientwise order. An easy computation shows
that O(x I + y
) = Bx,y , the weighted binomial matrix with entries (Bx,y)nk =
xn−k yk

(n
k

)
. So Theorem 2.9 implies that Bx,y is TP in the ring Z[x, y] equipped with

the coefficientwise order. This gives an ab initio proof of Lemma 2.3. 
�
Now define O0(P) to be the zeroth-column sequence of O(P), i.e.

O0(P)n
def= O(P)n0

def= (Pn)00. (2.20)

Then the Hankel matrix of O0(P) has matrix elements

H∞(O0(P))nn′ = O0(P)n+n′ = (Pn+n′
)00 =

∞∑
k=0

(Pn)0k (Pn′
)k0

=
∞∑
k=0

(Pn)0k ((PT)n
′
)0k =

∞∑
k=0

O(P)nk O(PT)n′k

= [
O(P)O(PT)

T]
nn′ . (2.21)

(Note that the sum over k has only finitely many nonzero terms: if P is row-finite, then
there are finitely many nonzero (Pn)0k , while if P is column-finite, there are finitely
many nonzero (Pn′

)k0.) We have therefore proven:

Lemma 2.12 (Identity for Hankel matrix of the zeroth column). Let P be a row-finite
or column-finite matrix with entries in a commutative ring R. Then

H∞(O0(P)) = O(P)O(PT)
T
. (2.22)
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Remark If P is row-finite, thenO(P) is row-finite;O(PT) need not be row- or column-
finite, but the productO(P)O(PT)

T
is anywaywell-defined. Similarly, if P is column-

finite, thenO(PT)
T
is column-finite;O(P) need not be row- or column-finite, but the

product O(P)O(PT)
T
is again well-defined. 
�

Combining Proposition 2.8 with Lemma 2.12 and the Cauchy–Binet formula, we
obtain:

Corollary 2.13 (Hankel minors of the zeroth column). Every k×k minor of the infinite
Hankel matrix H∞(O0(P)) = ((Pn+n′

)00)n,n′≥0 can be written as a sum of products
of the minors of size ≤ k of the production matrix P.

And specializing the indeterminatesp to nonnegative elements in a partially ordered
commutative ring, in such a way that P is row-finite or column-finite, we deduce:

Theorem 2.14 (Hankel-total positivity of the zeroth column). Let P = (pi j )i, j≥0 be
an infinite row-finite or column-finitematrix with entries in a partially ordered commu-
tative ring R, and define the infinite Hankel matrix H∞(O0(P)) = ((Pn+n′

)00)n,n′≥0.
If P is totally positive of order r , then so is H∞(O0(P)).

Onemight hope that Theorem 2.14 could be strengthened to show not only Hankel-
TP of the zeroth column of the output matrix A = O(P), but in fact Hankel-TP of
the row-generating polynomials An(x) for all x ≥ 0 (at least when R = R)—or even
more strongly, coefficientwise Hankel-TP of the row-generating polynomials. Alas,
this hope is vain, for these properties do not hold in general:

Example 2.15 (Failure of Hankel-TP of the row-generating polynomials). Let P =
e00 +
 be the upper-bidiagonal matrix with 1 on the superdiagonal and 1, 0, 0, 0, . . .
on the diagonal; by Lemma 2.1 it is TP. Then A = O(P) is the lower-triangular matrix
will all entries 1 (see Example 2.10), so that An(x) =∑n

k=0 x
k . Since A0(x) A2(x)−

A1(x)2 = −x , the sequence (An(x))n≥0 is not even log-convex (i.e. Hankel-TP2) for
any real number x > 0. 
�

Nevertheless, in one important special case—which includes all thematrices arising
in the present paper—the total positivity of the production matrix does imply the
coefficientwise Hankel-TP of the row-generating polynomials of the output matrix:
see Theorem 2.20 below.

2.4 An identity for B−1
x PBx

An important role will be played later in this paper by a simple but remarkable identity
[91,Lemma 3.6] for B−1

x PBx , where Bx is the x-binomial matrix and P is a particular
diagonal similarity transform (by factorials) of a lower-Hessenberg Toeplitz matrix:

Lemma 2.16 (Identity for B−1
x PBx ). Let φ = (φi )i≥0 and x be indeterminates, and

work in the ring Z[φ, x]. Define the lower-Hessenberg matrix P = (pi j )i, j≥0 by

pi j =
⎧⎨
⎩
0 if j = 0 or j > i + 1

i !
( j − 1)! φi− j+1 if 1 ≤ j ≤ i + 1

(2.23)
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and the unit-lower-triangular x-binomial matrix Bx by

(Bx )nk =
(
n

k

)
xn−k . (2.24)

Let 
 = (δi+1, j )i, j≥0 be the matrix with 1 on the superdiagonal and 0 elsewhere.
Then

B−1
x PBx = P(I + x
T). (2.25)

In [91] we proved (2.25) by a computation using a binomial sum. Here is a simpler
proof:

Proof of Lemma 2.16 We have P = DT∞(φ)D−1
 and Bx = D T∞
(
(xn/n!)n≥0

)
D−1, where D = diag

(
(n!)n≥0

)
. Now two Toeplitz matrices always commute:

T∞(a) T∞(b) = T∞(a ∗ b) = T∞(b) T∞(a). It follows that DT∞(φ)D−1 and Bx

commute. On the other hand, the classic recurrence for binomial coefficients implies


Bx = Bx (x I + 
) (2.26)

(cf. Example 2.11). Therefore

B−1
x PBx = B−1

x DT∞(φ)D−1 
Bx (2.27a)

= B−1
x DT∞(φ)D−1 Bx (x I + 
) (2.27b)

= DT∞(φ)D−1 (x I + 
) (2.27c)

= DT∞(φ)D−1 
(I + x
T) (2.27d)

since 

T = I . 
�

2.5 A lemma on diagonal scaling

Given a lower-triangular matrix A = (ank)n,k≥0 with entries in a commutative ring
R, let us define the matrix A� = (a�

nk)n,k≥0 by

a�
nk = n!

k! ank ; (2.28)

this is well-defined since ank 
= 0 only when n ≥ k, in which case n!/k! is an integer.
If R contains the rationals, we can of course write A� = DAD−1 where D =

diag
(
(n!)n≥0

)
. And if R is a partially ordered commutative ring that contains the

rationals and A is TPr , then we deduce immediately from A� = DAD−1 that also A�

is TPr . The following simple lemma [91,Lemma 3.7] shows that this conclusion holds
even when R does not contain the rationals:
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Lemma 2.17 Let A = (ai j )i, j≥0 be a lower-triangular matrix with entries in a par-
tially ordered commutative ring R, and let d = (di )i≥1. Define the lower-triangular

matrix A�d = (a�d
i j )i, j≥0 by

a�d
i j = d j+1d j+2 . . . di ai j . (2.29)

Then:

(a) If A is TPr and d are indeterminates, then A�d is TPr in the ring R[d] equipped
with the coefficientwise order.

(b) If A is TPr and d are nonnegative elements of R, then A�d is TPr in the ring R.

Proof (a) Let d = (di )i≥1 be commuting indeterminates, and let us work in the
ring R[d, d−1] equipped with the coefficientwise order. Let D = diag(1, d1,
d1d2, . . .). Then D is invertible, and both D and D−1 = diag(1, d−1

1 , d−1
1

d−1
2 , . . .) have nonnegative elements. It follows that A�d = DAD−1 is TPr in the
ring R[d, d−1] equipped with the coefficientwise order. But the matrix elements
a�d
i j actually belong to the subring R[d] ⊆ R[d, d−1]. So A�d is TPr in the ring
R[d] equipped with the coefficientwise order.

(b) follows from (a) by specializing indeterminates. 
�
The special case A�d = A� corresponds to taking di = i .

2.6 Exponential Riordan arrays

Let R be a commutative ring containing the rationals, and let F(t) = ∑∞
n=0 fntn/n!

and G(t) = ∑∞
n=1 gnt

n/n! be formal power series with coefficients in R; we set
g0 = 0. Then the exponential Riordan array [9, 34, 35] associated to the pair (F,G)

is the infinite lower-triangular matrix R[F,G] = (R[F,G]nk)n,k≥0 defined by

R[F,G]nk = n!
k! [tn] F(t)G(t)k . (2.30)

That is, the kth column ofR[F,G] has exponential generating function F(t)G(t)k/k!.
The bivariate egf is

∞∑
n=0

n∑
k=0

R[F,G]nk t
n

n! x
k = F(t) exG(t). (2.31)

Please note that the diagonal elements of R[F,G] are R[F,G]nn = f0gn1 , so the
matrixR[F,G] is invertible in the ring RN×N

lt of lower-triangular matrices if and only
if f0 and g1 are invertible in R.

We shall use an easy but important result that is sometimes called the fundamental
theorem of exponential Riordan arrays (FTERA):
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Lemma 2.18 (Fundamental theorem of exponential Riordan arrays). Let b = (bn)n≥0
be a sequence with exponential generating function B(t) = ∑∞

n=0 bnt
n/n!. Consid-

ering b as a column vector and lettingR[F,G] act on it by matrix multiplication, we
obtain a sequenceR[F,G]b whose exponential generating function is F(t) B(G(t)).

Proof We compute

n∑
k=0

R[F,G]nk bk =
∞∑
k=0

n!
k! [tn] F(t)G(t)k bk (2.32a)

= n! [tn] F(t)
∞∑
k=0

bk
G(t)k

k! (2.32b)

= n! [tn] F(t) B(G(t)). (2.32c)


�
We can now determine the production matrix of an exponential Riordan array

R[F,G]:
Theorem 2.19 (Production matrices of exponential Riordan arrays). Let L be a lower-
triangular matrix (with entries in a commutative ring R containing the rationals)
with invertible diagonal entries and L00 = 1, and let P = L−1
L be its production
matrix. Then L is an exponential Riordan array if and only if P = (pnk)n,k≥0 has the
form

pnk = n!
k! (zn−k + k an−k+1) (2.33)

for some sequences a = (an)n≥0 and z = (zn)n≥0 in R.
More precisely, L = R[F,G] if and only if P is of the form (2.33) where the ordi-

nary generating functions A(s) =∑∞
n=0 ans

n and Z(s) =∑∞
n=0 zns

n are connected
to F(t) and G(t) by

G ′(t) = A(G(t)),
F ′(t)
F(t)

= Z(G(t)) (2.34)

or equivalently

A(s) = G ′(Ḡ(s)), Z(s) = F ′(Ḡ(s))

F(Ḡ(s))
(2.35)

where Ḡ(s) is the compositional inverse of G(t).

Proof (mostly contained in [9,pp. 217–218]). Suppose that L = R[F,G]. The
hypotheses on L imply that f0 = 1 and that g1 is invertible in R; so G(t) has a
compositional inverse. Now let P = (pnk)n,k≥0 be a matrix; its column exponen-
tial generating functions are, by definition, Pk(t) = ∑∞

n=0 pnk t
n/n!. Applying the
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FTERA to each column of P , we see thatR[F,G]P is a matrix whose column expo-
nential generating functions are

(
F(t) Pk(G(t))

)
k≥0. On the other hand, 
R[F,G]

is the matrixR[F,G]with its zeroth row removed and all other rows shifted upwards,
so it has column exponential generating functions

d

dt

(
F(t)G(t)k/k!) = 1

k!
[
F ′(t)G(t)k + k F(t)G(t)k−1 G ′(t)

]
. (2.36)

Comparing these two results, we see that 
R[F,G] = R[F,G] P if and only if

Pk(G(t)) = 1

k!
F ′(t)G(t)k + k F(t)G(t)k−1 G ′(t)

F(t)
, (2.37)

or in other words

Pk(t) = 1

k!
[
F ′(Ḡ(t))

F(Ḡ(t))
tk + k tk−1 G ′(Ḡ(t))

]
. (2.38)

Therefore

pnk = n!
k! [tn]

[
F ′(Ḡ(t))

F(Ḡ(t))
tk + k tk−1 G ′(Ḡ(t))

]
(2.39a)

= n!
k!
[
[tn−k] F ′(Ḡ(t))

F(Ḡ(t))
+ k [tn−k+1] G ′(Ḡ(t))

]
(2.39b)

= n!
k! (zn−k + k an−k+1) (2.39c)

where a = (an)n≥0 and z = (zn)n≥0 are given by (2.35).
Conversely, suppose that P = (pnk)n,k≥0 has the form (2.33). Define F(t) and

G(t) as the unique solutions (in the formal-power-series ring R[[t]]) of the differential
equations (2.34) with initial conditions F(0) = 1 and G(0) = 0. Then running the
foregoing computation backwards shows that 
R[F,G] = R[F,G] P . 
�

The exponential Riordan arrays arising in the present paper will all have F(t) = 1:
these are said to belong to the associated subgroup (or Lagrange subgroup). Such
matrices (sometimes with the zeroth row and column removed) are also known as
Jabotinsky matrices [64] or convolution matrices [75]. Their entries are also identical
to the partial Bell polynomials [30,pp. 133–137] Bn,k(g1, g2, . . .) where G(t) =∑∞

n=1 gnt
n/n!.

Let us also observe that the matrices P occurring in Lemma 2.16 are precisely the
production matrices (2.33) with z = 0 (and a = φ): that is, they are the production
matrices of exponential Riordan arrays R[F,G] with F(t) = 1. This observation
allows us to improveTheorem2.14—fromHankel-total positivity of the zeroth column
to coefficientwise Hankel-total positivity of the row-generating polynomials—for the
special case of exponential Riordan arrays R[F,G] with F(t) = 1:
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Theorem 2.20 (Hankel-TP for row-generating polynomials of exponential Riordan
array). Let R be a partially ordered commutative ring containing the rationals; let A =
(ank)n,k≥0 = R[1,G] be an exponential Riordan array of the associated subgroup,
with entries in R and with invertible diagonal elements; let An(x) =∑n

k=0 ank x
k be

its row-generating polynomials; and let P = A−1
A be its production matrix.
If P is totally positive of order r in the ring R, then the sequence (An(x))n≥0

of row-generating polynomials is Hankel-totally positive of order r in the ring R[x]
equipped with the coefficientwise order.

Proof The row-generating polynomials An(x) form the zeroth column of the binomial
row-generatingmatrix ABx . ByLemma2.6, the productionmatrix of ABx is B−1

x PBx .
By Theorem 2.19, the production matrix P = (pnk)n,k≥0 has the form

pnk = n!
(k − 1)! an−k+1 (2.40)

for some sequence a = (an)n≥0 in R. By Lemma 2.16, we have

B−1
x PBx = P(I + x
T). (2.41)

By Lemma 2.1, the matrix I + x
T is totally positive in the ring Z[x] equipped with
the coefficientwise order; and by hypothesis, the matrix P is totally positive of order r
in the ring R. It follows that B−1

x PBx is totally positive of order r in the ring R[x]
equipped with the coefficientwise order. Theorem 2.14 then implies that the sequence
(An(x))n≥0 of row-generating polynomials is Hankel-totally positive of order r in the
ring R[x] equipped with the coefficientwise order. 
�

2.7 Lagrange inversion

We will use Lagrange inversion in the following form [53]: If �(u) is a formal power
series with coefficients in a commutative ring R containing the rationals, then there
exists a unique formal power series f (t) with zero constant term satisfying

f (t) = t �( f (t)), (2.42)

and it is given by

[tn] f (t) = 1

n
[un−1] �(u)n for n ≥ 1 ; (2.43)

and more generally, if H(u) is any formal power series, then

[tn] H( f (t)) = 1

n
[un−1] H ′(u)�(u)n for n ≥ 1. (2.44)
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In particular, taking H(u) = uk with integer k ≥ 0, we have

[tn] f (t)k = k

n
[un−k] �(u)n for n ≥ 1. (2.45)

3 Thematrices (fn,k)n,k≥0, (fn,k(y, z))n,k≥0 and (fn,k(y, �))n,k≥0
as exponential Riordan arrays

In this section we show that the matrices ( fn,k)n,k≥0, ( fn,k(y, z))n,k≥0 and
( fn,k(y,φ))n,k≥0 are exponential Riordan arrays R[F,G] with F = 1, and we com-
pute their generating functions G. Much of the contents of the first two subsections
is known [8, 37], but we think it useful to bring it all together in one place; it will
motivate our generalization in Sect. 3.3 and will play a key role in the remainder of
the paper.

3.1 Thematrix (fn,k)n,k≥0

We recall that fn,k is defined combinatorially as the number of k-component forests of
rooted trees on a total of n labeled vertices. Such a forest can be constructed as follows:
partition the vertex set V into subsets V1, . . . , Vk of cardinalities ni = |Vi | ≥ 1;
construct a rooted tree on each subset Vi ; and finally divide by k! because the trees are
distinguishable (since they are labeled) and any permutation of them gives rise to the
same forest. It follows that

fn,k = 1

k!
∑

n1,...,nk≥1
n1+···+nk=n

(
n

n1, . . . , nk

)
fn1,1 . . . fnk ,1. (3.1)

In terms of the column exponential generating functions

Fk(t)
def=

∞∑
n=0

fn,k
tn

n! , (3.2)

we have

Fk(t) = F1(t)k

k! . (3.3)

It follows from (3.3) and (2.30) that the matrix ( fn,k)n,k≥0 is the exponential Riordan
arrayR[F,G] with F(t) = 1 and G(t) = F1(t).
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On the other hand, a rooted tree on n labeled vertices can be obtained by choosing a
root and then forming a forest of rooted trees on the remaining n − 1 labeled vertices:
thus

fn,1 = n
∞∑
k=0

fn−1,k . (3.4)

Multiplying by tn/n! and summing over n ≥ 1, we get

F1(t) = t
∞∑
k=0

Fk(t) (3.5a)

= t eF1(t) by (3.3). (3.5b)

This is the well-known functional equation for the exponential generating function of
rooted trees.

We can now (as is also well known12) apply Lagrange inversion to the functional
equation (3.5b) to compute fn,k . Using (2.45), we have

[tn]F1(t)
k = k

n
[un−k] (eu)n = k

n

nn−k

(n − k)! (3.6)

and hence, using (3.3),

fn,k = n! [tn]Fk(t) = n!
k! [tn]F1(t)

k =
(
n

k

)
k nn−k−1, (3.7)

in agreement with (1.1). This is, of course, one of the many classic proofs of (1.1).
In particular, for k = 1 we have F1(t) = ∑∞

n=1 n
n−1 tn/n!, which is the celebrated

tree function T (t) [31].
All this is, of course, extremely well known (except possibly for the interpretation

as an exponential Riordan array, which is known [8] but perhaps not as well known
as it should be). It is, however, a useful warm-up for the generalization in which we
introduce the variables y and z, to which we now turn.

3.2 Thematrix (fn,k(y, z))n,k≥0

Recall that fn,k(y, z) is defined combinatorially as the generating polynomial for k-
component forests of rooted trees on the vertex set [n], in which each improper edge
gets a weight y and each proper edge gets a weight z. The reasoning leading to the
identity (3.1) generalizes without any change whatsoever to fn,k(y, z): the point is that

12 See e.g. [119,Example 5.4.4].
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each set Vi is order-isomorphic to [ni ] (by labeling the vertices in increasing order),
so that the meaning of “proper edge” is unaltered. Therefore

fn,k(y, z) = 1

k!
∑

n1,...,nk≥1
n1+···+nk=n

(
n

n1, . . . , nk

)
fn1,1(y, z) . . . fnk ,1(y, z). (3.8)

In terms of the column exponential generating functions

Fk(t; y, z) def=
∞∑
n=0

fn,k(y, z)
tn

n! , (3.9)

we have

Fk(t; y, z) = F1(t; y, z)k
k! . (3.10)

Therefore, the matrix ( fn,k(y, z))n,k≥0 is the exponential Riordan arrayR[F,G]with
F(t) = 1 and G(t) = F1(t; y, z). This fact will play a key role in the remainder of
the paper.

Of course, it still remains to calculate the exponential generating function
F1(t; y, z). This calculation is not at all trivial, but it was done a quarter-century
ago by Dumont and Ramamonjisoa [37]; we need only translate their results to our
notation.

Let T •
n =

n⊎
i=1

T [i]
n denote the set of rooted trees on the vertex set [n], where T [i]

n is

the subset for which the root vertex is i . Let T 〈i〉
n denote the subset of T •

n in which the
vertex i is a leaf (i.e. has no children). Given a tree T ∈ T •

n , we write imp(T ) for the
number of improper edges of T . Now define the generating polynomials

Rn(y, z) = fn,1(y, z) =
∑
T∈T •

n

yimp(T )zn−1−imp(T ) (3.11)

Sn(y, z) =
∑

T∈T [1]
n+1

yimp(T )zn−imp(T ) (3.12)

An(y, z) =
∑

T∈T 〈1〉
n+1

yimp(T )zn−imp(T ) (3.13)

in which each improper (resp. proper) edge gets a weight y (resp. z), and the corre-
sponding exponential generating functions

R(t; y, z) = F1(t; y, z) =
∞∑
n=1

Rn(y, z)
tn

n! (3.14)

123



A. D. Sokal

S(t; y, z) =
∞∑
n=0

Sn(y, z)
tn

n! (3.15)

A(t; y, z) =
∞∑
n=0

An(y, z)
tn

n! (3.16)

We then have the following key result [37,Proposition 7]:

Proposition 3.1 (Dumont–Ramamonjisoa). The seriesR, S andA satisfy the follow-
ing identities:

(a) S(t; y, z) = exp
[
zR(t; y, z)]

(b) A(t; y, z) = 1

1 − yR(t; y, z)
(c)

d

dt
R(t; y, z) = A(t; y, z)S(t; y, z)

and hence

(d)
d

dt
R(t; y, z) = exp

[
zR(t; y, z)]

1 − yR(t; y, z)
Solving the differential equation of Proposition 3.1(d) with the initial condition

R(0; y, z) = 0, we obtain:

Corollary 3.2 The series R(t; y, z) satisfies the functional equation

y − z + yzR = (y − z + z2t) ezR (3.17)

and hence has the solution

R(t; y, z) = 1

z

⎡
⎢⎣T

⎛
⎜⎝
(
1 − z

y
+ z2

y
t

)
e
−
(
1 − z

y

)⎞
⎟⎠ −

(
1 − z

y

)⎤⎥⎦ (3.18)

where T (t) is the tree function (1.3).

For completeness, let us outline briefly the elegant proof of Proposition 3.1, due to
Jiang Zeng, that was presented in [37,section 7]:

Sketch of Proof of Proposition 3.1 (a) Consider a tree T ∈ T [1]
n+1, and suppose that the

root vertex 1 has k (≥ 0) children. All k edges emanating from the root ver-
tex are proper. Deleting these edges and the vertex 1, one obtains a partition of
{2, . . . , n + 1} into blocks B1, . . . , Bk and a rooted tree Tj on each block Bj .
Standard enumerative arguments then yield the relation (a) for the exponential
generating functions.
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(b) Consider a tree T ∈ T 〈1〉
n+1 with root r , and let r1, r2, . . . , rl , 1 (l ≥ 0) be the

path in T from the root r1 = r to the leaf vertex 1.13 All l edges of this path are
improper. Deleting these edges and the vertex 1, one obtains an ordered partition
of {2, . . . , n + 1} into blocks B1, . . . , Bl and a rooted tree (Tj , r j ) on each block.
Standard enumerative arguments then yield the relation (b) for the exponential
generating functions.

(c) In a tree T ∈ Tn , focus on the vertex 1 (which might be the root, a leaf, both or
neither). Let T ′ be the subtree rooted at 1, and let T ′′ be the tree obtained from T
by deleting all the vertices of T ′ except the vertex 1 (it thus has the vertex 1 as a
leaf). The vertex set [n] is then partitioned as {1} ∪ V ′ ∪ V ′′, where {1} ∪ V ′ is the
vertex set of T ′ and {1} ∪ V ′′ is the vertex set of T ′′; and T is obtained by joining
T ′ and T ′′ at the common vertex 1. Standard enumerative arguments then yield
the relation (c) for the exponential generating functions. 
�

Remarks 1. Dumont and Ramamonjisoa also gave [37,sections 2–5] a second (and
very interesting) proof of Proposition 3.1, based on a context-free grammar [19]
and its associated differential operator.

2. We leave it as an open problem to find a direct combinatorial proof of the functional
equation (3.17), without using the differential equation of Proposition 3.1(d).

3. The polynomials Rn also arise [69] as derivative polynomials for the tree function:
in the notation of [69] we have Rn(y, 1) = Gn(y − 1). The formula (3.18) is then
equivalent to [69,Theorem 4.2, equation for Gn]. 
�

3.3 Thematrix (fn,k(y, �))n,k≥0

Recall that fn,k(y,φ) is defined combinatorially as the generating polynomial for k-
component forests of rooted trees on the vertex set [n], in which each improper edge

gets a weight y and each vertex with m proper children gets a weight φ̂m
def= m! φm .

The reasoning leading to the identity (3.1) again generalizes verbatim to fn,k(y,φ),
so that

fn,k(y,φ) = 1

k!
∑

n1,...,nk≥1
n1+···+nk=n

(
n

n1, . . . , nk

)
fn1,1(y,φ) . . . fnk ,1(y,φ). (3.19)

In terms of the column exponential generating functions

Fk(t; y,φ)
def=

∞∑
n=0

fn,k(y,φ)
tn

n! , (3.20)

13 Here l = 0 corresponds to the case in which the vertex 1 is both a leaf and the root (and hence the tree
consists of just this one vertex).
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we have

Fk(t; y,φ) = F1(t; y,φ)k

k! . (3.21)

Therefore, thematrix ( fn,k(y,φ))n,k≥0 is the exponential Riordan arrayR[F,G]with
F(t) = 1 and G(t) = F1(t; y,φ).

We now show how Proposition 3.1 can be generalized to incorporate the additional
indeterminates φ = (φm)m≥0. For a rooted tree T on a totally ordered vertex set, we
define pcm(T ) to be the number of vertices of T withm proper children.We define T •

n ,

T [i]
n and T 〈i〉

n as before, and then define the obvious generalizations of (3.11)–(3.16):

Rn(y,φ) = fn,1(y,φ) =
∑
T∈T •

n

yimp(T )
∞∏

m=0

(m! φm)pcm (T ) (3.22)

Sn(y,φ) =
∑

T∈T [1]
n+1

yimp(T )
∞∏

m=0

(m! φm)pcm (T ) (3.23)

An(y,φ) =
∑

T∈T 〈1〉
n+1

yimp(T )
∞∏

m=0

(m! φm)pcm (T ) (3.24)

and

R(t; y,φ) = F1(t; y,φ) =
∞∑
n=1

Rn(y,φ)
tn

n! (3.25)

S(t; y,φ) =
∞∑
n=0

Sn(y,φ)
tn

n! (3.26)

A(t; y,φ) =
∞∑
n=0

An(y,φ)
tn

n! (3.27)

Let us also define the generating function

�(u)
def=

∞∑
m=0

φm um =
∞∑

m=0

φ̂m
um

m! . (3.28)

We then have:

Proposition 3.3 The series R, S and A defined in (3.25)–(3.27) satisfy the following
identities:

(a) S(t; y,φ) = �
(
R(t; y,φ)

)
(b) A(t; y,φ) = φ0

1 − yR(t; y,φ)
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(c)
d

dt
R(t; y,φ) = 1

φ0
A(t; y,φ)S(t; y,φ)

and hence

(d)
d

dt
R(t; y,φ) = �

(
R(t; y,φ)

)
1 − yR(t; y,φ)

Proof The proof is identical to that of Proposition 3.1, with the following
modifications:

(a) Consider a tree T ∈ T [1]
n+1 in which the root vertex 1 has k children. Since all

k edges emanating from the root vertex are proper, we get an additional factor
φ̂k over and above what was seen in Proposition 3.1. Therefore, the exponential
function in Proposition 3.1 is replaced here by the generating function �.

(b) Consider a tree T ∈ T 〈1〉
n+1 with root r , where r1, r2, . . . , rl , 1 is the path in T

from the root r1 = r to the leaf vertex 1. Since all l edges of this path are
improper, the weights associated to the vertices r1, r2, . . . , rl in T are identical to
those associated to these vertices in the trees (Tj , r j ); therefore no modification
is required. However, the tree T contains a leaf vertex 1 that is not present in any
of the trees (Tj , r j ), so we get an additional factor φ̂0 = φ0.

(c) In a tree T ∈ Tn , focus on the vertex 1 and define T ′ and T ′′ as before. Since T ′′
has the vertex 1 as a leaf but T does not, a factor of φ0 needs to be removed from
the right-hand side. 
�

Let us give a name to the function appearing on the right-hand side of the differential
equation in Proposition 3.3(d):


(s; y,φ)
def= �(s)

1 − ys
def=

∞∑
m=0

(φ ∗ yN)m sm (3.29)

where φ ∗ yN is the convolution

(φ ∗ yN)m
def=

m∑
r=0

φr y
m−r =

m∑
r=0

φ̂r ym−r

r ! . (3.30)

It follows from Proposition 3.3(d) that the generating function R(t; y,φ), and hence
the generic rooted-forest polynomials fn,k(y,φ), depends on the indeterminates y,φ
only via the combination φ ∗ yN. Otherwise put, if φ′, y′ and φ′′, y′′ are two special-
izations of y,φ to values in a commutative ring R that satisfy φ′ ∗ (y′)N = φ′′ ∗ (y′′)N,
then fn,k(y′,φ′) = fn,k(y′′,φ′′) for all n, k ≥ 0. We leave it as an open problem to
find a bijective proof of this fact—possibly by bijection to a “canonical” specialization
such as y = 0, i.e. a bijective proof of

fn,k(y,φ) = fn,k(0,φ ∗ yN) (3.31)

(see also Sect. 5 below).
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Remark One might hope to generalize Proposition 3.3—and thus also Theorem 1.4—
by refining the counting of improper edges, as follows: Let φ = (φm)m≥0 and ξ =
(ξ�)�≥0 be indeterminates, and let fn,k(ξ ,φ) be the generating polynomial for k-
component forests of rooted trees on the vertex set [n] with a weight m! φm ξ� for
each vertex that has m proper children and � improper children. Our polynomials
fn,k(y,φ) thus correspond to the special case ξ� = y�. One might then hope that
Proposition 3.3 could be generalized to this case, with 1/(1− yR) replaced by �(R),
where�(u) =∑∞

�=0 ξ� u�. Indeed, Proposition 3.3(a,c) do extend to this situation; but
Proposition 3.3(b) does not, because the “global” counting of improper edges implicit
in the proof does not correspond to the “local” counting of improper edges (assigning
them all to the parent vertex) adopted in this definition of fn,k(ξ ,φ). And in fact,
the resulting polynomials are different: the differential equationR′(t) = �(R)�(R)

leads to

R3(ξ ,φ) = φ2
1 + 4φ1ξ1 + ξ21 + 2φ2 + 2ξ2, (3.32)

while the counting of the nine 3-vertex trees with the specified weights yields

f3,1(ξ ,φ) = φ2
1 + 4φ1ξ1 + 2ξ21 + 2φ2 + ξ2. (3.33)

The terms corresponding to trees with two improper edges are thus different: ξ21 +2ξ2
from the differential equation, and 2ξ21 + ξ2 from the counting.

I leave it as an open problem to find a different way of “localizing” the improper
edges that would provide a combinatorial interpretation for the polynomials defined
by the differential equation R′(t) = �(R)�(R). 
�

4 Proof of Theorems 1.1–1.4

We will prove Theorems 1.1–1.4 by explicitly exhibiting the production matrices for
F , F(x), F(x, y, z) and F(x, y,φ) and then proving that these production matrices
are coefficientwise totally positive. By Theorems 2.9 and 2.14, this will prove the
claimed results.

It suffices of course to prove Theorem 1.4, since Theorems 1.1–1.3 are contained
in it as special cases: take φm = zm/m! to get Theorem 1.3; then take y = z = 1 to
get Theorem 1.2; and finally take x = 0 to get Theorem 1.1. However, we shall find it
convenient to work our way up, starting with Theorem 1.1 and then gradually adding
extra parameters.

4.1 Thematrix (fn,k)n,k≥0 and its productionmatrix

Let F = ( fn,k)n,k≥0 be the unit-lower-triangular matrix defined by (1.1). Straightfor-
ward computation gives for the first few rows of its production matrix
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P
def= F−1
F =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1
0 2 1
0 5 4 1
0 16 15 6 1
0 65 64 30 8 1
0 326 325 160 50 10 1
0 1957 1956 975 320 75 12 1

0 13700 13699 6846 2275 560 105 14
. . .

...
...

...
...

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(4.1)

Empirically this matrix seems to be [124,A073107] augmented by a column of zeros
at the left. Taking the explicit formula from [124,A073107] and inserting the extra
column of zeros leads to the conjecture:

Proposition 4.1 (Production matrix for F). Let F = ( fn,k)n,k≥0 be the unit-lower-
triangular matrix defined by (1.1). Then its production matrix P = (p jk) j,k≥0 =
F−1
F has matrix elements

p jk =
j∑

m=0

j !
m!
(

m

k − 1

)
= j !

(k − 1)!
j+1−k∑
�=0

1

�! (4.2)

(where p j0 = 0).

We will give two proofs of Proposition 4.1: a first proof using the theory of expo-
nential Riordan arrays, and a second proof by direct computation using Abel-type
identities.

First Proof of Proposition 4.1 It was shown in Sect. 3.1 that the matrix ( fn,k)n,k≥0 is
the exponential Riordan array with F(t) = 1 and G(t) = the tree function T (t) =∑∞

n=1 n
n−1 tn/n!. Differentiation of the functional equation T (t) = t eT (t) gives

T ′(t) = eT (t)

1 − T (t)
. (4.3)

Applying Theorem 2.19, we see by comparing (2.34) with (4.3) that Z = 0 and
A(s) = es/(1 − s), which implies zn = 0 and

an =
n∑

�=0

1

�! . (4.4)

Inserting this into (2.33) yields (4.2). 
�
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Second Proof of Proposition 4.1 The production matrix P = F−1
F satisfies the
recurrence [cf. (2.7)]

fn+1,k =
n∑
j=0

fn, j p jk (4.5)

for all k ≥ 0, or in other words

(
n + 1

k

)
k (n + 1)n−k =

n∑
j=0

(
n

j

)
j nn− j−1 p jk . (4.6)

Now an Abel inverse relation [98,p. 95, eq. (3) with x = 0] [101,p. 154, Example 12
with y = 0] states that

an =
n∑
j=0

(
n

j

)
(− j)n− j b j ⇐⇒ bn =

n∑
j=0

(
n

j

)
j nn− j−1 a j . (4.7)

Applying this with a j = p jk and bn = (n+1
k

)
k (n + 1)n−k at fixed k ≥ 0, we see that

(4.6) is equivalent to

pnk =
n∑
j=0

(
n

j

)
(− j)n− j

(
j + 1

k

)
k ( j + 1) j−k . (4.8)

A bit of algebra shows that the right-hand side of (4.8) can be rewritten as

RHS =
(

n

k − 1

) n∑
j=k−1

(
n + 1 − k

j + 1 − k

)
(− j)n− j ( j + 1) j+1−k (4.9a)

=
(

n

k − 1

) N∑
�=0

(
N

�

)
(1 − k − �)N−� (k + �)� (4.9b)

where � = j + 1 − k and N = n + 1 − k. But Cauchy’s formula [98,p. 21] implies
that the right-hand side of (4.9b) equals

(
n

k − 1

) N∑
�=0

(
N

�

)
�! 1N−� = n!

(k − 1)!
n+1−k∑

�=0

1

(n + 1 − k − �)! , (4.10)

which equals pnk as defined in (4.2). 
�
Corollary 4.2 (Production matrix for F ′). Let F ′ = ( fn+1,k+1)n,k≥0 = 
F
T be the
unit-lower-triangular matrix obtained from F by deleting its zeroth row and column.
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Then its production matrix P ′ = (p′
jk) j,k≥0 = (F ′)−1
F ′ is obtained from P by

deleting its zeroth row and column, i.e. P ′ = 
P
T, and hence has matrix elements

p′
jk = p j+1,k+1 = ( j + 1)!

k!
j+1−k∑
�=0

1

�! . (4.11)

Proof Apply Lemma 2.7 to Proposition 4.1, with the matrix (4.1)/(4.2) playing the
role of Q. 
�

We remark that the elements of F ′ are fn+1,k+1 =
(
n

k

)
(n + 1)n−k .

Let us now introduce the sequence ψ = (ψm)m≥0 of positive rational numbers
given by

ψm =
m∑

�=0

1

�! , (4.12)

and the corresponding lower-triangular Toeplitz matrix T∞(ψ):

T∞(ψ)i j = ψi− j (4.13)

with the convention ψm
def= 0 for m < 0. Then the production matrix (4.2) can be

written as

P = DT∞(ψ)D−1 
 (4.14)

where D = diag
(
(i !)i≥0

)
. Moreover, this production matrix has a nice factorization

into simpler matrices:

Proposition 4.3 (Factorization of the production matrix). The matrix P = (p jk) j,k≥0
defined by (4.2) has the factorization

P = B1 DT1D
−1 
 (4.15)

where B1 is the binomial matrix [cf. (1.9)], T1 is the lower-triangular matrix of all
ones [cf. (2.2)], and D = diag

(
(i !)i≥0

)
.

Proof We have ψ = a ∗ b where an = 1/n! and bn = 1, and hence

P = DT∞(ψ)D−1 
 (4.16a)

= DT∞(a)T∞(b)D−1 
 (4.16b)

= (DT∞(a)D−1) (DT∞(b)D−1)
 (4.16c)

= B1 DT1D
−1 
. (4.16d)


�
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Remarks 1. Since P ′ = 
P
T, this also implies

P ′ = 
 B1 DT1D
−1. (4.17)

2. It follows from (4.15) that the augmented production matrix P̃
def=
[
1 0 0 0 · · ·

P

]

is given here by

P̃ =
[
1 0
0 B1 DT1D−1

]
. (4.18)


�
The sequence ψ has the ordinary generating function


(s)
def=

∞∑
m=0

ψms
m = es

1 − s
. (4.19)

Since this generating function is of the form (2.1), it follows that the sequence ψ is
Toeplitz-totally positive. (This can equivalently be seen by observing that ψ = a ∗ b,
where an = 1/n! and bn = 1 are both Toeplitz-totally positive.) In view of (4.14), this
proves:

Proposition 4.4 (Total positivity of the production matrix for F). The matrix P =
(p jk) j,k≥0 defined by (4.2) is totally positive (in Z).

Corollary 4.5 (Total positivity of the production matrix for F ′). The matrix P ′ =

P
T defined by (4.11) is totally positive (in Z).

Equivalently, we can observe that the total positivity of P and P ′ follows from the
factorizations (4.15)/(4.17) together with Lemmas 2.2 and 2.3.

Proof of Theorem 1.1 ApplyingTheorem2.9 to thematrix P andusingPropositions 4.1
and 4.4, we deduce Theorem 1.1(a). Similarly, applying Theorem 2.14 to the matrix
P ′ and using Corollaries 4.2 and 4.5, we deduce Theorem 1.1(b). 
�

4.2 Thematrix (Fn,k(x))n,k≥0 and its productionmatrix

We now turn our attention to the matrix F(x) = (Fn,k(x))n,k≥0 of binomial partial
row-generating polynomials defined by (1.5). The matrix factorization F(x) = FBx

[cf. (1.8)] implies, by Lemma 2.6, that the production matrix of F(x) is B−1
x PBx ,

where P is the production matrix of F as determined in the preceding subsection
[cf. (4.2)] and Bx is the x-binomial matrix [cf. (1.9)]. But Lemma 2.16 shows that
B−1
x PBx = P(I + x
T). This, together with Proposition 4.4, immediately implies:

Proposition 4.6 (Total positivity of the production matrix for F(x)). The matrix
B−1
x PBx defined by (4.2) and (1.9) is totally positive in the ring Z[x] equipped with

the coefficientwise order.
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Proof of Theorem 1.2 Applying Theorem 2.9 to the matrix B−1
x PBx and using Propo-

sitions 4.1 and 4.6, we deduce Theorem 1.2(a). Similarly, applying Theorem 2.14 to
the matrix B−1

x PBx and using Propositions 4.1 and 4.6, we deduce Theorem 1.2(b).

�

An equivalent way of stating this proof of Theorem 1.2(b) is that we have applied
Theorem 2.20 to the matrices F and P .

4.3 Thematrices (fn,k(y, z))n,k≥0 and (Fn,k(x, y, z))n,k≥0 and their production
matrices

We now generalize the results of the preceding two subsections to include the inde-
terminates y and z. The key result is the following:

Proposition 4.7 (Production matrix for F(y, z)). Let F(y, z) = ( fn,k(y, z))n,k≥0
be the unit-lower-triangular matrix defined by (1.10). Then its production matrix
P(y, z) = (pnk(y, z))n,k≥0 = F(y, z)−1
F(y, z) has matrix elements

pnk(y, z) = n!
(k − 1)!

n+1−k∑
�=0

yn−�z�

�! . (4.20)

This time we have only a proof using exponential Riordan arrays:

Proof of Proposition 4.7 It was shown in Sect. 3.2 that the matrix ( fn,k(y, z))n,k≥0
is the exponential Riordan array with F(t) = 1 and G(t) = R(t; y, z), where
R(t; y, z) solves the differential equation of Proposition 3.1(d) with initial condi-
tionR(0; y, z) = 0. Applying Theorem 2.19 and comparing this differential equation
with (2.34), we see that Z(s) = 0 and A(s) = ezs/(1 − ys), which implies zn = 0
and

an =
n∑

�=0

yn−�z�

�! . (4.21)

Inserting this into (2.33) yields (4.20). 
�
Let us now introduce the sequence ψ(y, z) = (ψm(y, z))m≥0 of polynomials with

nonnegative rational coefficients given by

ψm(y, z) =
m∑

�=0

yn−�z�

�! , (4.22)

and the corresponding lower-triangular Toeplitz matrix T∞(ψ(y, z)). Then (4.20) can
be written as

P(y, z) = DT∞(ψ(y, z))D−1 
 (4.23)
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where D = diag
(
(i !)i≥0

)
; the elements of these matrices lie in the ring Q[y, z].

Moreover, this production matrix has a nice factorization into simpler matrices:

Proposition 4.8 (Factorization of the production matrix). The matrix P = (p jk) j,k≥0
defined by (4.20) has the factorization

P(y, z) = Bz DTyD
−1 
 (4.24)

where Bz is the weighted binomial matrix (1.9), Ty is the Toeplitz matrix of powers
(2.2), and D = diag

(
(i !)i≥0

)
.

Proof We have ψ(y, z) = a ∗ b where an = zn/n! and bn = yn , and hence

P(y, z) = DT∞(ψ(y, z))D−1 
 (4.25a)

= DT∞(a)T∞(b)D−1 
 (4.25b)

= (DT∞(a)D−1) (DT∞(b)D−1)
 (4.25c)

= Bz DTyD
−1 
. (4.25d)


�
Remark It follows from (4.24) that the augmented production matrix P̃(y, z) =[
1 0 0 0 · · ·

P(y, z)

]
is given by

P̃(y, z) =
⎡
⎣ 1 0

0 Bz DTyD−1

⎤
⎦ . (4.26)

Two interpretations of (4.26)/(2.10) in terms of digraphs are given by Gilmore [55]. 
�
The sequence ψ(y, z) has the ordinary generating function


(s; y, z) def=
∞∑

m=0

ψm(y, z) sm = ezs

1 − ys
. (4.27)

Since this generating function is of the form (2.4), Lemma2.5 implies that the sequence
ψ is coefficientwise Toeplitz-totally positive. (This can equivalently be seen by observ-
ing that ψ(y, z) = a ∗ b, where an = zn/n! and bn = yn are both coefficientwise
Toeplitz-totally positive.) In other words, the Toeplitz matrix T∞(ψ(y, z)) is totally
positive in the ring Q[y, z] equipped with the coefficientwise order. It follows from
(4.23) that the same goes for P(y, z). But the elements of P(y, z) actually lie in the
ring Z[y, z] ⊆ Q[y, z]. We have therefore proven:

Proposition 4.9 (Total positivity of the production matrix for F(y, z)). The matrix
P(y, z) = (p jk(y, z)) j,k≥0 defined by (4.20) is totally positive in the ring Z[y, z]
equipped with the coefficientwise order.

123



Total positivity of some polynomial matrices...

Equivalently, the total positivity of P(y, z) follows from the factorization (4.24)
together with Lemmas 2.2 and 2.3.

We now consider the matrix F(x, y, z) = (Fn,k(x, y, z))n,k≥0 of binomial partial
row-generating polynomials defined by (1.15). The matrix factorization F(x, y, z) =
F(y, z)Bx implies, by Lemma 2.6, that the production matrix of F(x, y, z) is
B−1
x P(y, z)Bx , where P(y, z) is the production matrix of F(y, z) [cf. (4.20)]. But

Lemma 2.16 shows that B−1
x P(y, z)Bx = P(y, z)(I + x
T). This, together with

Proposition 4.9, immediately implies:

Proposition 4.10 (Total positivity of the production matrix for F(x, y, z)). The matrix
B−1
x P(y, z)Bx defined by (4.20) and (1.9) is totally positive in the ring Z[x, y, z]

equipped with the coefficientwise order.

Proof of Theorem 1.3 Applying Theorem 2.9 to the matrix B−1
x P(y, z)Bx and using

Propositions 4.7 and 4.10, we deduce Theorem 1.3(a).
Similarly, applying Theorem 2.14 to the matrix B−1

x P(y, z)Bx and using Proposi-
tions 4.7 and 4.10, we deduce Theorem 1.3(b).

Theorem 1.3(c) follows from Theorem 1.3(b) by noting that

fn+1,1(y, z) = Fn+1(x, y, z)

x

∣∣∣∣
x=0

. (4.28)


�
Once again, an equivalent way of stating this proof of Theorem 1.3(b) is that we

have applied Theorem 2.20 to the matrices F(y, z) and P(y, z).

4.4 Thematrices (fn,k(y, �))n,k≥0 and (Fn,k(x, y, �))n,k≥0 and their production
matrices

We now generalize the results of the preceding three subsections to include the inde-
terminates φ.

Proposition 4.11 (Production matrix for F(y,φ)). The lower-triangular matrix
F(y,φ) = ( fn,k(y,φ))n,k≥0 has production matrix P(y,φ) = (pnk(y,φ))n,k≥0
= F(y,φ)−1
F(y,φ) given by

pnk(y,φ) = n!
(k − 1)! (φ ∗ yN)n−k+1, (4.29)

where

(φ ∗ yN)m
def=

m∑
�=0

φ� y
m−� =

m∑
�=0

φ̂� ym−�

�! . (4.30)

Proof It was shown in Sect. 3.3 that the matrix ( fn,k(y,φ))n,k≥0 is the exponential
Riordan array with F(t) = 1 and G(t) = R(t; y,φ), where R(t; y,φ) solves the
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differential equation of Proposition 3.3(d) with initial condition R(0; y,φ) = 0.
Applying Theorem 2.19 and comparing this differential equation with (2.34), we see
that Z(s) = 0 and A(s) = 
(s; y,φ) as defined in (3.29), which implies that zn = 0
and an = (φ ∗ yN)n . Inserting this into (2.33) yields (4.29). 
�

Nowsuppose thatφ is specialized to be a sequence,with values in a partially ordered
commutative ring R, that is Toeplitz-totally positive of order r . Then the sequence φ is
obviously Toeplitz-TPr in the ring R[y] equipped with the coefficientwise order. And
by Lemma 2.2, the sequence yN

def= (yn)n≥0 is Toeplitz-TP in the ring R[y] equipped
with the coefficientwise order. It follows that their convolution φ ∗ yN is Toeplitz-TPr
in the ring R[y] equipped with the coefficientwise order. On the other hand, (4.29)
can be written as

P(y,φ) = T∞(φ ∗ yN)� 
, (4.31)

where the operation � is defined in Sect. 2.5. Lemma 2.17 then implies that the matrix
P(y,φ) is TPr in the ring R[y] equipped with the coefficientwise order. We have
therefore proven:

Proposition 4.12 (Total positivity of the production matrix for F(y,φ)).
Fix 1 ≤ r ≤ ∞. Let R be a partially ordered commutative ring, and let φ = (φm)m≥0
be a sequence in R that is Toeplitz-totally positive of order r . Then the matrix
P(y,φ) = (p jk(y,φ)) j,k≥0 defined by (4.29) is totally positive of order r in the
ring R[y] equipped with the coefficientwise order.

Remark 4.13 If the ring R contains the rationals, then we have the factorization

P(y,φ) = D T∞(φ ∗ yN) D−1 
 (4.32a)

= D T∞(φ) T∞(yN) D−1 
 (4.32b)

= D T∞(φ) D−1 D Ty D
−1 
 (4.32c)

where D = diag
(
(i !)i≥0

)
, by analogy with Propositions 4.3 and 4.8. 
�

We now consider the matrix F(x, y,φ) = (Fn,k(x, y,φ))n,k≥0 of binomial partial
row-generating polynomials defined by (1.19). The matrix factorization F(x, y,φ) =
F(y,φ)Bx implies, by Lemma 2.6, that the production matrix of F(x, y,φ) is
B−1
x P(y,φ)Bx , where P(y,φ) is the production matrix of F(y,φ) [cf. (4.29)]. But

Lemma 2.16 shows that B−1
x P(y,φ)Bx = P(y,φ)(I + x
T). This, together with

Proposition 4.12, immediately implies:

Proposition 4.14 (Total positivity of the production matrix for F(x, y,φ)).
Fix 1 ≤ r ≤ ∞. Let R be a partially ordered commutative ring, and let φ = (φm)m≥0
be a sequence in R that is Toeplitz-totally positive of order r . Then the matrix
B−1
x P(y,φ)Bx defined by (4.29) and (1.9) is totally positive of order r in the ring

R[x, y] equipped with the coefficientwise order.
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Proof of Theorem 1.4 Applying Theorem 2.9 to the matrix B−1
x P(y,φ)Bx and using

Propositions 4.11 and 4.14, we deduce Theorem 1.4(a).
Similarly, applying Theorem 2.14 to the matrix B−1

x P(y,φ)Bx and using Propo-
sitions 4.11 and 4.14, we deduce Theorem 1.4(b).

Then Theorem 1.4(c) follows from Theorem 1.4(b) by noting that

fn+1,1(y,φ) = Fn+1(x, y,φ)

x

∣∣∣∣
x=0

. (4.33)


�
Once again, an equivalent way of stating this proof of Theorem 1.4(b) is that we

have applied Theorem 2.20 to the matrices F(y,φ) and P(y,φ).

5 Connection with the generic Lah polynomials

In a recent paper [91] we introduced the generic Lah polynomials, which are defined
as follows:

Recall first [118,pp. 294–295] that an ordered tree (also called plane tree) is a rooted
tree in which the children of each vertex are linearly ordered. An unordered forest of
ordered trees is an unordered collection of ordered trees. An increasing ordered tree
is an ordered tree in which the vertices carry distinct labels from a linearly ordered set
(usually some set of integers) in such a way that the label of each child is greater than
the label of its parent; otherwise put, the labels increase along every path downwards
from the root. An unordered forest of increasing ordered trees is an unordered forest
of ordered trees with the same type of labeling.

Now let φ = (φm)m≥0 be indeterminates, and let Ln,k(φ) be the generating poly-
nomial for unordered forests of increasing ordered trees on the vertex set [n], having
k components (i.e. k trees), in which each vertex with m children gets a weight φm .
Clearly Ln,k(φ) is a homogeneous polynomial of degree n with nonnegative inte-
ger coefficients; it is also quasi-homogeneous of degree n − k when φm is assigned
weight m. The first few polynomials Ln,k(φ) [specialized for simplicity to φ0 = 1]
are

n \ k 0 1 2 3 4 5

0 1
1 0 1
2 0 φ1 1
3 0 φ2

1 + 2φ2 3φ1 1
4 0 φ3

1 + 8φ1φ2 + 6φ3 7φ2
1 + 8φ2 6φ1 1

5 0 φ4
1 + 22φ2

1φ2 + 16φ2
2 + 42φ1φ3 + 24φ4 15φ3

1 + 60φ1φ2 + 30φ3 25φ2
1 + 20φ2 10φ1 1

Now let x be an additional indeterminate, and define the row-generating polynomials
Ln(φ, x) =∑n

k=0 Ln,k(φ)xk . Then Ln(φ, x) is quasi-homogeneous of degree nwhen

123



A. D. Sokal

φi is assigned weight i and x is assigned weight 1. We call Ln,k(φ) and Ln(φ, x) the
generic Lah polynomials, andwe call the lower-triangularmatrix L = (Ln,k(φ))n,k≥0
the generic Lah triangle. Here φ = (φi )i≥0 are in the first instance indeterminates, so
that Ln,k(φ) ∈ Z[φ] and Ln(φ, x) ∈ Z[φ, x]; but we can then, if we wish, substitute
specific values for φ in any commutative ring R, leading to values Ln,k(φ) ∈ R and
Ln(φ, x) ∈ R[x].

We can relate the generic Lah polynomials Ln,k(φ) to the generic rooted-forest
polynomials fn,k(y,φ), as follows: First of all, the fact that we chose to define the
generic Lah polynomials in terms of ordered trees is unimportant. Since the vertices of
our trees are labeled, the children of each vertex are distinguishable; therefore, for each
unordered labeled tree and each vertexwithm children, there arem! possible orderings
of those children. It follows that the generic Lah polynomials, defined initially as a
sum over unordered forests of increasing ordered trees with a weight φm for each
vertex withm children, can equivalently be defined as a sum over unordered forests of
increasing unordered trees with aweight φ̂m = m! φm for each vertexwithm children.
(This is why we inserted the factors m! into our definition of the generic rooted-forest
polynomials.) We shall henceforth reinterpret the generic Lah polynomials in this
manner, as a sum over unordered forests of increasing unordered trees.

Now, the generic Lah polynomials are defined as a sum over forests of increasing
trees on the vertex set [n], while the generic rooted-forest polynomials are defined as
a sum over forests of arbitrary trees on the vertex set [n] with a weight y for each
improper edge. Furthermore, the generic Lah polynomials are defined as giving a
weight φ̂m for each vertex with m children, while the generic rooted-forest polyno-
mials are defined as giving a weight φ̂m for each vertex with m proper children. But
a tree is increasing if and only if all its edges are proper! Therefore, by setting y = 0
in the generic rooted-forest polynomials, we ensure that the sum runs precisely over
forests of increasing trees, and we also ensure that all the children at each vertex are
proper. It follows that the generic Lah polynomials Ln,k(φ) are equal to the generic
rooted-forest polynomials fn,k(y,φ) specialized to y = 0:

Proposition 5.1 (Generic Lah polynomials as specialization of generic rooted-forest
polynomials). We have Ln,k(φ) = fn,k(φ, 0).

In [91,Proposition 1.4] we showed that the production matrix P = (pi j )i, j≥0 for
the generic Lah triangle L = (Ln,k(φ))n,k≥0 is

pi j =
⎧⎨
⎩
0 if j = 0 or j > i + 1

i !
( j − 1)! φi− j+1 if 1 ≤ j ≤ i + 1

(5.1)

This is precisely Proposition 4.11 of the present paper specialized to y = 0.
So the generic rooted-forest polynomials are a generalization of the generic Lah

polynomials, to which they reduce when y = 0. On the other hand, the generic
rooted-forest polynomials are also a specialization of the generic Lah polynomials,
since (3.31) and Proposition 5.1 immediately imply:
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Proposition 5.2 (Generic rooted-forest polynomials as specialization of generic Lah
polynomials). We have fn,k(y,φ) = Ln,k(φ ∗ yN).

We leave it as an open problem to find a direct (ideally bijective) proof of
Proposition 5.2.

Proposition 5.2 can also be interpreted in the language of exponential Riordan
arrays. As remarked in [91,Section 8], the generic Lah triangle L = (Ln,k(φ))n,k≥0 is
in fact the general exponential Riordan array R[F,G] of the “associated subgroup”
F = 1, expressed in terms of its A-sequence a = φ (cf. Theorem 2.19). That is, the
theory of the generic Lah triangle is equivalent to the theory of exponential Riordan
arrays of the “associated subgroup” R[1,G]. So, since the generic rooted-forest tri-
angle is indeed an exponential Riordan array of the associated subgroup (Sect. 3.3), it
must be a specialization of the generic Lah triangle.

Let us remark, finally, that [91,Section 3.1] introduced a generalization of the
generic Lah triangle—called the refined generic Lah triangle—in which the weight
for a vertex with m children now depends also on a quantity called its “level” L
[91,Definition 3.1]. The production matrix of the refined generic Lah triangle was
determined in [91,Proposition 3.2]; the proof employed a bijection fromordered forests
of increasing ordered trees to a set of labeled reversed partial Łukasiewicz paths. It
would be interesting to know whether that construction can be generalized to y 
= 0,
i.e. to forests of trees that are not necessarily increasing.

6 Open problems

We conclude by proposing some open problems, which are variants or generalizations
of the results found here.

6.1 Schläfli–Gessel–Seo polynomials

In 1847, Schläfli [106] introduced the polynomials

P0(x; a, b) = 1 (6.1a)

Pn(x; a, b) = x
n−1∏
i=1

[x + ia + (n − i)b] for n ≥ 1 (6.1b)

and showed, using Lagrange inversion, that their exponential generating function

F(t; x, a, b)
def=

∞∑
n=0

Pn(x; a, b)
tn

n! (6.2)

satisfies the functional equation

F−a/x − F−b/x

b − a
= t . (6.3)
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This immediately implies that

F(t; x, a, b) = F(t; 1, a, b)x (6.4)

and hence [58,eqns. (4.1)/(4.2)] that the polynomials Pn(x; a, b) form a sequence of
binomial type [41, 51, 77, 89, 100–102]: that is,

Pn(x + y; a, b) =
n∑

k=0

(
n

k

)
Pk(x; a, b) Pn−k(y; a, b). (6.5)

An equivalent statement is that, if we define

Pn,k(a, b) = [xk] Pn(x; a, b) for n, k ≥ 0, (6.6)

the unit-lower-triangular matrix
(
Pn,k(a, b)

)
n,k≥0 is an exponential Riordan array

R[F,G] with F(t) = 1. The identity (6.5) goes back in fact (in a slightly different
notation) to Rothe [103] in 1793 and Pfaff [93] in 1795. Rothe’s identity is usually
expressed in terms of the polynomials

R0(x; h, w) = 1 (6.7a)

Rn(x; h, w) = x
n−1∏
i=1

(x + ih + nw) for n ≥ 1 (6.7b)

which obviously satisfy

Rn(x; h, w) = Pn(x; h + w,w). (6.8)

(But Schläfli’s more symmetric formulation has a cleaner combinatorial interpreta-
tion, as we shall see.) The Rothe–Pfaff–Schläfli identity (6.5) is thus a two-parameter
identity that includes as special cases the binomial theorem (a = b = 0), a variant of
the Chu–Vandermonde identity (a = 0 or b = 0), and a variant of Abel’s [1] 1826
generalization of the binomial theorem (a = b). See [56–59, 68, 98, 108, 114, 123]
for further discussion.

It is worth observing that the polynomials Pn and Pn,k are symmetric in a ↔ b;
that Pn is homogeneous of degree n in x, a, b; and that Pn,k is homogeneous of degree
n − k in a, b. Note also that Pn,1(a, b) =∏n−1

i=1 [ia + (n − i)b] [124,A067948] [74]
and Pn,n−1(a, b) = (n2)(a + b). The triangular array

(
Pn,k(a, b)

)
n,k≥0 begins

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
0 1
0 a + b 1
0 2a2 + 5ab + 2b2 3a + 3b 1
0 6a3 + 26a2b + 26ab2 + 6b3 11a2 + 26ab + 11b2 6a + 6b 1
0 24a4 + 154a3b + 269a2b2 + 154ab3 + 24b4 50a3 + 200a2b + 200ab2 + 50b3 35a2 + 80ab + 35b2 10a + 10b 1
...

...
...

...
...

...
. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.9)
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Furthermore—and most importantly—we see from (1.6)/(6.1b) that Pn(x; 1, 1) =
x(x + n)n−1 = Fn(x) and hence that Pn,k(1, 1) = fn,k [cf. (1.1)]. It follows that the
polynomials Pn,k(a, b) enumerate forests of rooted trees on the vertex set [n] with k
components according to some bivariate statistic.

Some years after Rothe, Pfaff and Schläfli—in 2006, to be precise—Gessel and Seo
[54], in a very interesting paper, reintroduced the polynomials (6.1b) as enumerators
of forests of rooted trees and gave two versions of this bivariate statistic, as follows14:
Recall first that an edge e = i j in a forestF , ordered so that j is a child of i , is called a
proper edge if all the descendants of j , including j itself, are higher-numbered than i ;
and in this case we say that j is a proper child of i . These were the key concepts in the
present paper. We now define a related but different concept: we say that a vertex i is a
proper vertex if all the descendants of i , other than i itself, are higher-numbered than i .
(Equivalently, a vertex is proper in case all of its children are proper children.) Note
that every leaf is proper, and that the smallest-numbered vertex in each tree is proper.
Let us write propv(F) for the number of proper vertices in the forest F . Writing
Fn,k for the set of forests of rooted trees on the vertex set [n] with k components,
Gessel–Seo’s first combinatorial interpretation is [54,Theorem 6.1]

Pn,k(a, b) =
∑

F∈Fn,k

an−propv(F) bpropv(F)−k . (6.10)

Gessel and Seo [54] gave two proofs of (6.10): one using exponential generating
functions, the other partly combinatorial. A fully bijective proof was given by Seo
and Shin [109]. Note that the symmetry a ↔ b is far from obvious in (6.10); a
combinatorial explanation was recently given by Hou [66].

Yet another related concept is as follows: We say that an edge e = i j in a forest F ,
ordered so that j is a child of i , is an ascent if i < j and a descent if i > j . Let us
write asc(F) [resp. des(F)] for the number of ascents (resp. descents) in the forestF .
Gessel–Seo’s second combinatorial interpretation [54,Theorem 9.1]—a special case
of a result found earlier by Eğecioğlu and Remmel [39]—is

Pn,k(a, b) =
∑

F∈Fn,k

ades(F) basc(F). (6.11)

Note that the symmetry a ↔ b is manifest in (6.11): it suffices to relabel the vertices
i �→ n + 1 − i .

See also Drake [36,Example 1.7.2] for another combinatorial interpretation of the
polynomials Pn,1(a, b).

Finally, it follows from either (6.10) or (6.11), using arguments identical to those
used in Sects. 3.1 and 3.2, that the unit-lower-triangular matrix

(
Pn,k(a, b)

)
n,k≥0 is

an exponential Riordan array R[F,G] with F(t) = 1. As noted earlier, this implies
(and is in fact equivalent to) the Rothe–Pfaff–Schläfli identity (6.5).

14 I have altered their notation slightly: my x is their c. I have also introduced explicitly the polynomials
Pn,k ; they introduced only Pn,1, calling it Qn .
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By analogy with Theorem 1.3, I conjecture the following:

Conjecture 6.1 (Total positivities for the Schläfli–Gessel–Seo polynomials).

(a) The unit-lower-triangular polynomialmatrix P(a, b) = (Pn,k(a, b)
)
n,k≥0 is coef-

ficientwise totally positive (jointly in a, b).
(b) The polynomial sequence P = (Pn(x; a, b)

)
n≥0 is coefficientwise Hankel-totally

positive (jointly in x, a, b).
(c) The polynomial sequence P� = (

Pn+1,1(a, b)
)
n≥0 is coefficientwise Hankel-

totally positive (jointly in a, b).

I have verified part (a) up to 15×15, and part (b) up to 11×11; part (c) is an immediate
consequence of part (b). Conjecture 6.1 of course implies analogous statements for
the Rothe polynomials (6.7b), but not conversely.

In view of the approach used in Sect. 4 to prove Theorems 1.1–1.4, it is natural
to try to employ the same production-matrix method to prove Conjecture 6.1. Alas,
this does not work. Straightforward computation gives for the first few rows of the
production matrix

�
def= P(a, b)−1
P(a, b) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1
0 a + b 1
0 a2 + 3ab + b2 2a + 2b 1
0 a3 + 7a2b + 7ab2 + b3 3a2 + 9ab + 3b2 3a + 3b 1
0 a4 + 15a3b + 33a2b2 + 15ab3 + b4 4a3 + 28a2b + 28ab2 + 4b3 6a2 + 18ab + 6b2 4a + 4b 1

0 a5 + 31a4b + 131a3b2 + 131a2b3 + 31ab4 + b5 5a4 + 75a3b + 165a2b2 + 75ab3 + 5b4 10a3 + 70a2b + 70ab2 + 10b3 10a2 + 30ab + 10b2 5a + 5b
. . .

...
...

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.12)

(this is (2.33) with z = 0 and a given by [124,A046802]) and we have

π41π52 − π51π42

= (a4 + 15a3b + 33a2b2 + 15ab3 + b4)(5a4 + 75a3b + 165a2b2 + 75ab3 + 5b4)

− (4a3 + 28a2b + 28ab2 + 4b3)(a5 + 31a4b + 131a3b2 + 131a2b3 + 31ab4 + b5)

= a8 − 2a7b + 35a6b2 + 36a5b3 + 121a4b4 + 36a3b5 + 35a2b6 − 2ab7 + b8


� 0. (6.13)

So the production matrix is not even coefficientwise TP2! Clearly, new techniques will
be needed to prove Conjecture 6.1, if indeed it is true.

We can also take Conjecture 6.1(c) one step further. Note first that Pn(1; 1, 1) =
fn = (n + 1)n−1 is a Stieltjes moment sequence: it is the product of the Stielt-
jes moment sequences (n + 1)n (see footnote 6 above) and 1/(n + 1). This known
fact is a specialization of the claim in Conjecture 6.1(b) that the sequence of poly-
nomials Pn(x; a, b) is coefficientwise Hankel-totally positive. On the other hand,
we also know a stronger fact: not only is (n + 1)n−1 a Stieltjes moment sequence,
but so is (n + 1)n−1/n!, since it is the product of the Stieltjes moment sequences
(n + 1)n/n! (see again footnote 6) and 1/(n + 1). (This latter fact is stronger, because
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multiplication by n! preserves the Stieltjes moment property.) This suggests to ask
whether the sequence of polynomials Pn(x; a, b)/n! is coefficientwise Hankel-totally
positive. The answer is negative; indeed, this sequence is not even coefficientwise
log-convex, since

P0
0!

P2
2! −

( P1
1!
)2 = x(x + a + b)

2
− x2 = 1

2
(ax + bx − x2) 
� 0. (6.14)

So Conjecture 6.1(b) does not have an analogue involving division by n!. But Conjec-
ture 6.1(c) may:

Conjecture 6.2 (Hankel-TP for the Schläfli–Gessel–Seo polynomials, bis).

(a) The polynomial sequence
(
Pn+1,1(a, b)/n!)n≥0 is coefficientwise Hankel-totally

positive (jointly in a, b).
(b) The polynomial sequence

(
Pn+1,1(a, b)/(n + 1)!)n≥0 is coefficientwise Hankel-

totally positive (jointly in a, b).

I have verified parts (a) and (b) up to 11 × 11.

Remark Among the Conjectures 6.1(c), 6.2(a) and 6.2(b), Conjecture 6.2(a) is
“morally” the strongest, because one would expect that multiplication by the Stieltjes
moment sequences n! or 1/(n+1)would preserve coefficientwiseHankel-total positiv-
ity (as it does for Stieltjes moment sequences of real numbers). But, rather suprisingly,
it turns out [116] that this is not a general property: there exist coefficientwise Hankel-
TP sequences (pn(x))n≥0 in the polynomial ring R[x] for which (n! pn(x))n≥0 and
(pn(x)/(n + 1))n≥0 are not coefficientwise Hankel-TP. So Conjectures 6.1(c), 6.2(a)
and 6.2(b) need to be considered separately. 
�

6.2 q-Generalizations of the forest numbers

It is natural to seek q-generalizations of the results and conjectures in this paper. Recall
the definition of the q-integers

[n]q def= 1 − qn

1 − q
=
{
0 if n = 0

1 + q + q2 + . . . + qn−1 if n ≥ 1
(6.15)

and the q-factorials

[n]q ! def=
n∏

i=1

[i]q . (6.16)

We treat q as an indeterminate. Then the q-binomial coefficients

(
n

k

)
q

def= [n]q !
[k]q ! [n − k]q ! (6.17)

are polynomials in q with nonnegative integer coefficients [4,Theorem 3.1].
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The simplest q-generalization of the forest numbers (1.1) simply replaces n and k
(in the base but not in the exponent) by q-integers, and the binomial coefficient by a
q-binomial coefficient:

fn,k(q)
def=

⎧⎪⎨
⎪⎩

δk0 if n = 0(
n

k

)
q
[k]q ([n]q)n−k−1 =

(
n − 1

k − 1

)
q
([n]q)n−k if n ≥ 1

(6.18)

The triangular array
(
fn,k(q)

)
n,k≥0 of q-forest numbers begins

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1
0 1
0 1 + q 1
0 1 + 2q + 3q2 + 2q3 + q4 1 + 2q + 2q2 + q3 1
0 1 + 3q + 6q2 + 10q3 + 12q4 + 12q5 + 10q6 + 6q7 + 3q8 + q9 1 + 3q + 6q2 + 9q3 + 10q4 + 9q5 + 6q6 + 3q7 + q8 1 + 2q + 3q2 + 3q3 + 2q4 + q5 1
...

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

.

(6.19)

It follows easily from (6.18) that fn,k(q) is a monic self-reciprocal polynomial of
degree (n − 1)2 − (k − 1)2.

Very recently,Gilmore [55] has generalizedTheorem1.1(a) to theq-forest numbers:

Theorem 6.3 (Gilmore [55]). The unit-lower-triangular polynomial matrix F(q) =
( fn,k(q))n,k≥0 is coefficientwise totally positive.

Gilmore’s [55]method is very different from the one used here: he uses planar networks
and the Lindström–Gessel–Viennot lemma (along the lines of [13]), not production
matrices. Indeed, the production matrix

P
def= F(q)−1
F(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1
0 1 + q 1
0 2q2 + 2q3 + q4 q + 2q2 + q3 1

0 −q2 − q3 + 3q5 + 6q6 + 5q7 + 3q8 + q9 −q2 + 2q4 + 5q5 + 5q6 + 3q7 + q8 q2 + 2q3 + 2q4 + q5
. . .

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎥⎦

(6.20)

is not even coefficientwise TP1; and numerical tests strongly suggest that it is pointwise
TP (that is, for a real number q) only when q = 0 or q = 1.

Finally, the production-matrix method cannot work here because the generalization
of Theorem 1.1(b) is false: the row-generating polynomials

Fn(x, q) =
n∑

k=0

fn,k(q) xk (6.21)
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are not coefficientwise Hankel-TP. Indeed, the 3 × 3 Hankel minor

∣∣∣∣∣∣
F0(x, q) F1(x, q) F2(x, q)

F1(x, q) F2(x, q) F3(x, q)

F2(x, q) F3(x, q) F4(x, q)

∣∣∣∣∣∣
= (−q2 + 3q4 + 8q5 + 12q6 + 12q7 + 8q8 + 4q9 + q10) x2

+ (−q − 2q2 − 2q3 − q4 + 3q5 + 7q6 + 7q7 + 4q8 + q9) x3

+ (−1 − q + 2q2 + 2q3 − q4 − q5) x4 (6.22)

is coefficientwise nonnegative in x (for real q) only when q = 1.
But the Hankel-TP of the row-generating polynomials can possibly be restored by

inserting a simple additional factor: let us define

f �
n,k(q)

def= qk(k−1)/2 fn,k(q) (6.23)

and then

F�
n (x, q) =

n∑
k=0

f �
n,k(q) xk . (6.24)

Note that this k-dependent factor does not change the total positivity of the lower-
triangular matrix (it corresponds to right-multiplication by a diagonal matrix of
monomials), but it does change the row-generating polynomials. It is not difficult
to show, using the q-binomial theorem [4,Theorem 3.3], that

F�
n (x, q) = x

n−1∏
i=1

(qi x + [n]q) for n ≥ 1. (6.25)

This latter formula—revealing F�
n (x, q) as a kind of “q-Abel polynomial” [28,

67]—suggests that the numbers f �
n,k(q), and not fn,k(q), may be the most natural

q-generalization of the forest numbers.
Since

F�
0 (x, q) F�

2 (x, q) − F�
1 (x, q)2 = (q + 1)x + (q − 1)x2 (6.26a)

F�
1 (x, q) F�

3 (x, q) − F�
2 (x, q)2 =

q2(q2 + 2q + 2)x2 + q(q3 + 2q2 − 1)x3 + q2(q − 1)x4 (6.26b)

we certainly need q ≥ 1 in order to have coefficientwise Hankel-TP2 (or even point-
wise Hankel-TP2 for large positive x), even if we restrict to the subsequence with
n ≥ 1. But computations by Tomack Gilmore and myself suggest that we might have
coefficientwise Hankel-TP (in x) of all orders whenever q ≥ 1, and that this might
even hold coefficientwise (in the two variables) after a change of variables q = 1+ r .
That is, we conjecture:
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Conjecture 6.4 (with Tomack Gilmore). The polynomial sequence F� =(
F�
n (x, 1 + r)

)
n≥0 is coefficientwise Hankel-totally positive (jointly in x, r).

I have verified this conjecture up to 10 × 10.

6.3 q-Generalizations of the Schläfli–Gessel–Seo polynomials

We can go farther and introduce q-generalizations of the Schläfli–Gessel–Seo poly-
nomials (6.1b). There are several ways in which this can be done; the best-behaved
seems to be15

P0(x; y, a, b, q) = 1 (6.27a)

Pn(x; y, a, b, q) = x
n−1∏
i=1

(qi x + y + [i]q a + qi [n − i]q b) for n ≥ 1(6.27b)

Let us define also

Pn,k(y, a, b, q) = [xk] Pn(x; y, a, b, q) for n, k ≥ 0. (6.28)

Since [i]q + qi [n − i]q = [n]q , it follows from (6.25)/(6.27b) that

Pn,k(0, 1, 1, q) = f �
n,k(q). (6.29)

So the q-Schläfli–Gessel–Seo polynomials (6.28) are a refinement of the modified
q-forest numbers (6.23). I now make the following generalization of Conjectures 6.1
and 6.4:

Conjecture 6.5 (Total positivities for the q-Schläfli–Gessel–Seo polynomials).

(a) The unit-lower-triangular polynomial matrix P(y, a, b, q) =(
Pn,k(y, a, b, q)

)
n,k≥0 is coefficientwise totally positive (jointly in y, a, b, q).

(b) The polynomial sequence P = (
Pn(x; 0, a, b, 1 + r)

)
n≥0 is coefficientwise

Hankel-totally positive (jointly in x, a, b, r).

I have verified part (a) up to 12 × 12, and up to 14 × 14 when specialized to y = 0.
I have also verified part (b) up to 8 × 8.

Please note also that in part (b) it is crucial that we set y = 0. Indeed, even when
x = a = 0, the 3 × 3 Hankel minor



(0)
3 (y, b, q)

def=
∣∣∣∣∣∣
P0(0; y, 0, b, q) P1(0; y, 0, b, q) P2(0; y, 0, b, q)

P1(0; y, 0, b, q) P2(0; y, 0, b, q) P3(0; y, 0, b, q)

P2(0; y, 0, b, q) P3(0; y, 0, b, q) P4(0; y, 0, b, q)

∣∣∣∣∣∣ (6.30a)
= (. . .)y2 + (. . .)y3 − q2(q − 1)2b2 y4 (6.30b)

15 Since [i]q + qi [n − i]q = [n]q , this is also a rewriting of the “q-Rothe” polynomials an(x; b, h, w, q)

defined in [67,Section 4].

123



Total positivity of some polynomial matrices...

can be coefficientwise nonnegative in y (or even pointwise nonnegative for large
positive y) only when q = 0 or q = 1 or b = 0.

Problem 6.6 (Properties of the q-Schläfli–Gessel–Seo polynomials).

(a) Find combinatorial interpretations of the polynomials (6.27b)/(6.28) or variants
thereof, generalizing (6.10) and (6.11). (Here the work of Eğecioğlu and Remmel
[39] may be relevant.)

(b) Find “q-binomial” identities satisfied by the polynomials (6.27b) or variants
thereof, generalizing (6.5). (Some partial results have been obtained by Johnson
[67]). In particular, do the polynomials (6.28) form a q-exponential Riordan array
in the sense of Cheon, Jung and Lim [27]?

6.4 Ordered forests of rooted trees, and functional digraphs

An ordered forest of rooted trees is simply a forest of rooted trees in which we have
specified a linear ordering of the trees. Obviously the number of ordered forests of
rooted trees on the vertex set [n] with k components is

f ordn,k = k! fn,k = (n − 1)!
(n − k)! k n

n−k = n!
(n − k)! k n

n−k−1 (6.31)

(to be interpreted as δk0 when n = 0). The total number of ordered forests of rooted
trees on the vertex set [n] is

f ordn
def=

n∑
k=0

f ordn,k = nn (6.32)

(see below for a proof). The first few f ordn,k and f ordn are

n \ k 0 1 2 3 4 5 6 7 8 nn

0 1 1
1 0 1 1
2 0 2 2 4
3 0 9 12 6 27
4 0 64 96 72 24 256
5 0 625 1000 900 480 120 3125
6 0 7776 12960 12960 8640 3600 720 46656
7 0 117649 201684 216090 164640 88200 30240 5040 823543
8 0 2097152 3670016 4128768 3440640 2150400 967680 282240 40320 16777216

[124,A066324 and A000312]. The lower-triangular matrix Ford = ( f ordn,k )n,k≥0 has
the exponential generating function
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∞∑
n=0

n∑
k=0

f ordn,k
tn

n! x
k = 1

1 − xT (t)
, (6.33)

where T (t) is the tree function (1.3) [compare (1.2)].
The ordered forest numbers have another combinatorial interpretation. Please recall

that a functional digraph is a directed graph G = (V ,E) in which every vertex has
out-degree 1; the terminology comes from the fact that such digraphs are in obvious
bijection with functions f : V → V [namely, ij ∈ E if and only if f (i) = j]. Note
that each weakly connected component of a functional digraph consists of a directed
cycle (possibly of length 1) together with a collection of (possibly trivial) directed trees
rooted at the vertices of the cycle (with edges pointing towards the root). We say that
a vertex of a functional digraph is cyclic if it lies on one of the cycles (or equivalently,
is the root of one of the underlying trees). A functional digraph on the vertex set V
with k cyclic vertices can obviously be constructed by taking a (unordered) forest of
rooted trees on V with k components and then connecting the roots of those trees into
cycles—that is, by choosing a permutation of those k roots. It follows that the number
of functional digraphs on the vertex set [n] with k cyclic vertices is f ordn,k . This also

proves that
∑n

k=0 f ordn,k = nn .

Since the ordered forest triangle Ford is simply the forest triangle F right-multiplied
by the diagonal matrix diag(k!), its total positivity is an immediate consequence of
(and in fact equivalent to) Theorem 1.1(a); and since its k = 1 column is identical to
that of the forest triangle, its Hankel-total positivity is equivalent to Theorem 1.1(b).
However, no such trivial relation connects its row-generating polynomials

Ford
n (x)

def=
n∑

k=0

f ordn,k xk =
n∑

k=0

fn,k k! xk (6.34)

to their unordered counterpart. Nevertheless, the analogue of Theorem 1.2(b) appears
to be true:

Conjecture 6.7 The polynomial sequence Ford = (
Ford
n (x)

)
n≥0 is coefficientwise

Hankel-totally positive.

I have verified this conjecture up to 12 × 12. Indeed, this result even appears to hold
after division by n!:

Conjecture 6.8 The polynomial sequence F̃
ord = (

Ford
n (x)/n!)n≥0 is coefficientwise

Hankel-totally positive.

I have verified this conjecture up to 13 × 13.

6.5 Functional digraphs by number of components

Let ψn,k be the number of functional digraphs on the vertex set [n] with k (weakly
connected) components; obviously

∑n
k=0 ψn,k = nn . The first few ψn,k are
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n \ k 0 1 2 3 4 5 6 7 8 nn

0 1 1
1 0 1 1
2 0 3 1 4
3 0 17 9 1 27
4 0 142 95 18 1 256
5 0 1569 1220 305 30 1 3125
6 0 21576 18694 5595 745 45 1 46656
7 0 355081 334369 113974 18515 1540 63 1 823543
8 0 6805296 6852460 2581964 484729 49840 2842 84 1 16777216

[124,A060281 and A000312]. The unit-lower-triangular matrix 
 = (ψn,k)n,k≥0 has
the exponential generating function [76]

∞∑
n=0

n∑
k=0

ψn,k
tn

n! y
k = [1 − T (t)]−y, (6.35)

where T (t) is the tree function (1.3). An equivalent statement is that the unit-lower-
triangular matrix (ψn,k)n,k≥0 is the exponential Riordan arrayR[F,G]with F(t) = 1
and G(t) = − log[1 − T (t)] [124,A001865].

Let us introduce the row-generating polynomials


n(y) =
n∑

k=0

ψn,k y
k . (6.36)

We refer to the 
n(y) as the functional-digraph polynomials.16 We then have:

Conjecture 6.9 (Total positivities for the functional-digraph polynomials).

(a) The unit-lower-triangular matrix 
 = (ψn,k)n,k≥0 is totally positive.
(b) The polynomial sequence � = (
n(y)

)
n≥0 is coefficientwise Hankel-totally pos-

itive (in y).
(c) The integer sequence �� = (ψn+1,1)n≥0 is Hankel-totally positive (i.e. is a

Stieltjes moment sequence).
(d) The rational-number sequence (ψn+1,1/(n + 1)!)n≥0 is Hankel-totally positive

(i.e. is a Stieltjes moment sequence).

I have verified part (a) up to 17 × 17, part (b) up to 13 × 13, and parts (c) and (d)
up to 500 × 500 (by computing the classical S-fraction); of course part (c) is also an
immediate consequence of either (b) or (d).

16 Knuth and Pittel [76] call them the tree polynomials because of the link (6.35) with the tree function.
But it seems to me that this name is potentially misleading, because these polynomials count functional
digraphs, not trees.
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The production matrix P = 
−1

 is not totally positive: its 9 × 9 leading
principal submatrix is

P9×9 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 0 0 0 0 0 0 0
0 3 1 0 0 0 0 0 0
0 8 6 1 0 0 0 0 0
0 19 24 9 1 0 0 0 0
0 41 76 48 12 1 0 0 0
0 84 205 190 80 15 1 0 0
0 171 504 615 380 120 18 1 0
0 347 1197 1764 1435 665 168 21 1
0 690 2776 4788 4704 2870 1064 224 24

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.37)

(this array is not in [124]) and the bottom-left 4 × 4 minor is negative:

∣∣∣∣∣∣∣∣

84 205 190 80
171 504 615 380
347 1197 1764 1435
690 2776 4788 4704

∣∣∣∣∣∣∣∣
= −36570734 < 0. (6.38)

6.6 Functional digraphs by number of cyclic vertices and number of components

We can now combine the polynomials of the two preceding subsections into a sin-
gle bivariate polynomial: let 
n(x, y) be the generating polynomial for functional
digraphs on the vertex set [n]with a weight x for each cyclic vertex and a weight y for
each component. Thus, 
n(x, 1) = Ford

n (x) and 
n(1, y) = 
n(y). We refer to the

n(x, y) as the bivariate functional-digraph polynomials. They have the exponential
generating function

∞∑
n=0


n(x, y)
tn

n! = [1 − xT (t)]−y . (6.39)

From these bivariate polynomials we can form two different lower-triangular matrices:


X = (
ψX
n,k(y)

)
n,k≥0 where ψX

n,k(y)
def= [xk] 
n(x, y) (6.40a)


Y = (
ψY
n,k(x)

)
n,k≥0 where ψY

n,k(x)
def= [yk] 
n(x, y) (6.40b)

The matrix
X is not an exponential Riordan array; but
Y is the exponential Riordan
array R[F,G] with F(t) = 1 and G(t) = − log[1 − xT (t)]. On the other hand, 
X

is obtained from the forest triangle F = ( fn,k)n,k≥0 by right-multiplication by the

diagonal matrix diag
(
(yk)k≥0

)
, where yk

def= y(y + 1) . . . (y + k − 1):

ψX
n,k(y) = fn,k y

k . (6.41)
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The coefficientwise total positivity (in y) of the matrix 
X is thus an immediate
consequence of Theorem 1.1(a); and since its k = 1 column is y times that of the forest
triangle, its coefficientwiseHankel-total positivity is equivalent to Theorem1.1(b). For
the rest, we have the following conjectures:

Conjecture 6.10 (Total positivities for the bivariate functional-digraph polynomials).

(a) The unit-lower-triangular matrix 
Y = (
ψY
n,k(x)

)
n,k≥0 is coefficientwise totally

positive (in x).
(b) The polynomial sequence � = (


n(x, y)
)
n≥0 is coefficientwise Hankel-totally

positive (in x, y).
(c) The polynomial sequence �Y� = (

ψY
n+1,1

)
n≥0 is coefficientwise Hankel-totally

positive (in x).

I have verified part (a) up to 16×16, part (b) up to 11×11, and part (c) up to 12×12;
of course, part (c) is an immediate consequence of part (b).

Here ψY
n,k(x) enumerates functional digraphs on the vertex set [n] with k compo-

nents, with a weight x for each cyclic vertex. In particular, the polynomials in the
k = 1 column, which have exponential generating function G(t) = − log[1− xT (t)],
enumerate connected functional digraphs on the vertex set [n] with a weight x for
each cyclic vertex; equivalently, they enumerate cyclically ordered forests of rooted
trees on the vertex set [n] with a weight x for each tree:

ψY
n,1(x) =

n∑
k=1

(k − 1)! fn,k x
k for n ≥ 1. (6.42)

The coefficient matrix for these polynomials is [124,A201685].

6.7 Forests by number of components and number of root descents

The forest matrix F = ( fn,k)n,k≥0 is the exponential Riordan array R[1,G] with
G(t) = T (t) = ∑∞

n=1 n
n−1(tn/n!). Let us now generalize this by considering the

exponential Riordan array R[1,G] def= F� = ( f �
n,k(w)

)
n,k≥0 with

G(t) = ewT (t) − 1

w
=

∞∑
n=1

(w + n)n−1 t
n

n! (6.43)

where w is an indeterminate; this reduces to the forest matrix F when specialized to
w = 0. The triangular array F� begins

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 2 + w 1 0 0 0
0 9 + 6w + w2 6 + 3w 1 0 0
0 64 + 48w + 12w2 + w3 48 + 36w + 7w2 12 + 6w 1 0
0 625 + 500w + 150w2 + 20w3 + w4 500 + 450w + 140w2 + 15w3 150 + 120w + 25w2 20 + 10w 1
...

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.44)
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The polynomial f �
n,1(w) = (w + n)n−1 has at least two combinatorial interpreta-

tions: it is

(a) the generating polynomial for rooted trees on the vertex set [n] with a weight
1+ w for each root descent (i.e. child of the root that is lower-numbered than the
root) [17, 18, 115];

and it is also

(b) the generating polynomial for unrooted trees on the vertex set [n + 1] with a
weight w for each neighbor of the vertex 1 except one [see (1.6) and the sentence
preceding (1.2)].

Since in case (a) the trees have size n, it follows that f �
n,k(w) counts k-component

forests of rooted trees on the vertex set [n] with a weight 1+ w for each root descent.
Defining, as usual, the row-generating polynomials

F�
n (x, w) =

n∑
k=0

f �
n,k(w) xk, (6.45)

I conjecture:

Conjecture 6.11 (Total positivities for the bivariate forest polynomials).

(a) The unit-lower-triangular matrix F� = (
f �
n,k(w)

)
n,k≥0 is coefficientwise totally

positive (in w).
(b) The polynomial sequence F� = (

F�
n (x, w)

)
n≥0 is coefficientwise Hankel-totally

positive (in x, w).
(c) The polynomial sequence F�� = (

f �
n+1,1(w)

)
n≥0 is coefficientwise Hankel-

totally positive (in w).

I have verified part (a) up to 16× 16, and part (b) up to 11× 11; of course, part (c) is
an immediate consequence of part (b).

In fact, more seems to be true. Suppose that we make the shift w = −1 + w′, so
that the matrix begins

⎡
⎢⎢⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 1 + w′ 1 0
0 4 + 4w′ + w′2 3 + 3w′ 1
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎦

(6.46)

This matrix is not coefficientwise TP2 in the variable w′, or even pointwise TP2 at
w′ = 0, since

(1 + w′)(3 + 3w′) − 1(4 + 4w′ + w′2) = −1 + 2w′ + 2w′2. (6.47)

So part (a) of Conjecture 6.11 does not extend to the shifted matrix. But parts (b) and
(c) do appear to extend:
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Conjecture 6.12 (Total positivities for the bivariate forest polynomials, bis).

(b) The polynomial sequence F� = (F�
n (x,−1 + w′)

)
n≥0 is coefficientwise Hankel-

totally positive (in x, w′).
(c) The polynomial sequence F�� = ( f �

n+1,1(−1+w′)
)
n≥0 is coefficientwiseHankel-

totally positive (in w′).
I have verified part (b) up to 11× 11; of course, part (c) is an immediate consequence
of part (b).

In fact, Xi Chen and I have recently proven Conjecture 6.12(c) [and hence also the
weaker Conjecture 6.11(c)]: that is,

Theorem 6.13 (Chen and Sokal [25]). The polynomial sequence
(
(w′ + n)n

)
n≥0 is

coefficientwise Hankel-totally positive (in w′).
The proof, which uses production-matrix methods similar to those used in the present
paper, but for exponential Riordan arraysR[F,G]with F 
= 1, will appear elsewhere
[25]. This proof does not, however, seem to extend to Conjecture 6.12(b).

Using (2.34) and (4.3), it is straightforward to show that the A-series for the expo-
nential Riordan array R[1,G] is

A(s) = (1 + ws)1+1/w

1 − 1
w
log(1 + ws)

. (6.48)

Since forw ∈ R this is of the form (2.1) onlywhenw = 0, it follows that the production
matrix P = (F�)−1
F� is totally positive only when w = 0. Furthermore, since

A(s) = 1 + (2 + w)s + (5 + 2w)
s2

2! + (16 − 2w2)
s3

3! + . . . , (6.49)

the production matrix P is not coefficientwise (in w) even TP1. So the production-
matrix method used in the present paper does not extend to proving Conjecture 6.11;
other approaches will have to be devised, if indeed this conjecture is true.

6.8 Some refinements of the Ramanujan and rooted-forest polynomials

Let us now return to the generalized Ramanujan polynomials fn,k(y, z) defined in
(1.10), which enumerate forests of rooted trees according to the number of improper
and proper edges, and the corresponding matrix F(y, z) = ( fn,k(y, z))n,k≥0. We saw
in Propositions 4.7 and 4.8 that the production matrix of F(y, z) is

P(y, z) = Bz DTyD
−1 
, (6.50)

which is totally positive by Lemmas 2.2 and 2.3.
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Observe now that the Toeplitz matrix of powers Ty is simply a special case of the
inverse bidiagonal matrix

T (y1, y2, . . .) =

⎡
⎢⎢⎢⎢⎢⎣

1
y1 1
y1y2 y2 1
y1y2y3 y2y3 y3 1

...
...

...
...

. . .

⎤
⎥⎥⎥⎥⎥⎦

(6.51)

with entriesT (y)i j = y j+1y j+2 . . . yi for 0 ≤ j ≤ i . (Wecall it the “inverse bidiagonal
matrix” because it is the inverse of the lower-bidiagonal matrix that has 1 on the
diagonal and −y1,−y2, . . . on the subdiagonal.) It is easy to prove [116] that the
inverse bidiagonalmatrix T (y) is totally positive, coefficientwise in the indeterminates
y = (yi )i≥1. So let F(y, z) = ( fn,k(y, z))n,k≥0 be the output matrix corresponding to
the production matrix

P(y, z) = Bz DT (y)D−1 
. (6.52)

We then have the following generalization of Theorem 1.3(a,c):17

Theorem 6.14 (Total positivity of the refined Ramanujan polynomials).

(a) The unit-lower-triangular polynomial matrix F(y, z) = ( fn,k(y, z)
)
n,k≥0 is coef-

ficientwise totally positive (jointly in y, z).
(c) The polynomial sequence

(
fn+1,1(y, z)

)
n≥0 is coefficientwise Hankel-totally pos-

itive (jointly in y, z).

Proof Since the production matrix P(y, z) is totally positive, part (a) follows imme-
diately from Theorem 2.9. Moreover, Lemma 2.7 implies that

P ′(y, z) def= 
P(y, z)
T = 
 Bz DT (y)D−1 (6.53)

is the production matrix for F ′(y, z) = 
F(y, z)
T. Since P ′(y, z) is totally pos-
itive, part (c) follows from Theorem 2.14, because the zeroth column of F ′(y, z) is(
fn+1,1(y, z)

)
n≥0. 
�

By contrast, the analogue of Theorem 1.3(b) does not hold in this generality: that is,
the row-generating polynomials of F(y, z) are not coefficientwise Hankel-totally pos-
itive. Indeed, I have been unable to find any interesting specializations of the y (other
than yi = y for all i) in which this coefficientwise Hankel-totally positivity holds.
For example, if we take yi = qi , then the 3 × 3 Hankel determinant is a degree-4
polynomial in x whose coefficient of x4 is

− q2(q − 1)2 + 3q(q − 1)2z, (6.54)

which is not coefficientwise nonnegative in z for any real number q 
= 0, 1.

17 For simplicity we refrain from including the variables x in part (a), but this can of course be done: since
the matrix F(y, z) is totally positive, so is F(y, z) Bx .
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Even so, Theorem 6.14 shows that the polynomials fn,k(y, z) are of some interest.
What do they count? Obviously they are enumerating forests of rooted trees according
to the number of proper edges together with some refinement of the improper edges
into classes 1, 2, 3, . . . with weights y1, y2, y3, . . . . What are these classes?

Problem 6.15 (Interpretation of the refined Ramanujan polynomials). Find a combi-
natorial interpretation of the refined Ramanujan polynomials fn,k(y, z).

Alternatively, in the production matrix P(y, z) = Bz DTyD−1 
 or P(y,φ) =
(DT∞(φ)D−1)(DTyD−1)
, we could replace Ty by a more general Toeplitz matrix
T∞(ξ):

P(ξ ,φ)
def= (DT∞(φ)D−1)(DT∞(ξ)D−1)
. (6.55)

Since P(ξ ,φ) = P(φ∗ξ , 0), it is immediate that the polynomials fn,k(ξ ,φ) generated
by the production matrix P(ξ ,φ) possess all the properties asserted in Theorem 1.4
whenever both φ and ξ are Toeplitz-totally positive. Furthermore, since fn,k(ξ ,φ) =
Ln,k(φ ∗ ξ) by Proposition 5.1, these polynomials have a trivial interpretation as
enumerating forests of increasing rooted trees with a weight m! (φ ∗ ξ)m for each
vertex with m children. But we would like, rather, an interpretation in terms of forests
of general (not necessarily increasing) rooted trees and that reduces to our original
definition of the rooted-forest polynomials fn,k(y,φ) when ξ� = y�:

Problem 6.16 (Interpretation of the refined rooted-forest polynomials). Find a com-
binatorial interpretation of the polynomials fn,k(ξ ,φ) in which each vertex with m
proper children gets a weight m! φm and weights ξ are somehow assigned to the
improper children/edges.

In this context, see the Remark at the end of Sect. 3.3.
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