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Abstract: This study examined the effectiveness of bilingual subtitles relative to cap-
tions, subtitles, and no subtitles for incidental vocabulary learning. Learners’ process-
ing of novel words in the subtitles and its relationship to learning gains were also
explored. While their eye movements were recorded, 112 intermediate to advanced Chi-
nese learners of English watched a documentary in one of 4 conditions: bilingual subti-
tles, captions, L1 subtitles, and no subtitles. Vocabulary pretests and posttests assessed
the participants’ knowledge of the target vocabulary for form recognition, meaning re-
call, and meaning recognition. Results suggested an advantage for bilingual subtitles
over captions for meaning recognition and over L1 subtitles for meaning recall. Bilin-
gual subtitles were less effective than captions for form recognition. Participants in the
bilingual subtitles group spent more time reading the Chinese translations of the target
items than the English target words. The amount of attention to the English target words
(but not to the translations) predicted learning gains.
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Introduction

Vocabulary knowledge is a key component of language proficiency, and sec-
ond language (L2) learners need to build large vocabulary to be able to com-
municate successfully. In order for learners to reach the lexical goals necessary
for successful comprehension of spoken and written input, they need to sup-
plement deliberate learning with incidental learning (Webb, 2020). Incidental
vocabulary acquisition can accrue as a result of reading, listening, reading-
while-listening, and viewing, with research suggesting that watching television
programs and movies is the most common source of L2 input outside of the
classroom (Peters & Webb, 2018; with online activities also having a positive
effect on vocabulary knowledge, Peters, Noreillie, Heylen, Bulté, & Desmet,
2019). Previous studies have shown that viewing audio-visual material (hence-
forth, viewing) facilitates L2 vocabulary learning (e.g., Peters & Webb, 2018;
Rodgers & Webb, 2019) and that the use of captions and subtitles supports this
process (e.g., Koolstra & Beentjes, 1999; Montero Perez, Van Den Noortgate,
& Desmet, 2013; Peters, 2019). The majority of studies in this area have exam-
ined the effectiveness of captions (i.e., L2 subtitles) and/or first language (L1)
subtitles for learning because they have been claimed to be the ones most fre-
quently encountered by L2 learners (Muñoz, 2017). However, in certain mul-
tilingual contexts where two or more languages are spoken, bilingual subtitles
(i.e., simultaneous presentation of L1 and L2 subtitles) are used to serve a
wider population (Bartolomé & Cabrera, 2005). Despite the fact that mainland
China is a monolingual region with Mandarin as the official language, the use
of bilingual subtitles has become increasingly popular in the past two decades
(Li, 2016; Liao, Kruger, & Doherty, 2020). In spite of their popularity, very lit-
tle research has been conducted to examine their benefits for language learning.

Bilingual subtitles are believed to be conducive to vocabulary learning be-
cause the L1 lines provide the translation of unknown L2 words and the L2
lines provide the form of unknown words, enabling learners to connect the L2
unknown form with its correct meaning (Li, 2016). However, the use of L1
translations in viewing may also prevent learners from processing the L2 un-
known words (Peters, 2019) and may also increase the cognitive load for some
learners (Lwo & Lin, 2012). Empirical evidence examining the effectiveness of
bilingual subtitles for vocabulary learning has remained scarce, and available
research has yielded conflicting results (e.g., Li, 2016; Lwo & Lin, 2012).

Eye-tracking studies have suggested that vocabulary gains from viewing
are related to the amount of time spent processing novel words during view-
ing (Montero Perez, Peters, & Desmet, 2015). This is particularly relevant for
bilingual subtitles where learners can choose how they want to allocate their
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attention (to the L2 novel word or/and translation). However, little is known
about how learners process novel words in bilingual subtitles and about how
that may relate to vocabulary gains. The current research aimed at addressing
these gaps. The first aim of the study was to explore the relative effect of bilin-
gual subtitles for incidental vocabulary learning (in comparison to captions, L1
subtitles, and no subtitles). Second, the study aimed to examine learners’ at-
tention to novel words in subtitles through the recording of learners’ eye move-
ments in order to investigate the relationship between the amount of attention
and word learning in the different subtitling conditions.

Background Literature

Incidental Vocabulary Learning From Viewing
L2 learners are believed to gradually build up their knowledge of new words
incidentally through repeated exposures to novel vocabulary in the input
(Nation, 2001). Incidental learning happens while learners are engaged in
various communicative activities (e.g., reading, listening, and viewing), and
learners pick up vocabulary when their attention is focused on lexical meaning
rather than lexical form (Hulstijn, 2003). An experimental vocabulary learn-
ing condition is considered incidental when participants receive no vocabulary
posttest announcement before a treatment and when participants are only in-
formed that they will complete a comprehension test (Hulstijn, 2003).

So far, numerous empirical studies have documented that L2 vocabulary
can be acquired incidentally from reading (e.g., Pellicer-Sánchez, 2016), from
listening (e.g., Pavia, Webb, & Faez, 2019), and from reading-while-listening
(e.g., Teng, 2018). In the last decade, an increasing number of studies have
shown that incidental vocabulary learning can also occur through viewing
(e.g., Peters, 2019; Puimège & Peters, 2019; Winke, Gass, & Sydorenko,
2010). Considerable vocabulary gains have seemed to occur from viewing even
a single television program (Peters & Webb, 2018).

The benefits of viewing for vocabulary learning have seemed to be further
enhanced with the use of subtitles (Peters, Heynen, & Puimège, 2016). One of
the most common subtitling types is captions, that is, transcriptions written in
the same language as that of the spoken text in the video. Captions are helpful
in drawing learners’ attention to word form (Winke et al., 2010), encourag-
ing sound-script automatization, establishing an initial form-meaning link for
unfamiliar words (Montero Perez et al., 2015), reducing the effects of accent
variations, and segmenting the speech stream, which can help to further im-
prove learners’ comprehension (Bird & Williams, 2002). In a meta-analysis,
Montero Perez et al. (2013) analyzed 10 empirical studies exploring the use

3 Language Learning 00:0, xxxx 2022, pp. 1–41



Wang and Pellicer-Sánchez Incidental Vocabulary Learning From Viewing

of captions for L2 vocabulary acquisition and found a medium to large effect
size, despite the different vocabulary tests used across studies and differences
in participants’ proficiency.

Another widely used subtitling type is L1 subtitles. Providing L1 trans-
lations facilitates learners’ understanding of video content and seems to be
more suitable for lower-level learners (Danan, 2004). Previous studies have
shown that L1 subtitles have been effective in expanding children’s L2 vocab-
ulary knowledge (e.g., Koolstra & Beentjes, 1999). L1 subtitles also seemed
to aid learners’ comprehension (Pujadas & Muñoz, 2020), to help learners dis-
tinguish separate words in spoken text (Koolstra & Beentjes, 1999), to foster
language learning, and to boost learners’ motivation (Peters et al., 2016).

To date, empirical studies comparing captions and L1 subtitles have shown
that L1 subtitles lead to better comprehension (e.g., Pujadas & Muñoz, 2020).
However, their comparison in relation to their effects on incidental vocabu-
lary learning has yielded inconclusive findings. Previous studies have reported
an advantage for captions over L1 subtitles for the acquisition of the form of
novel words (e.g., Peters, 2019; Peters et al., 2016). Regarding the acquisi-
tion of the meaning of novel words, some studies have reported an advantage
for captions over L1 subtitles (e.g., Frumuselu, De Maeyer, Donche, & Colon
Plana, 2015; Peters, 2019), whereas other studies revealed no significant dif-
ference between captions and L1 subtitles (e.g., Peters et al., 2016; Pujadas &
Muñoz, 2019). These inconclusive findings were likely due to differences in
participant profiles (L1 background, L2 proficiency level), number of viewing
sessions (one-off viewing, longitudinal viewing), and test design.

Bilingual Subtitles
Bilingual subtitles (also called dual subtitles) involve the simultaneous pre-
sentation of L1 and L2 subtitles, with L1 presented on the first line and
L2 underneath. They have been claimed to be less common than captions
and L1 subtitles and used only in certain multilingual areas (Bartolomé &
Cabrera, 2005). However, their use has recently gained popularity in other con-
texts such as in China, where bilingual subtitles have become a common sub-
titling type in cinemas and online L2 audio-visual material (Liao et al., 2020).
Bilingual subtitles have potential benefits for vocabulary learning because they
help learners make connections between the written and spoken forms of words
as well as between the form of unknown words and their correct meanings (Li,
2016; Lwo & Lin, 2012). The use of L1 lexical transfer has been considered
beneficial for establishing the form-meaning link of new vocabulary (Schmitt,
2010; see also Kemp & McDonald, 2021).
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According to the bilingual version of the dual coding theory (Paivio, 1990;
Paivio & Desrochers, 1980), there are two separate but interconnected ver-
bal systems corresponding to a bilingual’s two languages that both connect
to a common nonverbal system. These three systems function independently
but also interconnectedly, and the activity in either of the two language sys-
tems can be influenced by the other two systems. The associations between
the three systems have an additive memory effect that could enhance individu-
als’ memory recall, augmenting the benefits of the combination of verbal and
nonverbal systems (Paivio, 1990). However, according to the depth of process-
ing theory (Craik & Lockhart, 1972), it could also be argued that having the
translations of L2 unknown words might reduce learners’ cognitive analysis
of their meanings and might lead to shallower memory traces that are then
reflected in smaller gains. Importantly, according to the redundancy principle
(Sweller, 2005), presenting the same information in multiple forms might re-
sult in cognitive overload that could be detrimental for learning. Therefore,
bilingual subtitled viewing, by providing images along with the L1 and the
L2 in both aural and written forms, could enhance the interconnections be-
tween the nonverbal and two verbal systems, enabling more access routes to
be established for information retrieval. Information would thus more likely be
activated through the three systems that facilitate learning. However, the pre-
sentation of L1 in bilingual subtitles may compete with learners’ attention to
the L2 input. Moreover, the L1 and L2 lines convey the same meaning in dif-
ferent forms, which may overload learners’ cognitive capacity for information
processing and impede their learning. In spite of the increasing popularity of
bilingual subtitles and the controversy around their potential benefits, very few
studies have investigated their effectiveness for vocabulary learning.

In the context of engineering education, García (2017) examined users’
opinions about the effectiveness of bilingual subtitles for incidental L2 vo-
cabulary learning and comprehension. Participants’ responses (N = 62) to an
online questionnaire showed that learners who had used bilingual subtitles be-
lieved that they were helpful for their development of L2 vocabulary for form,
meaning, and use. However, the results were only based on participants’ self-
assessment that may not have reflected the actual effectiveness of bilingual
subtitles.

Li (2016) reported advantages for bilingual subtitles for incidental vocab-
ulary learning. English major students from a Chinese university (N = 120)
were asked to watch three 20-minute British Broadcasting Corporation (BBC)
documentary clips (three sessions) with captions, L1 subtitles, and bilingual
subtitles in a counterbalanced design. A control group with no subtitles was
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also included. Vocabulary meaning recognition and meaning recall tests were
administered immediately after each viewing session and three weeks later.
Participants’ opinions toward the use of different subtitles on their vocabulary
learning and comprehension were also collected in a final questionnaire. The
results showed that the bilingual subtitles group outperformed the other three
groups in meaning recognition and meaning recall on both immediate and de-
layed posttests. The questionnaire results showed that the majority of partic-
ipants chose bilingual subtitles as the best subtitling type for comprehension
and vocabulary learning.

Lwo and Lin (2012) reported findings different from those of Li (2016). In
Lwo and Lin’s study, 32 young Chinese L1 learners of English watched two
animations in one of four conditions (captions, L1 subtitles, bilingual subti-
tles, and no subtitles). Participants’ comprehension of the video was checked
during their viewing by their answering questions orally after each scene. Af-
ter each viewing session, participants completed a comprehension test and two
vocabulary tests: a multiple-choice meaning recognition test and a fill-in-the-
blank test. Semistructured interviews were held after the viewing sessions to
explore participants’ attention allocation during the viewing and their attitudes
toward different subtitling types for comprehension. Results showed no signifi-
cant advantages of bilingual subtitles over other subtitling types for vocabulary
learning and comprehension. Despite the lack of group differences, lower-level
learners seemed to benefit more from the use of bilingual subtitles relative
to other types of subtitling, especially in recalling more complex sentences.
Together with the interview data, the authors thus postulated that lower-level
learners tended to use more selectively the information during viewing to meet
their needs for comprehension or language learning (i.e., not process all cues
in the input, but only those that were helpful), but more proficient learners were
more easily distracted by the L1 lines in bilingual subtitles. However, as Lwo
and Lin pointed out, the findings should be interpreted with caution because the
viewing material used was specifically designed for English language teaching
and contained simple sentences. The procedure crucial to this study required
participants to stop and answer comprehension questions after each scene and
sentence, which interrupted the viewing process.

In sum, although there has been some initial evidence suggesting that
learners prefer bilingual subtitles and have positive opinions about their ef-
fectiveness (García, 2017; Li, 2016), very few studies have directly examined
their effectiveness for vocabulary learning, and available studies have yielded
conflicting findings (e.g., Li, 2016; Lwo & Lin, 2012). Moreover, these stud-
ies did not explore the relative effectiveness of bilingual subtitles in facilitating
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form knowledge. Thus, understanding of the effectiveness of bilingual subtitles
relative to the effectiveness of other subtitles has remained limited. The study
by Lwo and Lin (2012) suggested a relationship between the way learners make
use of the information in bilingual subtitles and learners’ gains, but these ini-
tial findings were based on self-reports and focused on the general processing
of the subtitles without particular reference to unknown vocabulary. Learners’
allocation of attention to the different lines in bilingual subtitles when they en-
counter unknown words and the relation of bilingual subtitles to vocabulary
learning has yet to be examined.

Eye-Tracking Studies on Learning From Viewing
Several studies have used eye-tracking to explore learners’ processing of sub-
titled videos and variables affecting this process (e.g., Muñoz, 2017; Winke,
Gass, & Sydorenko, 2013). Previous research has shown that in general adult
learners process both animation and subtitles regardless of the language of the
subtitles, and similar processing patterns have been reported for L1 subtitles
and captions (e.g., Bisson, van Heuven, Conklin, & Tunney, 2014).

Liao et al. (2020) explored the online processing of bilingual subtitles.
They asked 20 Chinese postgraduates to watch four 5-minute English docu-
mentary clips using captions, L1 subtitles, bilingual subtitles, and no subtitles
while their eye movements were recorded. Participants’ cognitive load was
measured in a postviewing questionnaire and their comprehension was as-
sessed using a free recall test after each viewing session. The eye-movement
results showed that the time spent on bilingual subtitles (33.62%) was longer
than that on L1 subtitles (21.55%), but similar to captions (32.15%). When
using bilingual subtitles, participants spent less time on the L2 lines (15.29%)
than when using captions (32.15%). However, similar total reading time was
reported for the L1 lines of bilingual subtitles (18.33%) and L1 subtitles
(21.55%). The questionnaire data also showed that, when using bilingual
subtitles, participants tended to choose one language as a dominant source and
used the other for supporting information. The cognitive load questionnaire
indicated that the use of bilingual subtitles reduced participants’ cognitive
load compared to the use of monolingual subtitles. No significant differences
in comprehension were revealed across groups.

Liao et al. (2020) study provided useful information about the process-
ing of the entire subtitling area in bilingual subtitles, but it did not examine
the processing of unknown vocabulary. To our knowledge, only one previous
study has examined the processing of unknown vocabulary in subtitled view-
ing. Montero Perez et al. (2015) examined the relationship between processing

7 Language Learning 00:0, xxxx 2022, pp. 1–41



Wang and Pellicer-Sánchez Incidental Vocabulary Learning From Viewing

unknown words in captions and learning unknown words under different con-
ditions (intentional vs. incidental) and with different types of captioning (key-
word captions and full captions). Results showed that only fixation times on the
full captions predicted word learning. A significant positive effect for total fix-
ation duration on form recognition gains was revealed only for the intentional
group. First-pass reading time positively correlated with learning gains for the
incidental group. Second-pass reading time had a positive and significant cor-
relation with learning gains for the intentional group but a negative and sig-
nificant correlation for the incidental group. Montero Perez et al. interpreted
this finding as an indication that second-pass reading time in the incidental
group reflected participants’ failure to successfully integrate knowledge of the
word.

It is notable that no previous studies have examined processing unknown
words in a bilingual subtitles condition or the relationship of bilingual subti-
tles to learning. It has been suggested that participants using bilingual subti-
tles might turn to their L1 as a shortcut to facilitate comprehension (Lwo &
Lin, 2012), which may result in their paying less attention to the form of un-
known words. However, empirical evidence to support this claim has yet to be
provided.

The Present Study

The review of the literature has shown that, despite the popularity of bilingual
subtitles and learners’ preference for this subtitling type in certain contexts,
research on the effectiveness of bilingual subtitles for vocabulary learning has
remained scarce. Given the very few studies available and the methodological
limitations outlined in the Background Literature section, the potential benefits
of bilingual subtitles for vocabulary learning have remained unclear. Although
there is some crucial, initial evidence suggesting that processing target words
in subtitles might be related to learning gains (e.g., Montero Perez et al., 2015),
this connection has not been studied for bilingual subtitles. Exploring the pro-
cessing of unknown words in bilingual subtitles and its relation to learning
gains is particularly important because L2 learners have the option to choose
how they want to allocate their attention to the different sources of input pre-
sented (i.e., L2 word and/or L1 translation). The present study aimed to fill
these gaps. The following research questions were addressed:

1. To what extent does the use of bilingual subtitles increase learners’ vo-
cabulary knowledge compared to the use of captions, L1 subtitles, and no
subtitles?
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2. How do learners allocate their attention to unknown target words and to L1
translations of unknown target words when presented with bilingual subti-
tles?

3. How does the processing of unknown target words and of the L1 transla-
tions of unknown target words in a bilingual subtitles condition compare to
the processing of unknown target words in captions and of the L1 transla-
tions of unknown target words in L1 subtitles?

4. To what extent does the online processing of the unknown target words
and of the corresponding L1 translations of unknown target words predict
vocabulary gains in different subtitling conditions (i.e., captions, bilingual
subtitles, and L1 subtitles)?

In order to address these questions, we asked L2 learners to view while their
eye movements were recorded a 23-minute clip in one of four experimental
conditions: captions, L1 subtitles, bilingual subtitles, no subtitles. We assessed
the participants’ knowledge of the target vocabulary included in the video be-
fore and after the viewing session. Concerning vocabulary gains (Research
Question 1), based on previous findings, we hypothesized that bilingual sub-
titles might lead to higher vocabulary gains in meaning than would the other
subtitling conditions (Li, 2016). Regarding the processing of unknown words
in the bilingual subtitles condition (Research Question 2) and relative to the
other subtitling conditions (Research Question 3), in the absence of relevant
research, we formulated hypotheses based on previous findings on the pro-
cessing of the whole subtitling area (Liao et al., 2020; Lwo & Lin, 2012).
We hypothesized that the participants using bilingual subtitles would spend
more time processing L1 translations than L2 unknown target words (Research
Question 2) and that the amount of attention that the participants paid to target
words in the bilingual subtitles condition would be shorter than in the cap-
tions condition, but that the amount of attention that the participants paid to
L1 translations would be similar to the amount paid in the L1 subtitles con-
dition (Research Question 3). Finally, based on the findings in Montero Perez
et al. (2015) study, we hypothesized that longer time spent on the L2 target
words would lead to higher vocabulary gains regardless of subtitling types and
vocabulary test types (Research Question 4).

Method

Participants
The participants in this study were 112 Chinese learners of English (98
females and 14 males) ranging in age from 18 to 34 years (M = 23.42 years,
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SD = 2.47, 95% CI [22.93, 23.87]). They were all students at a university
in the United Kingdom with various academic backgrounds. Participation
was voluntary, and the learners received a small compensation for their
participation. The participants’ proficiency level was determined from their
self-reported International English Language Testing System (IELTS) scores
and their scores for the Vocabulary Size Test (Nation & Beglar, 2007; VS:
Test your word knowledge, n.d.). The participants’ mean IELTS score was
6.84 (SD = 0.61, 95% CI [6.67, 6.90]), which approximately corresponded
to B2 to C1 levels in the Common European Framework of Reference for
Languages according to the IELTS official guidelines (IELTS, n.d.), and their
mean receptive vocabulary size was 6,274.31 word families (SD = 1,704.65,
95% CI [5,950.67, 6,597.95]). Descriptive statistics for proficiency scores are
provided in Appendix S1 in the online Supporting Information. We accounted
for differences in proficiency in the analyses. We conducted Pearson corre-
lations for the participants’ vocabulary size scores and their overall IELTS
scores. The results revealed a significant and large correlation, r = .61, 95%
CI [.48, .72], p = .002, providing convergent evidence for the test validity.

We also administered the 3,000-word-level Vocabulary Levels Test (Cobb,
n.d.; Schmitt, Schmitt, & Clapham, 2001) to ensure the comprehensibility of
the selected viewing material for participants; 86% of the participants showed
mastery of the 3,000 word level, indicating that they would be familiar with
the vocabulary in the viewing materials. Sixteen participants failed to meet
the mastery threshold. Thirteen participants reported no difficulty in under-
standing the content of the video. We conducted statistical analyses including
and excluding these 13 participants and, because there were no differences in
the results, these 13 participants were retained in the final analyses. We dis-
carded data from the remaining three participants who had not shown mastery
of 3,000-word-level vocabulary and who reported difficulty in understanding
the content of the video. We also discarded data from three participants who
did not complete the posttests. Finally, we removed data from another six par-
ticipants from the analyses of the eye-movement data due to poor data quality.
Poor data contained sizable track loss or problematic drift as demonstrated in
the temporal graph and spatial overlay view by plotting the raw data in the
EyeLink Data Viewer (2018) software. In total, we included 106 participants
in the analyses of offline data (i.e., vocabulary tests) and 100 participants in
the analyses of online (i.e., eye-tracking) data. Results of the multiple-choice
comprehension questions (Cronbach’s alpha at .83) completed after the view-
ing session further confirmed the participants’ adequate understanding of the
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video, with the average scores above 60% across all conditions (M = 73.28%,
SD = 15.71%, 95% CI [68.98%, 75.38%]).

Materials
Viewing Material
We extracted four authentic video excerpts (in total 23 minutes, 3,488 words)
from the BBC documentary Animal Odd Couples (BBC, 2013)1 and put them
together using the video editing software Corel VideoStudio Pro 2018 (2018).
This documentary consists of several journeys taken by a wildlife biologist to
find out why animals of different species build up unusual close bonds with
each other. The chosen clips included four pairs of animal couples. We an-
alyzed the lexical frequency profile of the scripts using the Range software
(Nation & Heatley, 2002), with the British National Corpus (BNC Consor-
tium, 2007) as the reference corpus. Results showed that the first 3,000 most
frequent words provided a coverage of 96% of the chosen clips. We retrieved
the original English video script online, and the first author translated the script
into Chinese. We then compared the translation to an online amateur transla-
tion (Bilibili, n.d.), asked three native Chinese speakers fluent in English to
check it, and piloted it twice, together with 13 advanced Chinese learners of
English, to ensure its accuracy. The captions and L1 subtitles were added to
the videos using SrtEdit (PortableSoft, 2012) and Corel VideoStudio Pro 2018
(2018) software. The design of captions and subtitles followed the BBC Subti-
tle Guidelines (BBC, 2019). All the L1 subtitles and captions were each kept
within one line (such that each language had its own line), with the maximum
line length being 68% of the width of the screen for each frame. In the bilingual
subtitles condition, the L1 and L2 lines were presented simultaneously with the
L1 above the L2 line, which is the common presentation format of bilingual
subtitles in China. English text was presented in the Calibri font, and Chinese
text was presented in the Songti (��) font, both in 35-point font size. Ex-
ample screenshots of the four subtitling conditions are presented in Appendix
S2 in the online Supporting Information. The mean duration of subtitle pre-
sentation was 2,168 ms (SD = 4,454, 95% CI [1,790, 2,546]). Four versions of
the video were created, one for each of the subtitling conditions (i.e., captions,
L1 subtitles, bilingual subtitles, no subtitles). The subtitles (Wang & Pellicer-
Sánchez, 2021a) are openly available on IRIS (https://www.iris-database.org).

Target Words
In order to maintain the ecological validity of the study, we used the orig-
inal content and audio of the video without any manipulations. We initially
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inspected the script and created a list of 66 potentially unknown words. We pre-
sented this list to seven experienced Chinese IELTS teachers, whom we asked
to select the words that they thought would not be known by the participants.
Then, we asked 13 Chinese learners of English with similar characteristics to
the participants in the study to indicate their knowledge of the words in the
list. This resulted in a final selection of 24 single words, including 10 nouns,
10 verbs, and four adjectives (see Appendix S3 in the online Supporting Infor-
mation. The word lists are openly available at https://www.iris-database.org).
The use of authentic videos made it impossible to control for item-level dif-
ferences such as frequency of occurrence, word length, and part of speech.
Therefore, we included these for the 24 unknown words as covariates in the
analyses.

In order to reduce the potential test effects and make the target words
less salient, we included 33 distractors in the vocabulary pretest and posttest.
The distractors included 10 lower-frequency words (ranked above the 5,000
word level) from the same documentary series and 23 higher-frequency words
(within the first 3,000 word level) to make the test less challenging and re-
duce guessing. The distractors shared the same semantic domain and part of
speech as the target words (see Appendix S4 in the online Supporting Infor-
mation. Target words and distractors are openly available at https://www.iris-
database.org).

Vocabulary Tests
In line with previous studies tapping into different aspects of word knowl-
edge (e.g., Mohamed, 2017; Montero Perez et al., 2015; and see Yanagisawa
& Webb, 2021, for a meta-analysis finding that different test formats moder-
ated incidental vocabulary learning), we used form recognition, meaning re-
call, and meaning recognition tests in pencil-and-paper format as both pretests
and posttests, randomizing the order of items. Each test comprised 57 vocabu-
lary items including the 24 target words and 33 distractors.

In order to reduce the number of exposures to the target words and min-
imize the potential test effects (see also Peters, 2019; Peters & Webb, 2018),
we combined the form recognition test with the meaning recall test. Each word
was presented in both spoken and written form and the audio recording of
each word was played twice. After the presentation of each word, the par-
ticipants were asked to indicate whether they had previously seen/heard the
word by ticking Yes or No in the answer sheet. They were then asked to pro-
vide a translation/synonym/explanation for the words that they had ticked. The
meaning recognition test was a written multiple-choice test, with each item
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Figure 1 Visual diagram of the research procedure.

accompanied by four options in Chinese: the key, three distractors, and an “I
don’t know” option to minimize guessing (Peters & Webb, 2018). All the dis-
tractors shared the same part of speech with the test items and were relevant
to the theme of the video. Following the procedure used by Rodgers (2013),
the first distractor option was the translation of another target word. The sec-
ond and third distractors were randomly chosen from a distractor pool that
consisted of 34 synonyms of the 24 target words together with the 10 low-
frequency nontarget distractors. We examined the internal consistency of all
tests via Cronbach’s alpha; results showed that the coefficients were all above
.80, indicating good reliability: pretest and posttest form recognition, α = .83
and .89, respectively; pretest and posttest meaning recall, α = .83 and .84, re-
spectively; pretest and posttest meaning recognition, α = .85 for both tests.
For the complete vocabulary tests (Wang & Pellicer-Sánchez, 2021b), see Ap-
pendix S5 in the online Supporting Information and they are openly available
IRIS (https://www.iris-database.org).

Procedure
Data was collected individually in an eye-tracking lab in two sessions with a
time gap of two to three weeks between the two sessions (see Figure 1). In the

13 Language Learning 00:0, xxxx 2022, pp. 1–41
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first session, the participants were first provided with the information about the
study. They were told that the purpose of the research was the examination of
viewing comprehension and that they would be asked to watch the video for
comprehension as they usually did in their leisure time. They were informed of
the comprehension test but not of the upcoming vocabulary tests. After receiv-
ing the instructions and giving their signed consent, the participants completed
the three vocabulary pretests and the vocabulary size test. They were told these
tests would be used to measure their vocabulary size. The first session lasted
on average 45 minutes. In the second session, the participants were randomly
assigned to one of four groups: a captions (n = 27), L1 subtitles (n = 24),
bilingual subtitles (n = 30), or no subtitles (n = 25) group. The eye-tracking
experiment was designed and presented with Experiment Builder (2011). Eye
movements were recorded with EyeLink 1000 Plus (2016), in desk-mounted
mode. Recording was monocular (right eye). An adjustable head and chin rest
was installed 60 cm in front of the monitor to minimize head movements. The
stimulus was presented on a 19-inch monitor with a 1920 × 1080 screen reso-
lution. A short practice session was included to acquaint the participants with
the procedure. A 9-point calibration was conducted before the practice and
another one before the viewing session. The participants were asked to wear
headphones during the viewing session. After the short practice, they were
given an opportunity to ask questions.

As Figure 1 shows, after the viewing, the participants were asked to com-
plete 34 multiple-choice comprehension questions to check their adequate
comprehension of the video. They were then asked to complete the pencil-and-
paper vocabulary form recognition, meaning recall, and meaning recognition
posttests. The 3,000-word-level vocabulary test and a background question-
naire were also completed at the end of the second session. The second session
lasted on average 85 minutes. The procedure was the same for all the partic-
ipants in the four experimental groups. The specific purpose of this research,
that is, examining incidental vocabulary learning, was disclosed at the end of
the experiment.

Scoring and Analyses
The 24 target words in form recognition, meaning recall, and meaning recog-
nition tests were scored dichotomously with 0 for an incorrect response and 1
for a correct response. For meaning recall, 1 point was given for the answers
with exact meanings or close synonyms. The meaning recall test was scored by
two raters. Interrater reliability for both the pretest and the posttest was very
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high: pretest, Cohen’s kappa = .98, p = .002; posttest, Cohen’s kappa = .99,
p = .001.

For the eye-tracking data, separate dynamic areas of interest (AOIs) were
created for each occurrence of the target words and their corresponding transla-
tions (height = 100 pixels, width varied according to item length). The average
size of the AOI of an English target word was 24,338.54 pixels (SD = 5,826.55,
95% CI [21,878.21, 26,798.88]), and 20,845.83 pixels (SD = 8,144.99, 95%
CI [17,406.51, 24,285.16]) for a Chinese translation of the target word. The
dynamic AOIs were only activated during the time the target words and/or
corresponding translations were presented. The average time duration of each
target word was 3,294 ms (SD = 1,911, 95% CI [2,488, 4,101]). For each indi-
vidual participant, only the unknown target words, that is, those with a score of
0 in the form recognition pretest, were included in the eye-tracking data analy-
ses. Fixations shorter than 50 ms were merged if they were within 1° of visual
angle (0.34% of the data), and those that were still below 50 ms were removed
from the dataset (8.35% of the data).

We conducted the statistical analyses with R (R Core Team, 2019). Be-
cause the participants’ answers for each target word item in the vocabulary
tests and their eye-movement data on each item were nested in a hierarchical
fashion within each participant and within each subtitling condition, we an-
alyzed offline (i.e., vocabulary tests) and online (i.e., eye-tracking) data with
mixed-effects models due to the advantages of these models for accommo-
dating nested data and including fixed effects, covariates, and random effects
(Cunnings, 2012; Gries, 2021). We fitted linear, logistic, and Poisson mixed-
effects models according to the type of dependent variables with the lmer or
glmer function in the lme4 package (Bates, Mächler, Bolker, & Walker, 2015).
We took into account by-item and by-participant variations in all models. We
checked the collinearity, normal distribution of residuals, and homoscedastic-
ity assumptions for all linear mixed-effects models using the sjPlot package
(Lüdecke, 2020), and we used the glmmTMB package (Version 1.0.1; Brooks
et al., 2017) for generalized linear mixed models. We first visually inspected
potential outliers and identified those with absolute standardized residuals ex-
ceeding 2.5 standard deviations (2.5 < |z|) using “model criticism” (Godfroid,
2020, p. 267) using the romr.fnc() function in LMERConvenienceFunctions
package (Tremblay & Ransijn, 2020) in R. We removed outliers after run-
ning sensitive analyses that showed significant differences. For the cross-group
comparisons, we fitted separate models for each vocabulary posttest. We ran
Tukey posthoc tests using the multcomp package (Version 1.4-13; Hothorn,
Bretz, & Westfall, 2008) for pairwise comparisons.
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We constructed and have reported the best models using forward selec-
tion based on likelihood ratio tests and on Akaike information criterion scores.
We always added the variables participant and item as random intercepts. We
adopted the maximal random-effects structure because it has been recom-
mended for confirmatory hypothesis testing research to strengthen the general-
ization of findings (Linck & Cunnings, 2015). We also included random slopes
(i.e., Time × Participant, Time × Item, and Group × Item) in the models when
applicable if they improved the model fit (based on model Akaike information
criterion scores). We removed random effect parameters resulting in the least
additional variance explained one by one when models failed to converge until
we achieved convergence. We also entered the participant-level variable (i.e.,
vocabulary size) and item-level variables (i.e., word class, frequency of occur-
rence, word length, word presentation duration in the video, and AOI size) into
the regression models when available because previous studies have shown
that these variables might influence vocabulary learning through viewing (e.g.,
Peters, 2019; Puimège & Peters, 2019). Details of item-level variables are pre-
sented in Appendix S3 in the online Supporting Information. We added the
participant-level and item-level variables to the models as categorical or con-
tinuous covariates. We kept these parameters only in the model if they signifi-
cantly improved the model fit. We log transformed all the continuous variables
before conducting the analyses. We used the lmerTest package (Kuznetsova,
Brockhoff, & Christensen, 2017) to obtain p values for linear models and used
a two-tailed alpha level of .05 for all statistical tests. We calculated Cohen’s
d to estimate the effect size for linear regressions. We considered d values of
0.60, 1.00, and 1.40 to indicate small, medium, and large effect sizes respec-
tively for within-group contrasts, and 0.40, 0.70, and 1.00 as thresholds for
between-group contrasts (Plonsky & Oswald, 2014). We used the odds ratio
as an alternative applicable to logistic regression to measure the effect size
(Field, Miles, & Field, 2012). We considered odds ratios greater than 3 or less
than 0.33 to be strong (Haddock, Rindskopf, & Shadish, 1998), equivalent to a
probability of 75%.

To answer Research Question 1, we examined the effect of the independent
variable time (pretest and posttest) on the dependent variable (the participants’
scores for the three vocabulary tests). Then, we further investigated the group
differences by examining the effect of group (captions, L1 subtitles, bilingual
subtitles, and no subtitles) on the three vocabulary posttest scores. We added
the participants’ pretest scores as a covariate in the analyses. Due to the binary
feature of the dependent variables (i.e., 0 or 1 in the vocabulary tests), we
constructed a series of logistic mixed-effects models.
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To respond to Research Question 2 and Research Question 3, we analyzed
the following eye-movement measures: first fixation duration (the duration of
a reader’s first fixation made on an AOI), first-pass reading time (the sum of
all fixations before exiting), second fixation duration (the duration of a second
fixation), second-pass reading time (the sum of fixations on an AOI when the
eye visits the AOI a second time), total reading time (the sum of all fixations),
fixation count (the total number of fixations), and skip rate (whether the AOI
was fixated upon).

First fixation duration, first-pass reading time, and skip rate are early mea-
sures, which can inform us about learners’ efforts in recognizing and retriev-
ing the meaning of a word from the mental lexicon (Conklin, Pellicer-Sánchez,
& Carroll, 2018). Second-pass reading time and second fixation duration are
pure late-processing measures that reflect reanalysis when learners encounter
an initial processing difficulty (Godfroid, 2020) and can inform us about more
controlled cognitive processes (Conklin et al., 2018). Total reading time and
fixation count are aggregate late eye-movement measures. They subsume all
time and visits within an AOI and can provide a more general picture of pro-
cessing patterns (Conklin et al., 2018; Godfroid, 2020). The combination of
multiple early and late measures is believed to capture a more complete pic-
ture of different cognitive processes (Godfroid, 2020).

We examined the correlation of the seven eye-movement measures with the
Pearson correlation procedure. Results showed that, except for skip rate, the
different measures had strong and positive significant correlations with each
other (all ps < .01; the correlation matrix appears in Appendix S6 in the on-
line Supporting Information). Therefore, we have reported only the total read-
ing time, first-pass reading time, second-pass reading time, fixation count, and
skip rate in line with previous vocabulary learning research (e.g., Mohamed,
2017; Montero Perez et al., 2015; Pellicer-Sánchez, 2016). We fitted separate
models for each eye-movement metric. We always set group as the indepen-
dent variable. We conducted linear, logistic, and Poisson mixed-effects models
for continuous (i.e., first fixation duration, first-pass reading time, total reading
time, second fixation duration, and second-pass reading time), binary (i.e., skip
rate), and count (i.e., fixation count) eye-tracking data accordingly.

In order to answer Research Question 4, we explored the predictive role of
participants’ eye movements (as measured by three eye-movement measures:
first-pass reading time, second-pass reading time, and total reading time) to
the unknown target words and their L1 translations on the participants’ vo-
cabulary gains (as measured by the three vocabulary posttests) separately for
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Figure 2 Mean vocabulary pretests and posttests scores by subtitle group (max. score
= 1). Lines in the boxes represent median scores; boxes range from the 25th to the
75th percentile; vertical lines range from the minimum to the maximum score, with
the symbol ° represents outliers. Captions = L2 subtitles group; L1 = first language
subtitles group; Bilingual = bilingual subtitles group; No = no subtitles group.

the bilingual subtitles, the captions, and L1 subtitles groups through logistic
mixed-effects models.

Results

Vocabulary Learning
In order to check the comparability among the groups, we first conducted one-
way ANOVA analyses. No significant differences were revealed among the
four experimental groups for the participants’ vocabulary size, F(3, 102) =
0.01, p = .99, or their overall IELTS scores, F(3, 102) = 0.51, p = .68. We
also fitted the participants’ vocabulary pretest scores by three sets of logistic
mixed-effects models to ensure the comparability at the onset of the study:
form recognition, χ2(3) = 0.72, p = .87, R2 < .001, meaning recall, χ2(3) =
0.78, p = .85, R2 < .001, and meaning recognition, χ2(3) = 1.79, p = .62,
R2 < .001.

Descriptive statistics for the pretest and posttest scores by item are pro-
vided in Appendix S7 in the online Supporting Information. Figure 2 shows
that the posttest scores were in general higher than the pretest scores. In
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response to Research Question 1, we first checked whether all the groups
had significantly improved their vocabulary knowledge after the treatment.
Logistic mixed-effects models revealed that time was a strong and significant
predictor of the participants’ vocabulary test scores in all groups: form recog-
nition, χ2(6) = 743.08, p < .001, R2 = .12; meaning recall, χ2(6) = 253.00,
p < .001, R2 = .09; meaning recognition, χ2(6) = 486.75, p < .001, R2 = .09
(see Appendix S8 in the online Supporting Information for model summaries).
The odds of the participants’ answering correctly in the posttests were 5.71
(95% CI [4.25, 7.82], p < .001), 5.28 (95% CI [3.42, 8.08], p < .001), and
4.26 (95% CI [3.13, 5.81], p < .001) times higher than those in the pretests in
form recognition, meaning recall, and meaning recognition respectively. The
participants’ vocabulary size also significantly predicted their test scores in
all tests. We explored the group differences for the three vocabulary tests in
separate models, controlling for differences in pretest scores.

As Figure 2 shows, the captions group obtained the highest mean posttest
scores in the form recognition test, although the bilingual subtitles group
achieved the highest mean scores for meaning recall and meaning recogni-
tion. In order to examine the relative effects of bilingual subtitles compared to
other subtitling types, we constructed a series of logistic mixed-effects mod-
els. Results revealed significant main effects of group for all three vocabulary
posttests. The participants’ vocabulary size was also a strong predictor for the
three vocabulary posttest scores, but no significant interaction of group and
participants’ vocabulary size was revealed (see Appendix S9 in the online Sup-
porting Information for model summaries). Results of the Tukey posthoc com-
parisons (see Table 1) revealed that for form recognition, the captions group
significantly outperformed the no subtitles, the L1 subtitles, and the bilingual
subtitles groups, with medium effect sizes. This meant that the odds of a cor-
rect answer were 2.92, 2.32, and 2.17 times higher in the captions group com-
pared to the no subtitles, L1 subtitles, and bilingual subtitles groups respec-
tively. No difference was revealed between the L1 subtitles, bilingual subtitles,
and no subtitles groups.

For meaning recall, the bilingual subtitles group significantly outperformed
the no subtitles group and the L1 subtitles group, with large and medium ef-
fect sizes, with the odds of providing a correct response being 3.42 and 2.16
times higher than in the no subtitles group and L1 subtitles group respectively.
In addition, the captions group also significantly outperformed the no subti-
tles group in meaning recall, whereas no significant difference was observed
between the captions and the bilingual subtitles groups. For meaning recog-
nition, the bilingual subtitles group significantly outperformed the no subtitles
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Figure 3 Mean total reading time in milliseconds by group on target items: second lan-
guage (L2) unknown target words and/or corresponding first language (L1) translations.
Lines in the boxes represent median scores; boxes range from the 25th to the 75th per-
centile; vertical lines range from the minimum to the maximum score, with the symbol
° represents outliers. Bilingual L1 = L1 translations in bilingual subtitles group; Bilin-
gual L2 = L2 translations in bilingual subtitles group; Captions = L2 subtitles group;
L1 = L1 subtitles group.

group and the captions group, with 2.94 and 2.18 times increased odds of a cor-
rect answer, respectively. Moreover, the L1 subtitles group also outperformed
the no subtitles group, but no significant difference between the L1 subtitles
and the bilingual subtitles groups was observed. No significant difference was
revealed between the captions and L1 subtitles groups in either of the meaning
tests.

Processing of Vocabulary in Different Subtitling Conditions
Table 2 summarizes the descriptive statistics for the processing of unknown
target words and their corresponding L1 translations in the different subtitling
conditions.

To respond to Research Question 2, we first examined the processing of the
L2 target words that were unknown in the pretests and their corresponding L1
translations in the bilingual subtitles condition. Table 2 and Figure 3 show that
participants in the bilingual subtitles group spent more time on L1 translations
than on the L2 words. We conducted five sets of mixed-effects models (one
for each eye-movement measure; see Appendix S10 in the online Supporting
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Information for model summaries). Within the bilingual subtitles group, the
time spent on the L2 unknown target words was significantly shorter than that
spent on their L1 translations, as revealed by total reading time, b = −1.84,
SE = 0.31, 95% CI [−2.45, −1.23], t(1007) = −5.84, p < .001, d = 0.34, first-
pass reading time, b = −1.69, SE = 0.29, 95% CI [−2.26, −1.12], t(1007) =
−5.76, p < .001, d = 0.28, second-pass reading time, b = −1.01, SE = 0.27,
95% CI [−1.54, −0.48], t(1007) = −3.81, p < .001, d = 0.24, with small
effect sizes, and fixation count, OR = 0.46, 95% CI [0.33, 0.65], p < .001.
The odds of the fixation count on L2 target words were 54% lower than those
for the fixation count for reading the L1 translations. The odds of the skip rate
of the L2 unknown target words were significantly higher than the odds of the
skip rate of the L1 translations, OR = 6.17, 95% CI [3.23, 11.79], p < .001.

In order to address Research Question 3, we then compared the process-
ing of L2 unknown target words in the bilingual subtitles and captions groups
as well as, separately, the processing of the L1 translations in the bilingual
subtitles and the L1 subtitles groups. As Figure 3 shows, when the bilingual
subtitles conditions were compared with the monolingual conditions, the par-
ticipants using bilingual subtitles spent less time on the L2 target words than
did the participants using captions, but more time on the L1 translations than
did the participants using L1 subtitles. Results of the mixed-effects models
showed that the captions group spent significantly longer time on the unknown
L2 target words than did the bilingual subtitles group, as revealed by total read-
ing time, b = 2.18, SE = 0.33, 95% CI [1.53, 2.83], t(946) = 6.50, p < .001,
d = 0.75, with a medium effect size, first-pass reading time, b = 1.87, SE =
0.32, 95% CI [1.23, 2.50], t(946) = 5.92, p < .001, d = 0.54 and second-pass
reading time, b = 1.71, SE = 0.27, 95% CI [1.18, 2.24], t(946) = 6.27, p <

.001, d = 0.55, with small effect sizes, and fixation count, OR = 2.70, 95% CI
[1.98, 3.82], p < .001. The odds of fixation count on L2 target words for the
captions group were 2.7 times higher than the odds for the bilingual subtitles
group. The odds of the skip rate in the captions group were significantly lower
than the odds of the skip rate in the bilingual subtitles group, OR = 0.08, 95%
CI [0.04, 0.17], p < .001.

For the participants’ processing of the L1 translations of the unknown tar-
get words in the bilingual subtitles and L1 subtitles groups, results showed that
the bilingual subtitles group spent significantly more time processing the L1
translations than did the L1 subtitles group, as revealed by total reading time,
b = 0.63, SE = 0.30, 95% CI [0.04, 1.22], t(910) = 2.10, p = .04, d = 0.12,
first-pass reading time, b = 0.56, SE = 0.28, 95% CI [0.01, 1.11], t(910) =
1.99, p = .05, d = 0.07, second-pass reading time, b = 0.40, SE = 0.20, 95%
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CI [0.01, 0.79], t(910) = 2.01, p = .05, d = 0.17, and fixation count, OR =
0.81, 95% CI [0.65, 1.01], p = .05, with small effect sizes. Also, the odds of the
skip rate in the bilingual subtitles group were significantly lower than the odds
of the skip rate in the L1 subtitles group, OR = 0.51, 95% CI [1.03, 3.77], p =
.04. Model summaries are presented in Appendices S11 and S12 in the online
Supporting Information.

Relationship Between Processing and Vocabulary Gains
To respond to Research Question 4, we conducted logistic mixed-effects mod-
els by group (captions, L1 subtitles, and bilingual subtitles with L1 and L2
AOI separately) to explore the potential relationship between the reading of un-
known target words as measured by total reading time, first-pass reading time,
and second-pass reading time (following Montero Perez et al., 2015), and the
vocabulary gains as measured by form recognition, meaning recall, and mean-
ing recognition posttests scores (see Appendix S13 in the online Supporting
Information for model summaries).

Results in Tables 3 and 4 show that, for the bilingual subtitles group, to-
tal reading time and first-pass reading time on the L2 unknown target words
significantly predicted form recognition gains. This indicated that a 1-second
increase in total time and first-pass reading time spent on a L2 unknown target
word increased the odds of form recognition success by 3.01 and 5.45 times,
respectively. Similarly, meaning recall scores were significantly predicted by
total reading time and first-pass reading time on the L2 target words, with a 1-
second increase in reading leading to 3.09 and 3.38 times higher odds of gains,
respectively. However, none of the measures predicted the meaning recognition
gains. Second-pass reading time was not a significant predictor of the vocabu-
lary gains in the bilingual subtitles group.

As Table 4 shows, for the captions group, form recognition scores were sig-
nificantly predicted by the first-pass reading time on the L2 target words. This
indicated that with a 1-second increase of first-pass reading time, the odds of
the participants’ correctly recognizing the form of each unknown target word
increased 2.45 times. The participants’ time spent on L2 target words did not
significantly relate to their meaning recall. Meaning recognition results pointed
to a positive effect of total reading time and first-pass reading time on vocabu-
lary scores, suggesting 1.97- and 2.21-times higher odds of meaning recogni-
tion success with one-second increase in reading. Similar to the results for the
bilingual subtitles group, second-pass reading time did not significantly predict
any vocabulary scores for the captions group.
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For the time spent on the L1 translations of the target words, Tables 3 and 4
indicate that none of the eye-tracking metrics on the L1 translations showed
significant effects on any type of vocabulary test in both bilingual and L1
subtitles groups. This indicated that in general, the processing time that the
participants in these two groups spent on the L1 translation of the unknown
target words did not increase their chance of learning vocabulary irrespective
of the subtitling type.

Discussion

Vocabulary Learning
Research Question 1 aimed at examining the potential advantage of bilingual
subtitles over other subtitling types for incidental vocabulary learning from
viewing. We examined three components of lexical mastery: form recognition,
meaning recall, and meaning recognition. Overall, the results showed that the
participants in all subtitling conditions learned vocabulary, further supporting
the effectiveness of viewing for vocabulary learning. In line with previous re-
search, form recognition was the easiest component for the participants to ac-
quire, followed by word meaning (either recognition or recall; e.g., Mohamed,
2017; Pellicer-Sánchez, 2016; Peters et al., 2016). Moreover, the participants’
gains were higher in meaning recognition than in meaning recall, supporting
earlier research findings (e.g., Peters & Webb, 2018; Peters et al., 2016).

Our research further supports the claim that captions and bilingual subtitles
are beneficial for intermediate and advanced L2 learners’ incidental vocabu-
lary learning (Danan, 2004; Li, 2016). However, L1 subtitles did not show a
significant advantage over captions or bilingual subtitles, a finding that is con-
sistent with previous findings (e.g., Li, 2016; Peters et al., 2016). This finding
suggests that the benefits of L1 subtitles might be clear for younger and/or less
skilled learners (Danan, 2004).

For form recognition, the results demonstrated a general advantage for cap-
tions over the L1 subtitles and no subtitles conditions, in line with previous
studies (e.g., Peters, 2019; Peters et al., 2016). This study showed a disadvan-
tage for bilingual subtitles compared to captions for participants’ learning word
forms. These findings indicate that having the L2 written form of unknown
vocabulary seems to support learning the unknown vocabulary but that the si-
multaneous presentation of the L1 might compete with the L2 form, leading to
detrimental effects on the learning of word form in bilingual subtitles condi-
tions. The use of the L1 might increase learners’ dependence on L1 and limit
their learning of L2 forms (Peters, 2019).
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For the acquisition of meaning, bilingual subtitles showed an advantage
over no subtitles in both meaning tests, supporting findings of Li’s (2016)
study. Bilingual subtitles were also significantly more beneficial than captions
in meaning recognition but not in meaning recall. This finding might be due
to the fact that different test constructs reflect different dimensions of word
knowledge (Laufer & Aviad-Levitzky, 2017). Meaning recognition tests ex-
amine the initial stages of vocabulary learning (Schmitt, 2010), but meaning
recall tests reflect deeper vocabulary knowledge. Meaning recall tests do not
take into account partial knowledge and require better memory traces than do
recognition tests (Laufer & Goldstein, 2004). Bilingual subtitles could help
in establishing the initial form-meaning link by providing L1 translations that
could be detected via meaning recognition tests. However, according to depth
of processing theory (Craik & Lockhart, 1972), given translations may have
reduced the participants’ cognitive analysis and their inferring the meanings of
unknown words, leading to formation of a shallower memory trace that was not
sufficient for developing an ability to recall the meaning of the newly learned
words to an extent that was superior to the recall of the captions group.

However, the participants in the bilingual subtitles condition did outper-
form those in L1 subtitles condition in meaning recall. This potential benefit
could be attributed to the presentation of the L2 target words that could draw
the participants’ attention to unknown word forms (Winke et al., 2010), re-
duce the chance of bypassing the spoken form of the unknown words, leading
to a clearer opportunity to establish the form-meaning connection (Li, 2016).
These findings also seem to support Paivio’s (1990) bilingual version of the
dual coding theory, indicating that the simultaneous presentation of L1 and L2
input with images could provide a stronger connection for an individual’s in-
formation processing, which could enhance memory recall. This connection
seemed to be particularly improved for our participants when the L2 input was
presented both aurally and visually.

Online Processing of Unknown Words
Research Question 2 sought to investigate the participants’ processing of the
unknown target words and their corresponding L1 translations during bilin-
gual subtitled viewing. Within the bilingual subtitles group, the participants
processed both the L2 words and their translations but spent significantly more
time on the translations. This might have reflected the participants’ reliance on
the L1 for better comprehension when the aim of the activity was understand-
ing the content. This finding also supports Lwo and Lin’s (2012) claim that
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learners using bilingual subtitles might turn to the L1 as a shortcut to facilitate
comprehension, resulting in less attention paid to L2 forms.

Research Question 3 aimed to compare the processing of target words and
their translations in the bilingual subtitles group with their processing in the
captions and L1 subtitles groups. The results corroborated the findings of Liao
et al. (2020). The participants using bilingual subtitles spent significantly less
time on the L2 target words than did the participants in the captions group,
as all the measures examined revealed. The longer processing time on the L2
target words in the captions group might have indicated the participants’ at-
tempts to guess the meaning of unknown words. Reading research has indeed
suggested that longer initial reading time as well as cumulative time may re-
flect readers’ attempts to infer the meaning of words (e.g., Godfroid et al.,
2018; Godfroid, Boers, & Housen, 2013). When using bilingual subtitles, the
participant viewers could directly refer to the L1 translations to understand the
unknown target words, which may have accounted for the shorter reading time
on the L2 forms.

It is interesting that the participants in the bilingual subtitles group also
spent significantly more time reading the L1 translations than did the partici-
pants in the L1 subtitles group. This reading of the L1 translations could have
signaled the participants’ attempt to build form-meaning connections between
the auditory and/or written L2 form and the L1 meaning. This finding confirms
the benefits of using L1 in establishing the initial form-meaning link (Schmitt,
2010). This finding is also in line with Li’s (2016) finding that bilingual sub-
titles have a building connection function, as mentioned by one of Li’s partic-
ipants: “It is easier to combine the two languages and built (sic) a connection
between them by bilingual subtitles” (p. 198). Importantly, this pattern of eye
movements helps to explain the advantage of bilingual subtitles for learning
the meaning of unknown words, as the results of the vocabulary tests showed.

Relationship Between Vocabulary Learning and Online Processing
As for the relationship between the participants’ attention allocation to the
unknown target words (or their translations) and their vocabulary gains, the
predictive role of eye-fixations differed by vocabulary knowledge component
and by subtitling group. Longer reading time on the L2 target words signifi-
cantly predicted gains in form recognition for both the bilingual subtitles and
captions groups. This is in line with previous findings showing that longer
time spent on unknown words is related to successful recognition on posttests,
both in reading (Godfroid et al., 2013; Mohamed, 2017) and in viewing (Mon-
tero Perez et al., 2015). In line with results of the study by Montero Perez et al.
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(2015), the first-pass reading time on the L2 words significantly predicted form
recognition gains for the captions group, but total reading time failed to reach
significance.

Processing time on the L2 words was also a significant predictor of mean-
ing recall gains in the bilingual subtitles condition. This relationship has also
been reported in reading studies (e.g., Godfroid et al., 2018; Mohamed, 2017;
Pellicer-Sánchez, 2016). For the captions group, longer time spent on the
L2 target words led to higher meaning recognition scores, which also sup-
ported findings of reading studies (e.g., Godfroid et al., 2018; Mohamed, 2017;
Pellicer-Sánchez, Conklin, & Vilkaitė-Lozdienė, 2020). Time spent on target
words only predicted meaning recall for the bilingual subtitles group, whereas
it predicted meaning recognition for the captions group. The discrepancy may
possibly relate to the involvement of different cognitive processes. The pres-
ence of L1 translations in the bilingual subtitles might have facilitated the par-
ticipants’ mapping of L1 translations onto the corresponding L2 forms. Longer
processing time on the L2 forms might have reflected this mapping process
and might have supported the development of meaning recall ability. However,
when the participants used captions, where no L1 translations were available,
the longer processing time on L2 forms might have reflected the participants’
effort to figure out the meaning of unknown words. Their meaning inferences
might have been only strong enough to manifest in meaning recognition but
not in the more demanding meaning recall. Second-pass reading time was not
a useful predictor for any vocabulary gains. As Montero Perez et al. (2015)
argued, longer second-pass reading time might indicate processing difficulty
rather than successful learning.

Overall, the results of our study provide further evidence to support the
role of eye-movement measures on L2 unknown vocabulary in predicting vo-
cabulary gains, in line with previous studies (e.g., Godfroid et al., 2013, 2018;
Mohamed, 2017; Montero Perez et al., 2015; Pellicer-Sánchez, 2016; Pellicer-
Sánchez et al., 2020). It is interesting that processing the L1 translations failed
to predict any of the vocabulary scores in either the L1 subtitles or bilingual
subtitles groups. This points to an interesting contradiction. The participants in
the bilingual subtitles group spent more time on the L1 subtitles, and we have
interpreted that extra time as a reflection of their attempts to build the form-
meaning connections, which was then reflected in an advantage of bilingual
subtitles over captions in the participants’ meaning recognition scores. How-
ever, time processing the L1 was not a significant predictor of the participants’
vocabulary gains. This might suggest that it was not only the amount of at-
tention allocated to the translations, as measured by the fixation durations, but
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what participants did when processing those translations and the underlying
cognitive processes involved. As Montero Perez et al. (2015) argued, eye-
tracking data cannot provide a full picture of learners’ engagement with the
unknown words, and it is not clear whether the reading time reflects learning
process, learning difficulty, or just superficial viewing behavior. This further
attests to the complexity of the relationship between processing times and
outcome measures and points to the need to combine eye-movement data with
other types of data such as stimulated recall to further uncover the different
subprocesses involved (Pellicer-Sánchez, 2020).

Limitations and Future Research

There are several limitations to our studies that we must acknowledge. First,
the results for the vocabulary tests, in particular recognition scores, could have
been influenced by test effects. We attempted to control for this by examining
the improvements in knowledge of the low-frequency distractors that appeared
in the tests but not in the video. The results of the analyses indicated that there
were significant gains from the treatments beyond the possible test effects (see
Appendix S14 in the online Supporting Information for analyses). A control
group who only completes the tests should be included in future research to
control for potential test effects. However, it is important to note that any test
effects would equally apply to all conditions and therefore, the results of the
group comparisons reported in this study would still hold.

Second, the participants in this study were intermediate to advanced Chi-
nese learners of English who had experience using bilingual subtitles. Thus,
the findings might not be well-generalized to L2 learners with different profi-
ciency levels and L1 backgrounds. Bilingual subtitles might be more suitable
for higher level learners or for learners with experience using bilingual sub-
titles due to the potential processing burden of the timed-reading of bilingual
subtitles.

Third, previous research has shown that audio-visual material with different
genres may also affect learning gains (Webb, 2011). Thus, more research tar-
geting different L2 learners with different types of audio-visual material should
be conducted. Vocabulary scores could have also been affected by image sup-
port (Peters, 2019). Future studies should consider including this variable as a
covariate in analyses.

Fourth, in our study, we administered immediate posttests because they
were important for allowing us to explore the relationship between processing
and learning gains. However, the absence of delayed posttests meant that no
claims could be made about the retention of the vocabulary that was learned.
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Future studies should examine the retention of vocabulary learned incidentally
from bilingual subtitled viewing.

Finally, our study examined the benefits of bilingual subtitles in inciden-
tal learning conditions. The effectiveness of bilingual subtitles for vocabulary
learning might be maximized in intentional conditions where different form-
focused techniques (e.g., textual enhancement or prereading instruction, as in
Pellicer-Sánchez et al., 2020) could be employed to direct learners’ attention
to both L2 forms and L1 translations in a more planned way. Future research
should examine the effectiveness of bilingual subtitles in various intentional
conditions.

Conclusion

This study provides further evidence for the effectiveness of viewing for vo-
cabulary learning as well as for the benefits of bilingual subtitles in facilitating
meaning knowledge. Bilingual subtitles were superior to other forms of sub-
titling in the acquisition of meaning, whereas they were less effective than
captions for form recognition. The participants paid more attention to the L1
translations of unknown vocabulary than to L2 forms in the bilingual subti-
tles condition, and they spent more time reading the L1 translations of the
unknown words than did the L1 subtitles group, which might imply that the
participants were attempting to establish form-meaning links. However, addi-
tional data (e.g., debriefing interview, stimulated recalls) would be needed to
confirm this. Time spent processing the L2 target words predicted form and
meaning gains. However, processing time on the L1 was not a significant pre-
dictor of learning gains, which further confirmed the need to empirically dis-
tinguish amount of attention, as measured by eye-movement measures, from
underlying cognitive processes.
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Note

1 Information about the timings of the videos and about the transcripts is available at
https://www.iris-database.org. A preview of the clips is available (BBC, 2013), but
we have not made the complete videos available because they are proprietary and
protected by BBC copyright.
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Appendix: Accessible Summary (also publicly available at

https://oasis-database.org)

Using Bilingual Subtitles While Watching Videos to Facilitate Vocabulary
Learning
What This Research Was About and Why It Is Important
Language learners can expand their vocabulary knowledge through watching
subtitled foreign language videos as entertainment. Bilingual subtitles, which
simultaneously present the first language (L1) subtitles and captions (in the
second language, L2), have become particularly popular in certain contexts.
Despite their popularity, very little is known about their effectiveness for vo-
cabulary learning or how learners make use of the different information pre-
sented. This research investigated the relative effects of bilingual subtitles for
vocabulary learning compared to other kinds of subtitles. Moreover, learners’
eye movements on the unknown words and L1 translations were recorded to
explore how learners distributed their attention during viewing. The relation-
ship between eye movements and word learning gains was also investigated.
Bilingual subtitles were more effective than other subtitles for facilitating the
learning of word meanings, and the learning gains were higher when longer
time was spent processing the L2 unknown words during viewing.
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What the Researchers Did
� 112 adult Chinese L2 speakers of English completed three vocabulary tests

before and after watching an English video clip in one of four subtitling
conditions. Their eye movements were recorded during viewing.

� Three vocabulary tests were used to assess learners’ knowledge of 24 po-
tentially unknown single words that were selected from the video. The tests
assessed learners’ ability to recognize the form and meaning of the word and
to recall its meaning.

� Four subtitling conditions were compared: bilingual subtitles, captions, L1
subtitles, and no subtitles.

� Five eye-movement measures were used to capture learners’ processing of
the L2 words and L1 translations.

What the Researchers Found
� Bilingual subtitles seemed to be superior to other subtitling types in learning

word meaning, but they were less effective than captions for learning word
form.

� When using bilingual subtitles, learners paid more attention to the L1 trans-
lations of the unknown L2 words than to the unknown L2 words themselves.

� The learners with bilingual subtitles spent more time reading the L1 transla-
tions than did the learners in the L1 subtitles group, and they spent less time
on the L2 unknown words than did the learners who had captions.

� In general, longer time spent on the L2 unknown words was related to higher
vocabulary learning gains, whereas longer time spent on the L1 translations
of the unknown words did not lead to higher gains.

Things to Consider
� Bilingual subtitles could facilitate the development of meaning knowledge.
� However, learners tended to be attracted by the L1 translations in bilingual

subtitles, resulting in less attention on the unknown L2 word forms. There-
fore, the benefits of bilingual subtitles could be maximized using techniques
to direct learners’ attention to the L2 word forms too.

� The current findings are limited to proficient learners who already had ex-
perience using bilingual subtitles. Care should be taken when introducing
bilingual subtitles to learners with different viewing habits or lower profi-
ciency levels.

Materials and data: Materials are publicly available at https://www.iris-
database.org.
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