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Abstract
A new Stirling cryocooler model has been developed that is able to simulate
the interactions between the loss mechanisms in the cold finger of the cooler.
This one-dimensional, finite differencemodel can simulate single and two-
stage cryocoolers. Themodel uses the latest friction factor and heat transfer
correlations from the literature and simulates turbulence generation and
thermal penetration depths. It runs fast enough to be useful for optimisation,
thanks to a robust artificial convergence technique. Themodel includes a full
representation of the cold finger, including the displacer motion and the flow
past the displacer.
A two-stage Stirling cooler has been developed, and themodel has been
validated against measurements of its performance. Themodel predictions
have also been compared to the predictions of a commercially available model
and to themeasured performance of single-stage Stirling coolers. Themodel
is able to accurately predict a variety of measured values, including pressure
swings and cooling powers. Themodel results show that there are significant
interactions between the loss mechanisms of the simulated cryocoolers. The
model was also used to investigate changes to the cold finger geometry of a
single-stage cooler that would be difficult to simulate using other models; the
model predicted that significant performance improvements could bemade.
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Impact Statement
Stirling cryocoolers are a key enabling technology for a wide range of space
applications. They are used extensively in Earth observation satellites to cool
infrared detectors [1] and are often an integral part of the cooling chain of
large space telescopes [2]. Emerging quantum technologies, such as single
photon superconducting nanowire detectors for laser ranging and quantum
key distribution, will require cooling that could be provided by Stirling
cryocoolers [3]. The development of Stirling cryocoolers for these space
applications is greatly aided by computer modelling. By simulating the
performance of potential designs, the design can be optimised to target
attributes such as lowmass and high thermodynamic efficiency without
requiring a lengthy prototyping process.
Many of the Stirlingmodels in the literature use amodular approach to
represent the system components [4][5]. Each different flow region is
containedwithin a separatemodule. This has the advantage of making the
models flexible but canmake it more difficult to simulate complex interactions
between themodules. Themodel developed as part of this project takes a
different approach. It simulates the cold finger of the cooler as a single system.
This allows it to realistically simulate heat transfer between the different flow
paths and account for themotion of the displacer.
Analysing the results of the newmodel showed that there was a great deal of
interaction between the loss mechanisms that would not be simulated by a
model that considered each flow path separately. This newmodel should
provide amore accurate assessment of the interactions between the loss
mechanisms in a cooler and hence give amore accurate prediction of the
performance.
The newmodel was also used to simulate changes to cooler geometry that
could only be investigated by simulating the cold finger of the cooler as a
single system. It was found that some of these geometry adjustments had a
significant effect on the predicted cooling power. The performance of Stirling
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coolers could be improved by using themodel to find the optimum values of
these geometry adjustments.
This thesis describes the operation of the newmodel in detail and should
enable other researchers to incorporate the techniques used by this model
into their ownwork. Hopefully, this will result in lighter andmore efficient
Stirling cryocoolers that are better suited to the active cooling requirements
of spacecraft.
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Nomenclature
Latin Letters
A Flow area m2
a Clearance seal radial gap size m
As Solid cross-sectional area m2
C Heat capacity JK−1
c Specific heat capacity JK−1 kg−1
cP Specific heat capacity at constant pressure JK−1 kg−1
cV Specific heat capacity at constant volume JK−1 kg−1
d Diameter m
dh Hydraulic diameter m
E Energy J
F Force N
f Frequency Hz
fD Darcy friction factor
fP Pressure calculation factor
fT Temperature calculation factor K kg J−1
h Heat transfer coefficient Wm−2 K−1
I Current A
i Imaginary unit
k Thermal conductivity Wm−1 K−1
KL Minor loss coefficient
m Mass kg
ṁ Mass flow rate kg s−1
mT Turbulent mass kg
Nk Conduction enhancement factor
Nu Nusselt number
P Pressure Pa
p Momentum kgms−1
Pr Prandtl number
Q Heat J
Q̇ Heat flow rate W
q̇ Heat flux density Wm−2
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R Thermal resistance KW−1
r Radial distance m
Rg Specific gas constant J kg−1 K−1
Re Reynolds number
ReT Turbulent Reynolds number
S Surface area m2
s Surface area per unit length m
T Temperature K
t Time s
T Turbulence intensity
U Internal energy J
u Specific internal energy J kg−1
V Volume m3
v Velocity m s−1
V̇ Volumetric flow rate m3 s−1
Va Valensi number
W Work J
w Weighting
x Length m
y Solution variable
z Width m

Greek Letters
γ Heat capacity ratio
δ Thermal penetration depth m
ε Absolute roughness m
λ Compression component calculation factor KPa−1
ε0 Emissivity
ε Eccentricity
ε0 Arbitrarily small positive constant
θ Gradient ratio
K Turbulence kinetic energy J
κ Specific turbulence kinetic energy J kg−1
µ Dynamic viscosity Pa s
ρ Density kgm−3
σ Stefan-Boltzmann constant Wm−2 K−4
τ Tortuosity
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φ Porosity
ψ Slope limiter
ω Angular frequency rad s−1

Subscripts
0 Initial or steady-state
A Amplitude
a Advection
b Backshell
c Compression
e Enhanced
g Gas
I Interior
i The ith cell
j The jth node
L Laminar
m Mesh
s Solid
T Turbulent
W Wall
w Working volume

Notation
y† y is relative to themotion of the cell or node
y∗ y has beenmodified to account for a change in flow area
ȳ Mean of y over a cycle
∆y Change of y
ẏ First derivative of ywith respect to time
ÿ Second derivative of ywith respect to time
y y is a complex-valued function
<(y) Real component of y
=(y) Imaginary component y

This thesis uses the IUPAC sign convention whereW indicates the work done
on the system,Q indicates the heat transferred to the system and
∆U = Q+W [6, p. 56].
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Abbreviations
2D Two-dimensional
3D Three-dimensional
ALMA Atacama LargeMillimetre Array
BDF Backward Differentiation Formula
CFD Computational Fluid Dynamics
CFL Courant–Friedrichs–Lewy
CMM CoordinateMeasuringMachine
CoP Coefficient of Performance
ESA European Space Agency
GM Gifford-McMahon
IUPAC International Union of Pure and Applied Chemistry
NASA National Aeronautics and Space Administration
ODE Ordinary Differential Equation
RAL Rutherford Appleton Laboratory
MLI Multi-Layer Insulation
MRI Magnetic Resonance Imaging
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Glossary
Annular heat
exchanger

An annular flow passage located between the displacer
outlet and the expansion chamber.

Appendix gap The narrow annular gap between the displacer tube and
the cold finger tube. It is a type of clearance seal.

Ariel An ESA space telescope, scheduled for launch in 2029.
Backshell The regions of a Stirling cooler that contain themotors.

They are separated from theworking volume by
clearance seals.

Breadboard Hardware that demonstrates the function of the system,
without respecting the final form or fit.

Breadboard
Cooler

The two-stage Stirling cooler developed as part of this
work that has been used to help validate themodel.

Bulk
temperature

Themean temperature of a fluid, averaged over the flow
area.

Bulk velocity Themean velocity of a fluid, averaged over the flow area.
Clearance seal A small annular gap between amoving object and a bore

that restricts the leakage past themoving object.
Cold finger A component of a Stirling cooler that protrudes from the

cold head body. The cooling occurs at the end of the cold
finger (and partway along it for a two-stage cooler).

Cold finger tube The outer tube of the cold finger that withstands the gas
pressure.
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Cold head The part of a Stirling cooler that contains the cold finger
and the displacer motor. It is connected to the
compressor by a transfer line.

Cold head body Themain structure of the cold head, to which the
displacer motor and cold finger are attached.

Cold tip The component at the end of the cold finger that is
connected to the item to be cooled. A two-stage cooler
has two separate cold tips, with one located partway
along the cold finger.

Compressor The part of a Stirling cooler that expands and compresses
the gas at the warm end. It is connected to the cold head
by a transfer line. It is also known as a pressure wave
generator.

CryoBlue Cooler Amedium-sized, single-stage, long-life Stirling cooler
developed at RAL.

Cryocooler Amachine that can provide refrigeration at cryogenic
temperatures. Often referred to simply as a cooler.

Dead volume The space in the working volume of a cooler that is not
swept by the displacer or compressor pistons.

Displacer A component of a Stirling cryocooler that moves back and
forth to drive the gas between the warm and cold ends of
the cooler.

Displacer bush A component of a Stirling cryocooler that surrounds the
displacer shaft to form a clearance seal between the
displacer backshell and the secondary compression
chamber.

Displacer inlet The flow path linking the secondary compression
chamber and the regenerator, located at the warm end of
the displacer.
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Displacer outlet The flow path linking the regenerator and the expansion
chamber (or annular heat exchanger if present). It is
located at the cold end of the displacer and at the end of
the first stage for a two-stage cooler.

Displacer tube The outer component of the displacer, oftenmade from
plastic. The regenerator is containedwithin this tube.

Dynamic losses Loss mechanisms that occur when the displacer is moving
but the compressor pistons are stationary. In addition to
the static losses, they include shuttle losses, enhanced
gas conductivity and regenerator and appendix gap
enthalpy transport.

Expansion
chamber

The variable volume chamber where the gas is expanded
by themotion of the displacer andwhere the cooling
occurs.

Flexure bearing A bearing consisting of a flexible element. For Stirling
coolers, these are used to support the compressor
pistons and displacer while only allowingmotion in the
axial direction.

Gross cooling
power

The pressure-volumework done by the gas at the cold
end.

Jacobianmatrix Amatrix that contains the partial derivative of every
solution variable with respect to every other solution
variable.

Lossmechanism An effect that reduces the amount of available cooling
power. The net cooling power can be found by subtracting
all the loss mechanisms from the gross cooling power.

Net cooling
power

The amount of cooling power that is available for cooling
the item that is attached to the cold tip. Often referred to
simply as cooling power.
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Periodic steady
state

A state of amodel where the solution variables have the
same value at the start and end of each cycle.

Pressure swing The difference between theminimum andmaximum
pressure at a given location over a cycle.

Primary
compression
chamber

The variable volume chamber where the gas is
compressed and expanded by the compressor pistons.

RAL Third-Order
Model

The Stirling cryocooler model developed as part of this
work.

Regenerator A type of heat exchanger that temporarily stores thermal
energy. It is used in the Stirling cycle to improve the
thermal efficiency.

Sage A commercially available computer program that can be
used for simulating Stirling cryocoolers.

Secondary
compression
chamber

The variable volume chamber at the warm end of the
displacer.

Shuttle loss A loss mechanism caused by the relativemotion between
the displacer tube and the cold finger tube. Themotion
causes their thermal gradients to become offset and heat
to flow between them.

Small Scale
Cooler

A compact, single-stage, long-life Stirling cooler
developed at RAL.

Solution variable The variables that define the state of themodel at each
point in time.

Static losses The loss mechanisms that are present when there is no
motion of the displacer or compressor pistons. They
include the heat load due to radiation and the heat load
due to thermal conduction through the gas and solid
components of the cold finger.
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Stirling
cryocooler

Amachine for producing cooling that operates using the
Stirling thermodynamic cycle.

Swept volume The volume throughwhich a piston or displacer moves.
Transfer line The pipe connecting the compressor to the cold head in a

Stirling cooler.
Two-stage
cryocooler

A cryocooler that can produce cooling at two separate
locations.

Variable volume
chamber

A chamber that varies in volume over the course of a
cycle. In themodel, the variable volume chambers are the
primary and secondary compression chambers, the
expansion chambers and the compressor and displacer
backshells.

Working volume The region of gas in a Stirling cooler that undergoes the
thermodynamic cycle. It does not include the gas in the
backshells.
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Chapter 1

Introduction
This thesis describes the development, validation and application of the RAL
Third-OrderModel, a new Stirling cryocooler model that has been developed
at the Rutherford Appleton Laboratory (RAL), Oxfordshire, UK. This one-
dimensional, finite differencemodel can simulate single and two-stage
cryocoolers and includes a novel simulation of the interactions between the
different loss mechanisms. Themodel uses the latest friction factor and heat
transfer correlations from the literature and simulates turbulence generation
and thermal penetration depths. It runs fast enough to be useful for
optimisation, thanks to a robust artificial convergence technique. Themodel
includes a full representation of the cold finger of Stirling cryocoolers and
simulates the displacer motion, the shuttle losses and the flow past the
displacer. This enables the optimisation of certain parameters that could not
be assessed previously. Themodel has been validated against single and two-
stage coolers and has been used to investigate changing the cold finger
geometry of a single-stage cooler.
Themodel will be used at RAL to aid the development of single and two-stage
Stirling coolers that are designed for use in spacecraft. The coolers use flexure
bearings and non-contact clearance seals to achieve a long lifetime. The
previous RALmodel was developed in the 1990s, and it uses several
simplifying assumptions due to the limited computing power available at the
time [7]. The assumptions in the previousmodel break downwhen it is used to
simulate coolers outside the frequency and size ranges it has been calibrated
for.
The aim of this project is to develop amodel that can accurately predict the
cooling powers of single and two-stage Stirling cryocoolers for a wider range
of cooler sizes than the previous RALmodel. It should run fast enough to be
useful for design optimisation, be easily configurable tomodel different cooler
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CHAPTER 1. INTRODUCTION

geometries and it should bemodifiable so that it can be calibrated using
experimental data.
Stirling cryocoolers are difficult tomodel using commercially available 2D or
3D computational fluid dynamics software. The compressible gas, moving
mesh and the variable regenerator temperatures make a 2D or 3Dmodel
computationally expensive [8]. The approach commonly used by other
researchers is to simulate themachine as a network of one-dimensional flow
paths [4][5][9]. Empirical relationships are used to calculate the heat transfer
rates and friction factors at different points in the cooler. Thesemodels are
categorised as third order [10], and this was the approach selected for the
newRALmodel.
Many of the third-ordermodels in the literature use amodular approach. Each
different flow region is containedwithin a separatemodule. This has the
advantage of making themodels flexible but canmake it more difficult to
simulate complex interactions between themodules. The RAL Third-Order
Model takes a different approach. It simulates the cold finger of the cooler as a
single system. This allows it to realistically simulate heat transfer between the
different gas flow paths and account for themotion of the displacer.
Themodel was created using theMATLAB programming language.
Correlations from the literature are used to simulate heat transfer and
pressure drops. Themodel uses novel methods for simulating themotion of
the displacer and the wall heat transfer, and it uses a newmethod to
accelerate convergence.
Themodel has been validated against single-stage coolers that were
previously developed at RAL and against a two-stage cooler that has been
developed as part of this work. This two-stage cooler was designed
specifically for validating themodel and contains cryogenic pressure
transducers for measuring the pressure swings at the two cold stages.
The results of the validation show that themodel can accurately predict the
cooling power of a Stirling cryocooler if the leakage through the clearance
seals has been characterised beforehand. It appears that themodel tends to
underpredict the leakage through these seals if their measured dimensions
are used as inputs.
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The results of the RAL Third-OrderModel show that there is a great deal of
interaction between the loss mechanisms that would not be simulated by a
model that assesses each flow path separately. The RAL Third-OrderModel
was also used to simulate changes to cooler geometry that could only be
investigated by simulating the cold finger of the cooler as a single system. It
was found that some of these geometry adjustments have a significant effect
on the predicted cooling power.
This thesis summarises the development, validation and some preliminary
applications of the newRAL Third-OrderModel. Chapter 2 presents an
overview of different types of cryocoolers and looks at the different methods
that other researchers have used to simulate Stirling cycle machines; Chapter
3 describes the formulation of themodel and the heat transfer and friction
factor correlations that it uses; Chapter 4 covers the development of a
breadboard cryocooler that has been used to help validate themodel; Chapter
5 discusses how themodel was validated against performancemeasurements
of Stirling cryocoolers; and Chapter 6 looks at aspects of cooler geometry that
can be difficult to investigate with other models but can be simulated using
this model.
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Chapter 2

Background
Cryocoolers aremachines that provide refrigeration at cryogenic
temperatures, below approximately 120K [11]. The term typically refers to
devices with a cooling power less than 100W; larger systems are known as
cryogenic refrigerators or cryoplants [12]. The Stirling coolers modelled in
this work are one type of cryocooler, but there are other types available which
are suited to different applications.
This chapter summarises the different applications of cryocoolers and
introduces some of themost used types. The Stirling coolers that are
developed at the Rutherford Appleton Laboratory are described, and their key
features are summarised. This chapter also provides an overview of the
different modelling techniques used to simulate Stirling cycle machines.

2.1 Cryocooler Applications
Cryogenic temperatures are important for many different technologies [13].
Low temperatures can reduce the thermal noise seen by sensors, can be used
to change the state of materials and can enable quantum effects such as
superconductivity.
A simple way to cool an object to cryogenic temperatures is to use a cryogen
that is already at a low temperature such as liquid nitrogen or liquid helium.
These cryogens can be produced in large quantities at a liquefaction plant and
transported to where they are required. Stored cryogen systems are typically
cheaper and simpler than cryocoolers. However, they require regular
replenishment and have highmass and volume requirements [14, p. 2]. The
key advantages of cryocoolers are that they can produce cooling on demand
and do not need the complex infrastructure required for transporting and
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2.2. TYPES OF CRYOCOOLER

storing cryogens. As cryocoolers become cheaper andmore reliable, they are
being used for a growing number of applications [15].
Cryocoolers are well suited to a variety of applications. Ground based
telescopes that are in remote locations, such as the ALMA telescopes in the
AtacamaDesert [16], often use cryocoolers for cooling their detectors to
avoid the logistical challenges of transporting cryogens. Cryocoolers are used
in compact systems that require a lowmass, such asminiature unmanned
aerial vehicles and night vision goggles [17]. Cryocoolers are also becoming
more popular in applications that traditionally use cryogens; they are often
used to recondense the liquid helium inMRImachines to produce zero boil-off
systems [13].
A key area for the use of cryocoolers is in spacecraft. Spacemissions often
have amulti-year lifetime, and it is not practical to have enough stored
cryogen to last themission duration if there is a large cooling power
requirement. Since 1991, closed-cycle cryocoolers have been regularly used
instead [18]. Cryocoolers are often used for cooling sensitive infrared
detectors which require temperatures of around 10-150K. These infrared
detectors can be used for Earth observation or astronomy [18]. Other types of
detectors that need cooling include X-ray bolometers (~50mK) [2], microwave
bolometers (~100mK) [19] andmicrowave radiometers (~20K) [19].
Cryocoolers can also be usedwhen transporting liquid propellants to reduce
boil-off [20].

2.2 Types of Cryocooler
This section describes some of the common types of cryocoolers that are used
for cooling at temperatures above 4K. All of these cryocoolers use gas in a
closed-cycle; by reusing the same gas, they do not require refilling. The gas is
typically compressed at room temperature, where it rejects heat, and is
expanded at a lower temperature to produce cooling.
The coolers can be split into two types: regenerative and recuperative
cryocoolers. Regenerative cryocoolers have an oscillating gas flow between
the warm and cold parts of the cooler. Themain types are Stirling, Gifford-
McMahon and pulse tube coolers. Recuperative coolers have a steady flow of
gas between the warm and cold parts of the cooler, with high-pressure gas
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travelling towards the cold end and low-pressure gas travelling back towards
the warm end. Two common types are Brayton and Joule-Thomson
cryocoolers.

2.2.1 Stirling Cryocoolers
Stirling coolers operate using the Stirling thermodynamic cycle. They are
closed-cycle systems and typically use helium as their working fluid [14,
p. 141]. Single-stage Stirling cryocoolers can cool to around 20K [14, p. 149]
and two-stage Stirling cryocoolers can achieve temperatures below 10K at
the second stage [14, p. 152]. They commonly operate at frequencies between
30 and 70Hz and at fill pressures of 10 to 35bar [21]. Their capacity can range
from fractions of a watt to hundreds of watts of cooling power [21].

The Stirling Cycle
The Stirling cycle is a thermodynamic cycle that was first used in a heat engine
patented by Robert Stirling in 1816 [22, p. 21]. As well as being able to
producemechanical power from a temperature gradient, the cycle can also be
used to produce a temperature gradient by usingmechanical power [11, p. 95].
This is the principle behind Stirling cryocoolers.
A basic Stirling cryocooler contains twomoving components: a compressor
piston and a displacer. The compressor piston is located at the warm end of
the cooler and the displacer is located between the warm and cold ends of the
cooler, as shown in Figure 2.1. When the gas is compressed, work is done on
the gas, and it rejects heat to its surroundings; when the gas is expanded, work
is done by the gas, and it absorbs heat from its surroundings. The displacer is
used to ensure that the gas is at the warm endwhen it rejects heat and that it
is at the cold endwhen it absorbs heat. This results in cooling at the cold end.
To increase the efficiency of the Stirling cycle, the warm gas can be cooled
before it enters the cold end. This is done using a regenerator. A regenerator is
a type of heat exchanger that temporarily stores thermal energy. As the warm
gas passes through it, the thermal energy of the gas is transferred to the
regenerator, cooling the gas. Once the gas has been expanded, it flows back
through the regenerator, picking up the thermal energy it deposited earlier in
the cycle. A regenerator helps to thermally isolate the warm end from the cold
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Warm heatexchanger Cold heatexchanger Compressorpiston
Displacer

Heat flow
Motion of compressor piston and displacer

Regenerator

Figure 2.1: A diagram showing the idealised stages of a Stirling cryocooler’s
thermodynamic cycle.

end. The regenerator in a cryocooler is typically containedwithin the
displacer.
An idealised cycle can be used tomake a simple estimate of the cooling power.
The ideal cycle consists of four steps [14, p. 136]:
1. Isothermal compression—The compressor pistonmoves forward,
changing the volume of the system from Vmax to Vmin . The gas is
compressed, and its pressure increases. The temperature of the gas is
maintained at Twarm . Work is done on the gas when it is compressed, and
an equal amount of heat is rejected to the warm heat exchanger.

Wcomp = −Qwarm = mRgTwarm ln
(
Vmax
Vmin

)
(2.1)

2. Constant-volume regenerative cooling—The gas is moved to the cold
end of the cooler by themotion of the displacer. As it moves, the gas
passes through the regenerator which absorbs some of the heat from
the gas and cools it from Twarm to Tcold .

3. Isothermal expansion—The compressor piston and displacer move
backwards, changing the volume of the system from Vmin to Vmax . The
gas is expanded, and its pressure decreases. The temperature of the gas
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is maintained at Tcold . Work is done by the gas when it is expanded, and
an equal amount of heat is absorbed from the cold heat exchanger.

−Wexp = Qcold = mRgTcold ln
(
Vmax
Vmin

)
(2.2)

4. Constant-volume regenerative heating—The gas is moved to the warm
end of the cooler by themotion of the displacer. The gas warms from
Tcold to Twarm as it passes through the regenerator.

These steps are shown in Figure 2.1 and Figure 2.2. The assumptionsmade by
this ideal cycle are discussed in Section 2.4.1.
The coefficient of performance is the ratio of useful cooling provided to work
required.

CoP = Qcold
Wcomp +Wexp

=
mRgTcold ln

(
Vmax
Vmin

)
mRgTwarm ln

(
Vmax
Vmin

)
−mRgTcold ln

(
Vmax
Vmin

)
= Tcold
Twarm − Tcold

(2.3)

P

V

12

3 4

Thot

Tcold
Qcold

Wtot

Figure 2.2: A plot of pressure against the total gas volume for the ideal Stirling
cycle. The area enclosed by the cycle represents the net work applied to the gas
and the area under the curve of Step 3 represents the cooling power.
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Because all these steps are reversible, the coefficient of performance of the
ideal Stirling cycle is themaximum possible for any refrigeration cycle and is
the same as for a Carnot refrigerator [11, p. 47].

Regenerators
The ideal cycle highlights the importance of the regenerator. In this cycle,
exactly the same quantity of heat is transferred to the regenerator in Step 2 as
is absorbed from the regenerator in Step 4 because the temperature change is
reversed and themass of gas is the same. However, if no regenerator is
present, the heat that would be transferred to the regenerator in Step 2must
be rejected to the cold end heat exchanger, greatly reducing the coefficient of
performance.
An ideal regenerator must meet the following conflicting requirements:
• Theremust be a low pressure drop as the gas flows through the
regenerator. A high pressure drop reduces the pressure swing at the
cold end, which reduces the cooling power.

• Theremust be good heat exchange between the gas and the regenerator
material. If the heat exchange is poor, the gas will not transfer as much
thermal energy to the regenerator andwill be hot when it flows into the
cold end of the cooler.

• The surface of the regenerator must maintain an almost constant
temperature tomaximise the amount of heat transferred with the gas.
This means that the regenerator must have a high heat capacity and that
the thermal conductivity must be high to allow enough heat to flow
between the regenerator surface and interior.

• Theremust be low thermal conductance along the regenerator. Thermal
conduction applies a heat load, reducing the net cooling power.

• The volume of gas in the regenerator should be low. The space in a
cooler that is not swept by the displacer or compressor piston is known
as the dead volume. If this is too large, the swept volume of the
compressor must be increased to achieve the same pressure swing. This
increases the size of the cooler.
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Stirling Cooler Configurations
There are two Stirling cooler configurations that are commonly used. These
are known as the beta and gamma configurations [22, p. 89] and are shown in
Figure 2.3. In the beta configuration, the displacer and compressor piston
operate in the same bore. The shaft of the displacer passes through the
compressor piston. This configuration can bemade very compact and reduces
the dead volume in the cooler.
The gamma configuration separates the compressor piston and the displacer.
The displacer is containedwithin the cold headwhich is connected to the
compressor by a transfer line. This enables more flexibility when designing the
cooler; the diameters of the displacer and compressor piston can be different,
and they can be in different locations. The gamma configuration also allows
for two compressor pistons to run in a head-to-head configuration which can
reduce the exported vibrations.

Rotary and Linear Stirling Coolers
Stirling coolers can be driven using a rotarymotor. Themotor is connected to
the compressor piston and displacer by crankmechanisms. This allows both

Displacer

Compressor
piston

(a)Beta configuration

Displacer

Compressor
piston

Compressor

Cold head

Transfer line
(b)Gamma configuration

Figure 2.3: Diagrams showing two common Stirling cooler configurations.
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the displacer and compressor piston to be driven by a single motor. Rotary
motors can bemade very cheaply and can be very efficient; however, the joints
in the crankmechanismwill eventually wear out. Rotarymotors aremost
suitable for small tactical cryocoolers that only need a short lifetime [14,
p. 143] or for large cooling plants that can be easily serviced [11, p. 172].
The alternative is to drive the compressor pistons and displacer using
electromagnetic linear motors, similar to those found in loudspeakers. Flexure
bearings or gas bearings are used to constrain the compressor pistons and
displacer radially while allowing them tomove axially. Since there is no crank
mechanism towear out, the lifetime can be greatly increased. Linear coolers
are often used for applications that require a long lifetimewithout servicing,
such as in spacecraft [14, p. 145]. Linear motors allow the amplitudes and
phases of the compressor pistons and displacer to be adjusted. However, the
operating frequency of the systemmust be close to the resonant frequencies
of the compressor pistons and displacer for the system to be efficient. This is
because running themotors near resonance reduces themotor forces
required. The resonant frequencies are dependent on themovingmasses and
the restoring forces due to the flexure bearings, gas pressure and any
magnetic interactions.
It is possible to design coolers that do not have a displacer motor at all. In
these coolers, the displacer is driven pneumatically by the gas pressure. The
phase and amplitude of the displacer can be tuned by adjusting its mass, spring
rate, damping and the area onwhich the gas pressure acts. Pneumatic
displacers are often used inminiature coolers [23].

Two-Stage Stirling Coolers
Stirling coolers can be designed to produce cooling at two different
temperatures. The displacer is stepped and there are two expansion
chambers, with the coldest temperature occurring at the second stage. A
diagram of a two-stage cold finger is shown in Figure 2.4. Two-stage coolers
can achieve very low temperatures because losses, such as thermal
conduction, are intercepted at the intermediate temperature wheremore
cooling power is available. The cooling at the intermediate temperature can
also be useful for cooling radiation shields [24].
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2nd stage
expansion
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1st stage
expansion
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1st stage
displacer
outlet

Figure 2.4: A diagram showing the cold head of a two-stage Stirling cryocooler.

2.2.2 Gifford-McMahon Cryocoolers
Gifford-McMahon (GM) cryocoolers operate in a similar way to Stirling
coolers; they produce cooling by using a displacer to expand gas. The key
difference is that GM compressors produce a constant high pressure instead
of an alternating pressure wave. The alternating pressure required to create
cooling is generated by valves in the warm part of the cold head that
alternately connect the cold head to the high and low-pressure sides of the
compressor. The displacer motion is similar to themotion within a Stirling
cooler: it moves away from the cold endwhen the pressure is high and
towards the cold endwhen the pressure is low.
The steady flow produced by the compressor means that long gas lines can be
used to connect the compressor to the cold head. This is not possible for
Stirling coolers because a long gas line would increase the dead volume and
reduce the pressure swing. Using valves to separate the compressor and cold
head allows them to operate at different frequencies. The compressors
typically operate at 50-60Hzwhich allows them to be compact. The switching
frequency of the cold head is typically around 1Hz. This low frequency
reduces the flow speed of the gas through the regenerator, reducing the
pressure drop and allowingmore time for the regenerator to transfer heat
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with the gas; the lower losses allow two-stage GM coolers to achieve
temperatures of 4K [21].
The low frequency operation of the cold head brings disadvantages. Clearance
seals cannot be used as toomuch gas would leak past them over a cycle.
Instead, contacting seals are used at each stage of the displacer which wear
out over time [25]. The low frequency also requires a larger cold head for the
same cooling power. The other key disadvantage of this cycle is that it has a
low efficiency due to irreversible losses in the valves [13].
GM coolers are popular for use in laboratory applications because of their
flexibility and ability to reach low temperatures. They are also relatively cheap
because their steady-flow compressors are similar to air conditioning
compressors and benefit from thematurity of this technology [21].

2.2.3 Stirling-Type Pulse Tube Cryocoolers
Stirling-type pulse tube cryocoolers operate using a similar thermodynamic
cycle to Stirling cryocoolers. In a pulse tube cooler, themechanical displacer is
replacedwith a tuned pneumatic circuit. Themotion of the gas in the
pneumatic circuit causes a phase difference between themass flow and
pressure swing. This phase shift results in the gas rejecting heat at the warm
end and absorbing heat at the cold end [21].
Having nomoving parts in the cold head brings advantages. It simplifies the
assembly of the cooler and reduces the exported vibrations. Themajor
disadvantage is that Stirling-type pulse tube coolers are not as efficient as
Stirling coolers [26][27]. The operation of the pneumatic circuit requires a
greater flow of gas through the regenerator than an equivalent Stirling cooler.
This results in larger losses from imperfect heat transfer and pressure drops.
In addition, a pulse tube cooler dissipates the work done by the gas at the cold
end as heat at the warm end; whereas a Stirling cooler uses this energy to help
compress the gas. The efficiency of low frequency pulse tubes is further
reduced if they are not orientated with the cold tip downwards, due to
convection in the pneumatic circuit [21].
Stirling-type pulse tube coolers are used in similar applications to Stirling
coolers. The compressor pistons can use clearance seals whichmakes them
suitable for applications that require a long lifetime, such as spacecraft. Their
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low vibration cold headsmake them particularly suitable for cooling vibration
sensitive detectors [14, p. 162].

2.2.4 GM-Type Pulse Tube Cryocoolers
GM-type pulse tube cryocoolers combine the tuned pneumatic circuits of
Stirling-type pulse tube coolers with the constant pressure compressors of
GM coolers. The switching frequency of the cold head is typically around 1Hz,
like a GM cooler, and this low frequency allows them to achieve temperatures
of around 4K [13].
Because they use a pulse tube, they do not have any displacer seals to wear
out, although there is still wear in the compressor seals and the valves. The
lack of moving parts at the cold end also helps to reduce the levels of exported
vibration. Their main disadvantage is their low efficiency due to irreversible
expansion in their GM-type valves. Because of their low frequency, their
performance is dependent on their orientation, and they need to be operated
with the cold end pointing down to achievemaximum cooling power [21].
They are well suited to use in laboratories, particularly for cooling vibration
sensitive equipment.

2.2.5 Brayton Cryocoolers
Brayton cryocoolers produce cooling by expanding a steady flow of high-
pressure gas. The high-pressure gas enters the expansion chamber and does
mechanical work on a piston or turbine. This mechanical work causes the
energy of the gas to decrease and its temperature to drop. The cold, low-
pressure gas passes through a heat exchanger where it is used to produce
cooling. The low-pressure gas then flows back to the warm endwhere it is
recompressed.
To increase the cycle efficiency, Brayton coolers thermally isolate the warm
and cold ends of the cooler by using a recuperator. This is a counter-flow heat
exchanger that transfers heat between the high-pressure and low-pressure
gas. As the high-pressure gas travels towards the cold end, it transfers heat to
the low-pressure gas flowing the other way. This ensures that the
high-pressure gas is already cold by the time it reaches the expander.
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The compressor and expander can be reciprocating, using pistons, or rotary,
using turbines. Reciprocatingmachines are better suited to high pressure
ratio, low flow rate applications, whereas rotarymachines are better suited to
low pressure ratio, high flow rate applications [11, p. 345]. Reciprocating
machines can use simpler recuperator designs because the lowermass flows
require less heat to be transferred. Rotarymachines have the advantage that
they do not require valves to control the flow of gas.
Brayton coolers that use turbines are known as turbo-Brayton coolers; these
coolers are well suited for use in spacecraft. They can use gas bearings to
achieve non-contact operation for a long lifetime and their turbines operate at
a high frequency, so their vibrations have little impact on sensitive
instruments [28]. The steady flow of gas aids integration as it allows the
compressor to be located far from the expander. They are particularly suited
for applications where a large amount of cooling power is required because
this is when they are themost thermodynamically efficient [29]. Themain
disadvantage of turbo-Brayton coolers is the extra complexity of having
cryogenic moving parts.

2.2.6 Joule-Thomson Cryocoolers
Joule-Thomson coolers also produce cooling from a steady flow of high-
pressure gas. Instead of expanding the gas using a piston or turbine, the gas
undergoes free expansion by passing through an orifice or porous plug. As the
gas expands, its temperaturemay change. This is known as the Joule-Thomson
effect.
The temperature change is caused by a change in the potential energy of the
gas as it undergoes free expansion. This effect is caused by the intermolecular
forces between the gas particles. Cooling only occurs at certain pressures and
temperatures. For example, heliummust be below 40K for Joule-Thomson
cooling to occur [11, p. 268]. The cooling power of free expansion is lower
than obtained in a Brayton cryocooler because nowork is done by the gas.
The simplicity of Joule-Thomson coolers makes them appealing for many
applications. They have nomoving parts at the cold end, so they are reliable
and produce low levels of exported vibrations. The expansion orifice can be
located a long way from the compressor which provides flexibility. If long-life,
flexure bearing compressors are used, they are suitable for use in spacecraft
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[30]. However, they often have a low efficiency andmay require precooling of
the gas to operate.

2.3 Stirling Cryocoolers Developed at RAL
Stirling cryocoolers for space applications have been developed at RAL since
the 1980s [1]. Stirling coolers are a good fit for the requirements of spacecraft:
they require low electrical input power because of their high-efficiency
thermodynamic cycle; they can bemade light and compact because of their
high operating frequency; and they can be designed to have a long lifetime by
using linear motors and clearance seals. The coolers designed at RAL have
been used on several missions, with some built at RAL and some built under
licence. RAL Stirling coolers are often used for cooling infrared detectors, but
some have been developed for precooling Joule-Thomson coolers [31].
The Stirling cryocoolers developed at RAL use the gamma configuration. For
most of the coolers, the compressor and cold head are separate and are linked
by a transfer line, as shown in Figure 2.5. Separating the cold head and
compressor allows for more flexibility when integrating the cooler. However,
for some of themore recent compact cooler developments, the compressor
and cold head are integrated into the same body to reduce the system size
[32]. The compressor typically consists of two pistons running in a head-to-
head configuration into a common bore. This configuration helps to reduce
exported vibrations. If the vibration requirements are particularly stringent,
the exported vibrations of the displacer can also be reduced by fitting a
balancer motor that runs in antiphase to the displacer motor [33].
RAL Stirling coolers use clearance seals at the compressor pistons, the
displacer shaft and along the displacer tube. The clearance seals between the
compressor pistons and bores and the displacer shaft and bush reduce the
leakage of gas into the backshells which would reduce the pressure swing. The
clearance seal between the displacer tube and the cold finger tube is known as
the appendix gap and this prevents gas from bypassing the regenerator. These
clearance seals work by having a very small gap between themoving and
stationary components that restricts the flow of gas. They do not wear out
because there are no rubbing components, and they enable the lifetime of the
coolers to exceed 10 years [13]. The compressor pistons and displacer are
driven by linear motors and are suspended on flexure bearings. The flexure
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Figure 2.5: A diagram showing a section view of a typical single-stage RAL
Stirling cryocooler. Some of themain components are labelled.

bearings aremade of a disc of metal with a spiral pattern cut into it, as shown
in Figure 2.6. The outer edge of the disc is held stationary, and the centre of
the disc is attached to the shaft of the displacer or piston. The flexure bearings
are designed so that they are axially compliant but radially stiff. They aremade
from hardened stainless steel and are designed so that their peak stress is well
below the fatigue limit of thematerial during operation.
The displacer consists of a plastic tube, typically made of Vespel SP-3 [34], that
contains the regenerator. Locating the regenerator inside the displacer allows
them to be contained in a single cold finger tubewhich helps to reduce the
thermal conduction between the warm and cold parts of the cooler. Vespel
has a low thermal conductivity and goodwear resistance in case of contact
with the cold finger tube. The regenerator is typically composed of stacked
discs of finewiremeshwith a wire diameter of 20-50 µm. Stacked discs give a
good compromise between heat transfer and pressure drop and have a low
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Figure 2.6: A photograph showing one of the compressor motors of the RAL
Maxi compressor. Some key parts have been labelled: A, the flexure bearing;B,
the stationary part of themotor; andC, the compressor piston shaft.

axial thermal conductance. For temperatures above 20K, most metals have a
much higher heat capacity than the helium gas so work well as a regenerator
material. The RAL coolers use stainless steel mesh at these temperatures. At
lower temperatures, the heat capacities of most metals fall, and they become
ineffective. At these temperatures, the RAL coolers usematerials containing
rare-earth elements which have peaks in their heat capacity at low
temperatures [35]. At the warm end of the regenerator is a disc of metal foam
made of Retimet [36] that is used to disperse the jets of gas entering the
regenerator so that a larger fraction of the regenerator mesh is used for heat
transfer. The displacer is containedwithin a thin wall Titanium Ti-6Al-4V cold
finger tubewhich has a low thermal conductivity but is strong enough to
withstand the gas pressure.
The coolers use helium as a working fluid. In general, lighter gasses enable
greater heat transfer rates and lower pressure drops than heavier gasses [11,
p. 175]. Both properties are beneficial for Stirling coolers. Hydrogen is the
lightest gas, although its other properties mean that it is rarely used in Stirling
coolers. It is flammable, can permeate throughmetals and can cause hydrogen
embrittlement. The other disadvantage for use in cryocoolers is that its
behaviour can deviate significantly from that of an ideal gas at low
temperatures, increasing losses [37, p. 167]. Helium is used instead because it
is inert and behavesmore like an ideal gas at lower temperatures.
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The typical fill pressure is between 10-20 bar and the operating frequency is
typically between 20-100Hz. The simple analysis presented in Section 2.2.1
shows that higher fill pressures and operating frequencies improve the cooling
power for a given swept volume. However, increasing either of these
increases themass flow rate of gas through the regenerator, lowering its
effectiveness and increasing the losses [11, p. 130]. The optimum fill pressure
and frequency depend on the cooler geometry.
The compressor pistons and the displacer are runwith a phase difference of
50-90° between their motions to produce cooling. Themovingmasses,
diameters and flexure bearing stiffnesses of the displacer and compressor
pistons are tuned so that the resonant frequency of their motion is the same
as the operating frequency of the system. Running on resonance reduces the
required input power andmeans that themotors only have to overcome the
work done on the gas and the damping; the flexure bearings provide the rest
of the force. Through careful selection of the displacer shaft diameter, the gas
forces acting on the displacer can be adjusted so that the displacer runs at the
correct amplitude and phase withminimal input from themotor. This reduces
the force requirements for the displacer motor and allows it to be very
compact.
The linear motors that drive the compressor pistons and displacer are
designed at RAL. All the different types of motor consist of permanent
magnets, iron and a coil, but these components are used in different
configurations depending on the system requirements. Moving coil motors
are typically used because of their low levels of off-axis vibrations [38]. The
magnetic circuit is similar to a loudspeaker motor but has beenmodified to
increase its efficiency. If a higher efficiency is required for the same size of
motor, movingmagnet motors are used [39].
A range of different sized single-stage Stirling cryocoolers have been
developed at RAL: from the Small Scale Cooler [32] (Figure 2.7), which lifts
0.5W at 77K and has amass of 625 g; to theMaxi (Figure 2.8), which lifts 6W
at 77K and has amass of 11 kg. Two-stage coolers have also been produced
which can reach temperatures as low as 10K [40].

45



CHAPTER 2. BACKGROUND

A

B

C

D

Figure 2.7: Aphotograph of the RAL Small Scale Cooler. The compressor and cold
head of this cooler are integrated into the same body. Some parts of the cooler
have been labelled: A, the cold tip;B, one of the compressor motor covers;C, the
cold finger tube; andD, the body of the cooler (containing the displacer motor).

A

B

C

D

E

Figure 2.8: A photograph of the RALMaxi compressor attached to a cold head.
The compressor and cold head are connected by a transfer line. Some parts of
the cooler have been labelled: A, the compressor body;B, one of the compressor
motor covers;C, the vacuum vessel containing the cold finger;D, the cold head
body; and E, the transfer line.
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2.4 StirlingMachineModels
Awide range of Stirlingmachinemodels have beenwritten about in the
literature. Many of thesemodels focus on Stirling engines, but the same
techniques are often directly applicable to Stirling coolers; Stirling engines use
the same thermodynamic cycle as Stirling coolers, but the cycle is reversed. A
common classification, introduced byMartini [10], groupsmodels by their
complexity into first-order, second-order and third-order.

2.4.1 First-OrderModels
First-order models are the simplest type and assume a simplified
thermodynamic cycle without losses. Because of this, they aremostly used for
approximate initial sizing of a Stirlingmachine.

Ideal Stirling Cycle
The ideal Stirling cycle presented in Section 2.2.1 is a form of first-order
model. However, it makes several poor assumptions that prevent it from being
useful for designing Stirlingmachines. The assumption of isothermal
compression and expansion is inaccurate because Stirling coolers typically
operate at a high frequency and there is insufficient time for the gas to
thermalise. Themodel assumes that all the gas will be in the compression or
expansion chambers during the isothermal stages; in a real cooler, there will
always be gas present in the regenerator whichwill reduce the pressure swing.
In addition, themodel assumes that the compressor piston and displacer move
sequentially, whereas theymove almost sinusoidally in a real cooler.

Schmidt IsothermalModel
Amore accurate thermodynamic cycle is the Schmidt isothermal model [14,
p. 139]. This model still has a closed-form solution but can account for
sinusoidal pistonmotion and dead volumewithin the cooler. It assumes that
the gas in each region is perfectly thermalised with the region walls, that there
are no regenerator losses and that the instantaneous pressure is the same
throughout the system.
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The Schmidt isothermal model is better at predicting the cooling power for a
real machine than the ideal cycle. However, it still assumes that the
compression and expansion occur isothermally; therefore, the coefficient of
performance is still the same as for a Carnot refrigerator.

2.4.2 Second-OrderModels
Second-ordermodels simulate amore realistic thermodynamic cycle, and they
account for loss mechanisms such as thermal conduction and imperfect
regeneration. The assumptionmade by second-order models is that the losses
do not interact with the thermodynamic cycle. The losses are calculated after
the thermodynamic cycle has been computed and are subtracted to find the
cooling power.

RAL Second-OrderModel
Themodel that has previously been used at RAL to design Stirling coolers is a
second-order model [7]. It is based on the Finkelstein adiabatic model [41].
Themodel makes the assumption that there is no heat transfer in the
compression or expansion chambers. Instead, the heat transfer takes place in
separate heat exchangers at either end of the regenerator. The gas in the heat
exchangers and the regenerator is at a fixed temperature. The instantaneous
pressure is assumed to be the same throughout the system. The system of
differential equations cannot be solved analytically, so the equations are
integrated over several cycles until a steady state is achieved; this typically
takes five cycles.
After the system has converged, the pressure drop can be estimated from the
mass flows. The pressure dropwaveform is calculated by using empirical
correlations for flow through pipes andwiremeshes. This waveform is
subtracted from the pressure waveform in the cold end expansion chamber.
Themodel is also able to account for the finite speed of sound in the gas. The
pressure waveform at the cold end is phase shifted to account for this. After
the pressure waveform has beenmodified, the pressure-volumework done by
the gas at the cold end is calculated to find the gross cooling power.
To calculate the net cooling power, the following losses are calculated and
subtracted from the gross cooling power:
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• Conduction losses—Themodel calculates the thermal conduction
along the cold finger tube, displacer tube and the regenerator by using
thermal conductivity integrals.

• Shuttle heat transfer—This is caused by the relativemotion of the
displacer tube and the cold finger tube and is described further in
Section 3.7. Themodel uses the analytical equation derived by
Zimmerman [42].

• Regenerator loss—This accounts for any incomplete cooling of the gas
as it travels towards the cold end. The second-order RALmodel can
estimate themagnitude of these losses from the flow rate of the gas and
empirical heat transfer correlations.

Themodel can simulate the temperature difference between the gas in the
cold heat exchanger and the cold tip. Themodel uses thermal resistances that
have been calibrated over a range of displacer strokes and operating
frequencies using performancemeasurements of RAL coolers. This thermal
resistance is then used to calculate an increased cold tip temperature.
The RAL Second-OrderModel is muchmore accurate than the isothermal
first-order models. The loss mechanisms have a large impact on the cooling
power, particularly at lower temperatures. In addition, the adiabatic
compression and expansion reduces the coefficient of performance of the
cycle and is a much better approximation for typical Stirling coolers because
of their high operating frequency. However, it is unable to simulate gas
leakage past the clearance seals and, like all second-ordermodels, it makes the
assumption that the loss mechanisms do not interact with the thermodynamic
cycle or each other.
Themodel has been found to be sufficiently accurate when simulating single-
stage coolers that operate within the correlation ranges, and it can be useful
for performing initial optimisations because it is able to run very quickly.
However, the cold end heat transfer correlation is only valid over a limited
range of operating frequencies and cooler sizes, and themodel has difficulties
accurately simulating two-stage coolers.
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2.4.3 Third-OrderModels
Third-order models are themost complex type inMartini’s classification and
are essentially one-dimensional computational fluid dynamics (CFD)models.
They simulate the interactions of the loss mechanismswith the
thermodynamic cycle. Themachine is divided into a one-dimensional array of
cells and the flow of gas between these cells is calculated. Correlations are
used to simulate heat transfer and flow friction.
There are several third-order models that have beenwritten about in the
literature. Some of themodels that have been described in detail are
summarised here.

Model by Tew (1983)
Tew’s model was developed at the NASA Lewis Research Center to simulate
Stirling engines for use in automobiles [43]. It splits the system into control
volumes and uses differential equations based on the conservation of mass
and energy equations. Themomentum equation is simplified to ignore the
effects of gas inertia. This allows the pressure drop calculations to be
decoupled from the thermodynamic calculations. Because the pressure wave
dynamics are not simulated, much larger time steps can be used.

Model by Urieli (1977)
Urieli’s model [9] was one of the first to fully model the inertial effects of the
gas in a Stirlingmachine [44]. It models a simplified form of a Stirling engine
that uses parallel pipes for its heat exchangers and regenerator; however, the
model was designed so that it could be easily modified to include a wiremesh
regenerator. Themodel solves the system of differential equations explicitly
using a 4th order Runge-Kutta solver. Because of this, many time steps are
required to track the propagation of acoustic waves through the system.

Model by Andersen (2006)
Andersen’s model [4] alsomodels the inertial effects of the gas, but it uses a
semi-implicit Runge-Kutta scheme to remain stable with larger time steps. It is
unusual because it can simulate the shuttle losses due to the relativemotion
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of the displacer tube and the cold finger tube at the same time as the rest of
the thermodynamic cycle. The temperatures of the cells in the displacer and
cold finger tubes are interpolated to calculate the heat transfer per unit length
along the cold finger; this is integrated to find the rate of heat transfer for each
cell.

DeltaEC
TheDesign Environment for Low-Amplitude Thermoacoustic Energy
Conversion (DeltaEC) is a model that has been developed at Los Alamos
National Laboratory [45]. It can simulate a wide variety of different systems,
including thermoacoustic machines and Stirling coolers.
DeltaECworks by using an acoustic approximation for the gas pressure and
flow rates, and it assumes that the pressure and volumetric flow oscillations
are sinusoidal. The system is split into segments and themodel numerically
integrates the differential equations to find the amplitudes and phases of the
pressure oscillations at each segment. These approximations enable the
model to run very quickly but cause it to have a reduced accuracy at high
pressure amplitudes.

Sage
Sage is a commercially available third-order model that is developed by
Gedeon [5]. As well as modelling Stirlingmachines, it can be configured to
model different types of periodic systems. Rather than starting with some
initial conditions and letting the system converge to a steady state, themodel
sets periodic boundary conditions so that the start of a cycle is the same as its
end. Thewhole cycle is then solved simultaneously. This allows Sage to solve
simplemodels very quickly, although simulations with fine time or space
discretisations can takemuch longer to solve.
The empirical correlations used by Sage are advanced for a third-order model.
It can simulate the effects of oscillating flow in pipes by tracking the build-up
of turbulence. It also uses equations for compression and expansion chambers
that model the effects of inlet induced turbulence.
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Because of its combination of speed, accuracy and versatility, Sage has
become a very popular modelling tool for Stirling coolers [46], Stirling engines
[47] and pulse tube coolers [48].

2.4.4 2D and 3DCFDModels
SinceMartini developed his classification system, 2D and 3DCFD Stirling
machinemodels have also been developed. Some of themodels that have
been described in the literature are summarised here.

Model byMahkamov (2005)
One of the first three-dimensional Stirling machinemodels was developed by
Mahkamov at DurhamUniversity [49]. This model simulates a Stirling engine
powered by biomass andwas created using the commercial software Fluent.
Themodel is able to simulate the complicated geometry of the engine and
predicts that there are differences in the flow velocity between the individual
pipes of the hot heat exchanger.
To simplify the geometry of the regenerator, themodel simulates it as a
homogeneous object. Themomentum and energy equations of the gas are
modified to simulate heat transfer and flow resistance. This requires empirical
correlations like the ones used in third-order models.
The simulated engine operates at a frequency of 3.3Hz and themodel runs
until the temperatures reach a steady state. No artificial convergencemethod
is mentioned (see Section 3.13). Presumably, themodel is able to converge
naturally in a small number of cycles because the simulated engine operates at
a low frequency, allowingmore time for heat transfer per cycle.
Themodel gives good results when compared to experimental data. The
pressure-volumework was found to bewithin 12–18% of themeasured value.

Model by Dyson et al. (2008)
A three-dimensional Stirling engine CFDmodel was developed at the NASA
Glenn Research Center to aid the design of Stirling converters for use on
spacecraft [8]. It is a highly detailedmodel: it simulates themotion of the
displacer using amovingmesh and includes a full simulation of the appendix
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gap and displacer gas seals. This detail requires a large amount of computing
power; the full simulation took a fewweeks to run on a cluster of 32
computers.
Themodel was developed using the commercial software Fluent. The
simulation performance is highly dependent on the quality of the simulation
grid, and it requires a significant amount of manual adjustment. The CFD
model is integrated with themagnetic model of the linear motors to
investigate the combined effect of the gas andmagnetic force on the
alternator pistons.
A simplifiedmodel of the regenerator is used; the fibres of the regenerator are
not modelled, and the gas equations aremodified to introduce a pressure
drop. Themodel alsomakes the assumption that the regenerator and fluid are
in thermal equilibriumwhich should result in the performance being
overpredicted. However, themodel predicts themotor performance to within
the variability of manufacturedmachines. Dyson notes that this may be
caused by the dissipative losses of the first-order accurate numerical solver
cancelling out the reduction in regenerator losses.

Model by Della Torre et al. (2014)
This model was developed for the simulation of a beta-type Stirling engine
[50]. The software packageOpenFOAMwas used to create a two-dimensional
axisymmetric model of the engine. Themodel uses the regenerator heat
transfer and flow resistance correlations developed by Gedeon andWood
[51]. Themodel converges naturally in 300-600 cycles when operating at
3.9Hz and gives good agreement with experimental data.

2.4.5 Sub-SystemModels
Somemodels do not simulate an entire Stirlingmachine but focus on one
specific component.

REGEN
The REGEN computer program is developed by the National Institute of
Standards and Technology and focuses onmodelling cryocooler regenerators

53



CHAPTER 2. BACKGROUND

in isolation [52]. The program requires the user to input themass flows,
pressures and the inlet temperatures at either end of the regenerator. It is
then able to calculate the pressure drop down the regenerator and the
magnitude of the regenerator loss.
The program simulates the gas flow using one-dimensional CFD equations and
canmodel the inertial effects of the gas. The REGEN program can be used as
part of a second-order model with the pressures andmass flows calculated
from the thermodynamic cycle being used as inputs.

2.4.6 Comparison ofModelling Approaches
A summary of the different types of Stirling systemmodels is presented in
Table 2.1.
First-order models do not account for any loss mechanisms. These losses are
typically a large fraction of the gross cooling power, so first-order models are
not accurate enough to be useful for designing Stirling cryocoolers.
Second-ordermodels can be accurate if they are calibrated using experimental
data. The second-order model used at RAL has been adjusted so that it makes
good predictions for medium-sized Stirling coolers. However, experience has
shown that these calibrations can become invalid if themodel is used outside

Table 2.1: A table comparing different types of Stirling systemmodels.
Order Thermodynamics Losses Usage Example
1st Idealised thermodynamic

cycle that can be solved
analytically

Does not account
for loss
mechanisms

Initial
sizing

[14,
p. 139]

2nd More realistic
thermodynamics that
must be solved
numerically

Losses are
calculated after the
simulation has
converged

Fast
simulation

[7]

3rd Accounts for pressure
drop and imperfect heat
transfer

Losses can interact
with the
thermodynamic
cycle

Detailed
simulation

[5]

CFD Calculates pressure drop
and heat transfer by
simulating gasmotion in
multiple dimensions

Losses can interact
with the
thermodynamic
cycle

Complex
geometries

[49]
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its calibrated regime. Some loss mechanisms, such as clearance seal leakage
are difficult to simulate using second-order models, and second-order models
do not account for any interactions between the different loss mechanisms.
Third-order models strike a good balance between accuracy and
computational complexity. Friction and heat transfer correlations that are
valid over a large parameter space can be used tomake themodel accurate for
a wide range of different coolers. Third-order models can be slow to converge
and typically require an artificial convergencemethod so that they can run
quickly.
3DCFDmodels have the potential to produce themost accurate results. They
can bemuchmore accurate than third-order models when simulating Stirling
machines that have flow paths with small length to diameter ratios [53].
Unfortunately, their complexity means that they take a very long time to run.
Their complex simulation grid alsomakes applying an artificial convergence
method challenging. Therefore, they are best suited tomachines that operate
at a low frequency and converge naturally in only a few cycles. Using a 2D
axisymmetric model can speed up the simulation, but this simplification is not
suitable for all Stirling machines. Although CFDmodels can simulatemany
loss mechanisms from first principles, their regenerators are typically
modelled using the same friction and heat transfer correlations that are used
in third-order models. These correlations can have a large impact on the
predicted performance.
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Model Development
This chapter describes the development of the RAL Third-OrderModel, a new
Stirling cryocoolermodel that has been produced as part of this project. In this
chapter, the requirements of themodel are assessed and are used to justify
the selection of themodelling approach. Themodelling approach, the
assumptionsmade by themodel and the structure of themodel are described.
To simulate Stirling coolers, themodel divides the system up into cells; the
method used to do this and the connections between the cells are explained.
The state of themodel at each point in time is defined by the solution variables
and the rate of change of these solution variables is determined by a set of
differential equations. These equations are presented, including the
correlations used to represent flow effects in each type of cell. Some key
features of themodel are highlighted and described in detail. Themethods
used to interpolate the gas properties are described and the choice of
numerical method used to solve the differential equations is explained. Before
running, themodel needs to calculate the initial state. Themodel’s
convergence is then accelerated by using a variety of different techniques.
Themethods used to initialise and converge themodel are described. Finally,
the information outputted by themodel is listed.

3.1 Model Scope
The primary output of themodel is the net cooling power at each stage. This is
found by simulating the fluid dynamics, solid temperatures and heat flows
within the cooler. Themodel inputs consist of the following:
• The geometry of the cryocooler
• Thematerials the cryocooler is made from

56



3.1. MODEL SCOPE

• The type of gas the cooler is filled with and the fill pressure and
temperature at which it was filled

• Themotion of the compressor pistons and displacer (input as the
amplitudes, phases andmean value of a Fourier series)

• The temperatures of the thermal interfaces (the cryogenic stages and
the heat rejection interfaces)

• The required spatial resolution of themodel and the convergence
parameters

A complete list of the inputs is given in Section A.3 in Appendix A. From these
inputs, themodel can calculate the cooling power at each stage and the
requiredmechanical input power. Other outputs are also reported, and these
are discussed in Section 3.15.
In this model, the thermal interfaces have a fixed temperature, and the cooling
power is an output. The alternative would be to apply a fixed heat load at the
stages and let themodel calculate the stage temperatures. Modelling with
fixed temperatures has the advantage that it is easier tomake an accurate
initial guess of the temperature distribution. The temperatures are typically
the slowest values to converge, so a better initial guess can greatly reduce the
time taken to converge. The other advantage of fixed temperatures is that
cryocoolers are often designed tomaximise cooling at a specific temperature;
a fixed temperaturemodel is simpler to use when optimising a design.
Themodel is designed to be able to simulate a wide range of Stirling
cryocooler configurations just by changing the input file. Themodel can be
configured to simulate a single-stage or a two-stage cryocooler. Any number
of compressor pistons can be specified. There is the option of annular heat
exchangers at the cryogenic stages. The user is also able to split the transfer
line and regenerator into sections, with each section having its own geometry.
Although there aremultiple configuration options, themodel is not fully
modular like somemodels in the literature [4][5]. The advantage of not being
modular is that themodel can be controlled using a simple spreadsheet. In
addition, a fully modular model would have difficulty simulating the heat
transfer between the displacer tube and cold finger tubewhen they are
moving relative to each other because the interface between these two
modules would be very complicated (see Section 3.7).
It would be possible to extend themodel to simulate the dynamics of the
compressor pistons and displacer or even to include an electromagnetic
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simulation of the linear motors. However, this extra complexity can cause
issues when trying to design a cooler. It is much simpler to design the cooler
with fixed compressor piston and displacer strokes, which allows the fluid
dynamics to bemodelled in isolation. The initial performancemodelling of the
cooler can then be conductedwithout any knowledge of what motors or
flexure bearings will be required. Once this initial optimisation has been
performed, the results can be used to determine the force requirements of the
motors and the required stiffnesses of the flexure bearings.

3.2 Modelling Approach
From analysing the variousmodelling approaches seen in the literature
(Section 2.4), a third-order model seems to be themost suitable for use in the
development of RAL cryocoolers. RAL cryocoolers typically have flow paths
that have large length to diameter ratios, whichmakes themwell suited to the
one-dimensional flow approximations of third-order models. They operate at
high frequencies, so an artificial convergencemethod is required; this is much
easier to implement in a third-order model than a 2D or 3DCFDmodel
because of the reduced simulation grid complexity. It is possible to develop a
third-order model that is accurate enough to be useful when designing new
coolers and can run fast enough to be useful for design optimisation. The
simple computational grid makes it easy tomodify for different cooler
geometries and the empirical correlations used can be easily adjusted to fit
experimental data.
The equations of the RAL Third-OrderModel form a system of partial
differential equations with one space dimension and one time dimension. To
solve these numerically, the finite differencemethod is used [54, p. 27]. The
spatial dimension is discretised into cells and the partial differential equations
can be solved as ordinary differential equations (ODEs).
The RAL Third-OrderModel formulates the system as an initial value problem
and lets the temperatures of the solids in the cooler gradually converge over
several cycles (see Section 3.13). An alternative is to impose periodic
boundary conditions; this technique is used by some of the third-order models
in the literature, such as Sage. Periodic boundary conditions ensure that when
the equations are solved, the system is in a periodic steady state. This can
reduce the computational time required because only a single cycle has to be
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simulated. Periodic boundary conditions are not used for the RAL Third-Order
Model because the required numerical solver would bemuchmore difficult to
implement. Formulating themodel as an initial value problem also provides
advantages when simulating flow reversals in pipes (see Section 3.6.2).
Themodel has beenwritten in theMATLAB programming language [55].
MATLABwas selected because it can perform fast calculations on arrays
which is useful when evaluating the differential equations. MATLAB contains
features that help to simplify the development of themodel: themodel can
use the parfor structure that is built intoMATLAB to run simulation cases in
parallel and themodel uses the built-in ode15s function to solve the
differential equations (see Section 3.11).

3.2.1 Model Structure
The structure of themodel is summarised in Figure 3.1. Themodel starts by
loading a case from the input file, which is aMicrosoft Excel .xlsx file (see
Section A.3 in Appendix A). If themodel is being validated, each case could
represent different measured operating conditions or, if themodel is being
used to design a new cooler, each case could have a different value of one of
the input parameters. Themodel uses the inputs to calculate the initial states
of the solution variables and calculates aspects of the cooler geometry, such as
splitting the cooler up into cells and evaluating the flow areas.
Themodel then simulates the cooler running for a single cycle. At each time
step, themodel calculates the new positions of the displacer and the
compressor pistons from the Fourier components in the input file. The sizes of
the variable volume cells are updated to account for these new positions. The
model then uses the differential equations to calculate the rates of change of
the solution variables and these rates of change are used by theODE solver to
calculate the solution variables for the next time step. An equation of state is
used to calculate the thermodynamic properties used in the differential
equations from the solution variables.
Once an entire cycle of the cooler has been simulated, the sparsity pattern of
the Jacobinmatrix is calculated. This is used to speed up the numerical
method (see Section 3.11.2). Further cycles of the cooler are simulated, and an
artificial convergencemethod is used tomodify the solution variables to
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Figure 3.1: A flowchart showing themain steps of themodel.
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accelerate the rate of convergence. Once the system has converged, a final
cycle is simulated, and the results of this cycle are reported in the output file.

3.2.2 Model Assumptions
The selectedmodelling approach requires the following assumptions to be
made:
• The gas properties and solid properties in themodel cells are assumed
to be uniformwithin each cell. This can be an issue in the regenerator
where the large temperature gradient can cause thematerial properties
to vary significantly along its length. The effects of this assumption can
bemitigated by using a finer spatial resolution (see Section 5.1.2).

• The flow regions aremodelled using one dimension; the gas in each cell
can only travel in one direction, along the length of the cell. This is not
the case for a real cooler because effects such as turbulence and
changes in flow area cause the flow tomove in other dimensions. In
addition, themodel assumes that the flow velocity profiles and
temperature profiles are uniformwithin each cell and are equal to the
bulk velocity and bulk temperature (themean velocity and temperature
over the flow area). This is also not true in a real cooler because friction
and heat transfer cause non-uniform profiles to develop. Themodel
estimates the effects of multidimensional flow and non-uniform profiles
by using correlations to calculate the pressure drops and rates of heat
transfer from the bulk velocities and bulk temperatures.

3.3 Model Discretisation
Themodel is discretised using an Eulerian grid; this is where the cells are fixed
relative to the geometry of the cooler and do not movewith the gas. This
discretisationmethodwas chosen because different sections of the cooler
have different flow friction and heat transfer correlations, so they interact
with the gas in different ways. The flow paths are split into cells, as shown in
Figure 3.2. The cells are labelled with is and the nodes between the cells are
labelled with js. Flow towards the right is in the positive direction.
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i− 1 i i+ 1

j − 2 j − 1 j j + 1

Figure 3.2: A diagram showing the relationship between the cells and nodes in
themodel.

The flow area of each cell is defined as the volume of gas in the cell divided by
the cell length.

Ai = Vi
xi

(3.1)
The flow areas of the gas cells are fixed, but the lengths of the variable volume
cells and the second stage appendix gap cells vary as the compressor pistons
and the displacer move. These cell lengths are updated at the beginning of
each time step.
The gas cells are assigned types and are linked to other gas cells by flow paths.
Figure 3.3 shows how the cells of a two-stage cooler with annular heat
exchangers are linked. Cell layouts of other cooler configurations are shown in
Appendix A (Section A.1). The primary flow path contains the compression
and expansion chambers, the transfer line, the regenerators and the second
stage heat exchanger. The secondary flow paths branch off the primary path
and are used to simulate the backshells, the first stage displacer outlet and the
appendix gaps. The physical regions that the cells correspond to are shown in
Figure 3.4. Each gas cell type has its own correlation for flow friction and heat
transfer, described in Section 3.6.1.
The solid cells of themodel are assumed to have a uniform temperature. They
can transfer heat with the gas cells andwith the other solid cells via the
thermal conduction paths shown in Figure 3.3. The isothermal cells represent
the interface between themodel and the external environment and heat can
enter or exit the system at these cells. Themodel can simulate the effect of
wall surface temperature fluctuations (see Section 3.9). This is achieved by
using extra solid cells; the solid components in the cold finger aremultiple cells
thick and there are extra solid cells between the gas cells and the isothermal
regions.
The spatial resolution of themodel can be varied by adjusting the number of
cells in the transfer line, displacer inlet, first stage expansion chamber inlet
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Figure 3.3: A diagram showing the connections between cells when simulating a
two-stage cooler with annular heat exchangers. It is possible to adjust the spatial
resolution of each section by adjusting the number of cells.
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Figure 3.4: A diagram showing the physical locations of the cells of a two-stage
cold finger with annular heat exchangers. This section view only shows half of the
cold finger; the dashed vertical line represents the axis of symmetry. The cells of
this diagram correspond to the cells of Figure 3.3. The dashed lines dividing the
regions show the boundaries of the cells. These lines also indicate which cells are
on the same rows of Figure 3.3.
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and regenerator. It is also possible tomodel coolers withmultiple compressor
pistons; the pistons are combined and themodel uses a single compression
chamber, clearance seal and backshell.

3.4 Solution Variables
The solution variables are the dependent variables of the differential
equations, and they define the state of themodel at each point in time.
Different regions of themodel require different solution variables to
represent their state.

3.4.1 Gas Domains
Themodel uses mass, linear momentum and energy as the solution variables
for the flow paths. Turbulence kinetic energy is used as an additional solution
variable for variable volume cells and turbulent mass is used as an additional
solution variable for pipe and heat exchanger cells.
The differential equations are derived from the conservation laws of mass,
linear momentum and energy. Selectingmass, momentum and energy as
solution variables simplifies the formulation of the differential equations.
Some Stirlingmachinemodels reformulate the differential equations to use
different solution variables. For example, Sage uses density, energy per unit
volume andmass flow rate [5, p. 210]. These properties are not affected by the
size of the cells and are broadly constant across area discontinuities. This can
make the differential equations easier to solve, depending on the type of
solver used. However, using these variables can introduce complications when
simulating variable volume cells. For example, if the volume of a cell is
changed, the density must also bemodified otherwisemass will not be
conserved. Mass, momentum and energy were selected to avoid these
complications and using these solution variables did not have an impact on the
performance of the selected solver.

Control Volumes
Each solution variable has an associated control volume. The rates of change
of the solution variables can be calculated by considering the interactions of
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the gas within each control volumewith its surroundings and the quantities of
gas moving in and out of the control volume. Themodel’s cells are used as the
control volumes for all the solution variables apart from themomentums. The
momentums use unique control volumeswhich are offset from the gas cells, as
shown in Figure 3.5. Eachmomentum control volume corresponds to a node
between two cells. Evaluating themomentums at the nodes is known as the
staggered grid technique; this technique is commonly used in CFDmodels [54,
p. 113]. Without a staggered grid, the velocity in each cell would be influenced
by the pressures in the adjacent cells but would be unaffected by the pressure
within its own cell. This can cause an unphysical “zig-zag” pressure
distribution to form [9]. A staggered grid ensures that the pressure
distribution is calculated correctly.
Themomentum control volumes in the primary flow path (see Figure 3.3)
extend between themidpoints of the cells. The flow area of eachmomentum
control volume is chosen to be the same as the flow area at the node between
the two cells (see Figure 3.5). Using the node flow area rather than expanding
themomentum control volumes to fill the cells simplifies the calculation of the
pressure forces in the differential equations (see Section 3.5.1). The
momentum control volumes in secondary flow paths do not overlap with the
main flow path because themodel makes the assumption that there is no
momentum flow between flow paths (see Section 3.5.1).

Gas cell
Momentum control volume

Secondary
flow path

Primary flow path

Figure 3.5: A diagram showing the relationship between the gas cells and the
momentum control volumes.
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Solution Variable Definitions
Themass of gas in each control volume is self-explanatory, but the definitions
of the other solution variables are not as straightforward.
Themomentum is defined as the product of themass of gas in themomentum
control volume and the bulk velocity of the gas in the flow direction.

pj = mjvj (3.2)
Themass of gas in the control volume can be calculated by finding the density
of the gas in the adjacent cells andmultiplying these densities by the volume
of themomentum control volume that is within each cell.

ρi = mi

Vi
(3.3a)

mj = xi
2 Ajρi + xi+1

2 Ajρi+1 (3.3b)

The energy of the gas in each control volume is the sum of its internal energy
and its kinetic energy.

Ei = Ui + 1
2mivi

2 (3.4)

The turbulence kinetic energyK , used for the variable volume cells, is the
kinetic energy of the turbulent motion of the gas particles. It does not include
the kinetic energy due to the bulk motion of the gas. It is the product of the
specific turbulence kinetic energy κ and themass of gas in the cell.

Ki = miκi (3.5)

The turbulent massmT , used for the pipe and annular heat exchanger cells, is
the product of the turbulence intensity T and themass of gas in the cell. The
turbulence intensity goes from 0 for laminar flow to 1 for fully turbulent flow.

mT i = miTi (3.6)
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Equations of State
An equation of state is used to calculate the pressure and temperature of each
gas cell from the values of its solution variables. Themodel can use the ideal
gas equation or simulate a real gas by using a lookup table.
For an ideal gas, the temperature and pressure can be calculated using the
following equations:

Ti =
Ei − 1

2miv
2
i

micV
(3.7)

Pi = ρiRgTi (3.8)

Tomodel a real gas, first the densities and internal energies of each cell are
calculated. These are then used to calculate the pressures and temperatures
by using bilinear interpolation of lookup tables that are generated using
REFPROP 9.1 [56] (see Section B.1 in Appendix B). Using a pre-generated
lookup table is much faster than using REFPROP to calculate the gas
properties as themodel is running. The interpolation does not calculate the
pressures and temperatures directly. Instead, it calculates a factor that would
be constant if the gas was ideal. This helps to reduce the effect of any errors
associated with the interpolation. For temperature, the factor fT is
approximately 1/cV .

T = fT (u, ρ) u (3.9)
For pressure, the factor fP is approximatelyRg/cV .

P = fP (u, ρ) ρu (3.10)

Calculating the Gas Properties
The steps used to calculate the properties of the gas cells must be carried out
in a specific order, as shown in Figure 3.6. This is because certain gas
properties can only be calculated once other ones are known.
Firstly, the gas velocities at each node are calculated from themomentums at
the nodes. Themasses at the cells are also required for this calculation
because they are used to find themass at each node. Once the node velocities
have been found, they can be interpolated to calculate the gas velocities at
each cell. The interpolationmethods used by themodel are discussed in
Section 3.10. The remaining gas properties at each cell can then be calculated
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Figure 3.6: Aflowchart showing the steps taken to calculate the gas properties at
the cells and nodes from the solution variables.

by using the cell velocities and the solution variables. Finally, these properties
can be interpolated to calculate the remaining node properties. This
interpolation requires information about the gas velocities at the nodes (see
Section 3.10).

3.4.2 Solid Cells
Themodel uses temperature as the solution variable for the solid cells. It
would have been possible to use internal energy or specific internal energy as
the solution variable instead. However, if internal energy was used as the
solution variable, the temperature would need to be calculated from this
energy and a function that links the twowould have to be derived. It is much
easier to find data in the literature that relates the rate of change of internal
energy to the rate of change of temperature as this is simply the heat capacity.
Using temperature as a solution variable means that its rate of change can be
evaluated in the differential equations by using the heat capacity.
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3.5 Differential Equations
The differential equations of themodel relate the rates of change of the
solution variables to the current state of the system.

3.5.1 Gas Domains
Themodel calculates the rate of change of the flow path solution variables by
using the following equations. These equations relate to the gas flow in the
primary flow path, shown in Figure 3.3. The secondary flow paths use very
similar equations; they can transfer mass and energy with the primary flow
path and the pressure of the gas in the primary flow path impacts the flow rate
in the secondary flow paths. The exception is that there is nomomentum flow
between the flow paths; this is equivalent to assuming that the secondary flow
path is orthogonal to the primary path.
Some of the cell boundaries in themodel movewith the displacer and
compressor pistons. The effect of this cell motion is often not simulated by
Stirlingmachinemodels. For example, Sagemakes the simplification that the
displacer is fixed, and it varies the volume of the cells at either end [5]. This has
little impact for most cases but could potentially be an issue if the inertia of
the gas becomes significant which could occur at very high frequencies. To
avoid this, themotion of the cell boundaries is simulated in the RAL
Third-OrderModel.
The cell boundaries of the displacer inlet, regenerator, first stage appendix gap
and the heat exchangers movewith the displacer. The cell boundaries in the
compressor piston clearance seals movewith the compressor piston. For the
second stage appendix gap, there is the complication that the location of the
start of the seal is fixed, whereas the end of the seal moves with the end of the
displacer (shown in Figure 3.4). To account for this, the boundary of each
second stage appendix gap cell has a unique velocity, linearly interpolated
from zero, at the start of the appendix gap, to the displacer velocity, at the end.
The relative gas velocity at the cells and nodes (indicated by †) is found by
subtracting the velocity of the boundaries.

v†i = vi −
vbound j−1 + vbound j

2 (3.11a)
v†j = vj − vbound j (3.11b)
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Themodel uses this relative velocity when calculating the forces acting on the
gas and the amount of gas flowing between the cells. However, the absolute
velocity is usedwhen calculating the kinetic energy of the gas.

Mass
The equation for the rate of change of mass for each gas cell is derived from
the law of conservation of mass. The rate of change is the difference between
themass flow rates into and out of the cell.

dmi

dt
= ṁ†j−1 − ṁ

†
j (3.12)

Momentum
The equation for the rate of change of momentum for each node is derived
from the law of conservation of linear momentum. The rate of change is given
by the sum of themomentum flow rate, the pressure force, the friction force
and theminor loss force (which accounts for changes in flow area).

ṗj = ṗflowj + Fpresj + Ffricj + Fminor j (3.13)

In themodel, it is possible for adjacent cells to have different flow areas. The
momentum control volume spanning this area changemust account for any
forces in the flow direction that are due to the changing flow area. If the
momentum control volume is defined so that it has a changing flow area
(Figure 3.7a), the force on the gas due to the changing flow area F2must be
accounted for. To calculate the force at the area change, the pressures of the
adjacent cells can be interpolated, and this is themethod used by Andersen [4,
p. 27]. However, interpolating the pressure was found to cause instabilities
when used in the RAL Third-OrderModel, so a different approachwas
implemented to copewith area changes.
Themethod used in this model is depicted in Figure 3.7b. The pressure forces
are calculated as if the flow area was constant and equal to the flow area of
the node between them. This removes the need to calculate F2.
Unfortunately, artificially reducing the flow area introduces a further
complication. For steady flow in a region of constant flow area, the
momentum flow rate into the region should be equal to themomentum flow
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Figure 3.7: A diagram showing different options for calculating pressure forces
when there is a change in flow area.

rate out of the region. For steady flow in Figure 3.7b, the gas velocity at the
left side of the region would be lower than the gas velocity at the right side,
which would result in themomentum flows being unbalanced. This can be
corrected bymodifying the gas velocities to suit the artificially reduced flow
areaAj . Themodified velocities are indicated by ∗.

v∗i = Ai
Aj
vi (3.14a)

v∗i+1 = Ai+1
Aj

vi+1 (3.14b)

The net momentum flow rate is given by themomentum flow rate at the
centre of the left cell minus themomentum flow rate at the centre of the right
cell. Themodified velocities are used for this calculation.

ṗflowj = ṁ†i v
∗
i − ṁ

†
i+1 v

∗
i+1 (3.15)

The pressure force is calculated usingmodified pressures. If themodified
velocity is greater than the real velocity, themodified pressure will be lower
due to Bernoulli’s principle.

P ∗i =
(
Pi + 1

2ρiv
2
i

)
− 1

2ρiv
∗
i

2 (3.16)

The pressure force is then found by subtracting themodified pressure in the
centre of the left cell from themodified pressure in the centre of the right cell.
The pressure acts on the flow area at the node to produce the force.

Fpresj = Aj
(
P ∗i − P ∗i+1

) (3.17)
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The friction force is calculated by summing the pressure drops due to friction
∆P in the two adjacent half cells and thenmultiplying by the flow area at the
node. The correlations used to calculate the pressure drops are described in
Section 3.6.

Ffricj = −Aj
(∆Pi

2 + ∆Pi+1
2

)
(3.18)

When a fluid flows through a region with a sudden change in flow area, the
fluid loses kinetic energy. To recover the kinetic energy, energy is taken from
the pressure energy of the gas, resulting in a pressure drop. The amount of
kinetic energy lost depends on the type of feature and is represented by the
minor loss coefficientKL. Theminor loss is modelled as a force acting on the
gas, given by Equation 3.19.

Fminor j = −Aj KLj

ρj v
†
j |v
†
j |

2 (3.19)
• Increase of FlowArea—When the flow area increases, such as when
the gas enters a variable volume space from a pipe, themodel assumes
that all kinetic energy is lost. Therefore,KL = 1 [57, p. 2-11].

• Decrease of FlowArea—When the flow area decreases, such as when
the gas enters a pipe, themodel assumes that the velocity of approach is
negligible and the pipe is sharp edged. Half of the kinetic energy is lost
andKL = 0.5 [57, p. 2-11].

• Orifice—For flow through an orifice, where the flow area at the node is
smaller than in the cells either side, themodel assumes that a vena
contracta is formed, and all kinetic energy is lost. Therefore,
KL = 1/0.612 ≈ 2.69 [58].

• Regenerator—Minor losses are not simulated when the gas enters or
exits the regenerator because theminor loss pressure drop is accounted
for by the flow friction correlation in the regenerator [59, p. 110].

Energy
The equation for the rate of change of energy for each gas cell is derived from
the first law of thermodynamics. The rate of change of energy is given by the
sum of the energy flow rate, the flowwork rate, the gas conduction, the rate of
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heat transfer with the adjacent solid cells and themechanical work rate.
dEi
dt

= Ėflow i + Ẇflow i + Q̇cond i + Q̇transi + Ẇmech i (3.20)

The energy flow rate accounts for the advection of energy into the cell. It is
the sum of the flow rate of internal energy and kinetic energy into the cell
minus the flow rate of internal energy and kinetic energy out of the cell.

Ėflow i = ṁ†j−1

(
uj−1 +

v2
j−1
2

)
− ṁ†j

(
uj +

v2
j

2

)
(3.21)

The flowwork rate is the power required to push gas across the boundaries
between the cells. The cell gains energy when gas is pushed into it and loses
energy when it pushes gas out. The flowwork rate is given by

Ẇflow i = Pj−1 V̇
†
j−1 − Pj V̇

†
j (3.22)

where V̇j is the volumetric flow rate at the node.
V̇j = vjAj (3.23)

The gas conduction rate is found by dividing the temperature difference
between the current cell and its adjacent cell by the thermal resistance
between the cell centres. This is done for both adjacent cells. The thermal
resistance calculation uses the enhanced conductivity ke to account for the
effects of thermal dispersion (described in Section 3.6.1).

Q̇cond i = Ti−1 − Ti
Ri−1 +Ri

− Ti − Ti+1
Ri +Ri+1

(3.24a)
Ri = xi

2 kei Ai
(3.24b)

The formula used to calculate the rate of energy transfer with the solid cells
Q̇transi depends on the cell type. The formulas used are listed in Section 3.6.
Themechanical work rate is the product of the force applied to the gas cell by
amoving component and the velocity of the component. Themoving
component could be the compressor piston, the displacer or a cell boundary.
Energy is gained by the gas if the force and velocity are in the same direction
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and is lost if they are in opposition.
Ẇmech i = Fmech i vmech i (3.25)

The force applied to a gas cell by amoving component is the sum of aminor
loss force, a flow friction force and a pressure force.

Fmech i = FminorMech i + FfricMech i + FpresMech i (3.26)

Theminor loss forces are calculated using Equation 3.19. In the appendix gaps
and the piston and shaft clearance seals, some of theminor loss force is
applied by themoving component, but some is applied by the stationary wall
so does not need to be included in the energy calculation. To account for this,
the force is scaled by the ratio between the surface area per unit length of the
moving component smechj and the total surface area per unit length of the
node sj . The force is assumed to be applied by the downwind cell so that the
energy is deposited downwind of the node.

FminorMech i = FminorLeft i + FminorRight i (3.27a)

FminorLeft i =

Fminor j−1
smechj

sj
if V̇j−1 > 0

0 otherwise
(3.27b)

FminorRight i =

Fminor j
smechj

sj
if V̇j < 0

0 otherwise
(3.27c)

The friction forces applied to the gas by themoving components are a
superposition of two forces: a Poiseuille flow force and a Couette flow force.
The Poiseuille flow force is caused by themotion of the gas relative to the
mean velocity of the walls and is calculated from the frictional pressure drops
used in Equation 3.18. This force is scaled in a similar way to theminor loss
forces to account for cells where some of the wall is stationary. The Couette
flow force is caused by the relativemotion between themoving component
(with surface area Smech i) and the stationary wall. It is derived fromNewton’s
law of viscosity. It is only present in the cells where there are fixed andmoving
walls, such as the clearance seals. The superposition of the two forces is only
valid for laminar flow; the flow in the clearance seals is typically laminar, so

75



CHAPTER 3. MODEL DEVELOPMENT

this is a reasonable assumption.
FfricMech i = FPoiseuillei + FCouettei (3.28a)

FPoiseuillei = −∆PiAi
smech i
si

(3.28b)
FCouettei = µSmech ivmech

ai
(3.28c)

where a is the radial gap size.
The pressure force applied by themoving components is the product of the
pressure at the cell boundary and the gas flow area. The force on the left of
the cell is positive and the force on the right is negative. This force is only
calculated for cell boundaries that aremoving with the compressor piston or
displacer.

FpresMech i = (Pj−1 − Pj)Ai (3.29)
The pressure force is calculated for the entire gas flow area and not just the
solid area of the compressor piston or displacer. This ensures that Equation
3.25 correctly accounts for the work done by themoving cell boundary. If two
cells share a boundary and have the same flow area, equal and opposite forces
will be applied to the two cells and there will be no net change in energy due to
themotion of the boundary.

Turbulence Kinetic Energy
The level of turbulence kinetic energy in the variable volume spaces is used for
calculating the rate of heat transfer (see Section 3.6.4). The rate of change of
turbulence kinetic energy is based on themethod used by Sage [5, p. 233] and
is given by the sum of the flow rate and the rate of decay.

dKi

dt
= K̇flow i + K̇decay i (3.30)

The turbulence kinetic energy flow rate is the net flow rate of turbulence
kinetic energy into the cell.

K̇flow i = ṁ†j−1 κj−1 − ṁ†j κj (3.31)
Themethod used to calculate κ at each node is discussed in Section 3.10.3.
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The rate of decay is a function of κ. The empirical correlation that is used is
given in Section 3.6.4.

TurbulentMass
The level of turbulence in pipe and heat exchanger cells can affect the flow
friction and the rate of heat transfer with the walls. The turbulence in pipe and
heat exchanger cells is calculated in a different way to the turbulence in
variable volume cells. The RAL Third-OrderModel uses the same turbulence
model as Sage [5, p. 225]. The rate of change of turbulent mass for each pipe
and heat exchanger cell is given by the sum of the flow rate, the rate of
generation and the rate of decay.

dmTi

dt
= ṁTflowi

+ ṁTgenerationi
+ ṁTdecayi

(3.32)

The turbulent mass flow rate is the net flow rate of turbulent mass into the
cell.

ṁTflowi
= ṁ†j−1 Tj−1 − ṁ†j Tj (3.33)

Themethod used to calculate T at each node is discussed in Section 3.10.3.
A generation term is present in the equation to account for the fact that
turbulence in a pipe can occur spontaneously if the flow is fast enough. The
equations used for determining the rate of turbulence generation and decay
are given in Section 3.6.2.

3.5.2 Solid Cells
For the solid cells, the rate of change of temperature is evaluated at each time
step. These rates of change are then used to calculate the temperatures at the
next time step.
The equation for the rate of change of temperature of the solid cells is derived
from the law of conservation of energy. The rate of change of temperature can
be calculated from the rate of internal energy change. The specific heat
capacity cs is calculated using the temperature of the cell at the previous time
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step (see Section B.2.2 in Appendix B).
dTsi
dt

= 1
msicsi

dUsi
dt

(3.34)

The rate of change of energy is given by the sum of the axial and radial
conduction rates with neighbouring solid cells, the rate of heat transfer with
the gas and the radiation load from the environment.

dUsi
dt

= Q̇saxial i + Q̇sradial i + Q̇stransi + Q̇srad i (3.35)

The axial conduction rate is found by dividing the temperature difference
between the current cell and its adjacent cell by the thermal resistance
between the cell centres. This is done for both adjacent cells to find the net
conduction rate.

Q̇saxial i = Tsi−1 − Tsi
Ri−1 +Ri

− Tsi − Tsi+1
Ri +Ri+1

(3.36a)
Ri = xi

2 ksi Asi
(3.36b)

where ks is the thermal conductivity of the solid andAs is the cross-sectional
area of the solid. For regenerator cells, the tortuosity τ and porosity φ are
accounted for (see Section 3.6.1).

Ri = xi
2ksiAsiτi (1− φi)

(3.36c)

This axial thermal conduction is only calculated between the interior cells of
the solid components and not the wall cells (see Section 3.9). The entire
cross-sectional area is usedwhen calculating the thermal resistance.
A similar formula is used to calculate the radial conduction between each cell
(cell i) and the cells that are radially adjacent (either inside or outside of cell i).
Tsinner and Tsouter are the inner and outer cell temperatures andRinner and
Router are the thermal resistances between those cells and cell i. The
calculation of the thermal resistances is described in Section 3.9.

Q̇sradial i = Tsouter − Tsi
Router

− Tsi − Tsinner
Rinner

(3.37)
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The rate of energy transfer to the solid from the gas is the same as the rate of
energy transfer to the gas from the solid but with the opposite sign. The
correlations used are listed in Section 3.6.1.

Q̇stransi = −Q̇transi (3.38)

The radiation load acts on the outermost cold finger cells. The formula used
depends onwhether the cold finger is wrapped inmulti-layer insulation. The
equations for the radiation loads are given in Section 3.8.

3.6 Cell Correlations
The one-dimensional approach of simulating the gas flowmeans that
correlations specific to each cell type are required to calculate the pressure
drops, the rates of heat transfer and the increased thermal conduction due to
themixing of the gas. Each type of gas cell uses different correlations for
simulating these effects. The regenerator solid cells use correlations to
simulate the reduction in axial thermal conduction due to their complex
geometry.

3.6.1 Cell Correlation Equations
Themodel uses cell correlations to calculate dimensionless factors. These
factors are then used to calculate physical quantities used by the differential
equations. Friction factors are used for calculating the pressure drops, Nusselt
numbers are used for calculating heat transfer and conduction enhancement
factors are used to simulate the increased thermal conduction in the gas. The
tortuosity is used to calculate the reduction in thermal conductivity in the
regenerator cells.
The correlations used to determine these factors often use dimensionless
numbers that represent a ratio between two flow properties.
• The Reynolds number is the ratio of inertial forces to viscous forces
within a fluid [60, p. 271]. It is used to determine the onset of turbulent
flow in the fluid.

Re = ρ v dh
µ

(3.39)
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where dh is the hydraulic diameter which is equivalent to the pipe
diameter if the pipe has a circular cross-section and can be calculated
using the volume V and surface area S for other duct geometries [60,
p. 369].

dh = 4V
S

(3.40)

• The Prandtl number is the ratio of momentum diffusivity to thermal
diffusivity [60, p. 611]. It is used in heat transfer correlations.

Pr = cP µ

k
(3.41)

• The Valensi number is related to the ratio of hydraulic diameter to
viscous penetration depth [5, p. 206] and can be thought of as a
dimensionless frequency. It is used in oscillating flow correlations.

Va = ρ ω d2
h

4µ (3.42)

• The turbulent Reynolds number is similar to the conventional Reynolds
number, but the bulk flow velocity is replaced by the square root of the
specific turbulence kinetic energy κ (from Equation 3.5). This
dimensionless number is used for correlations in variable volume cells.

ReT = ρ dh κ
0.5

µ
(3.43)

Some the correlations that have been developed for oscillating flow simulate
frictional forces or heat transfer that is out of phase with the oscillation of
bulk velocity or bulk temperature. Themodel does this by using complex
numbers. The velocities and temperatures are split into a real component and
an imaginary component. This can be thought of as similar to how a complex
sinusoid has a real and imaginary component.

eiωt = cos (ωt) + i sin (ωt) (3.44)
The real component is the current value of the gas property, and the imaginary
component is a quarter cycle behind. If this complex representation of the gas
property is thenmultiplied by a complex factor to calculate the force or rate of
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heat transfer, the calculated value will be phase shifted relative to the gas
property.
To convert the temperatures and velocities into this complex form, they are
first split into their steady and oscillating components, ȳ and y(t), where only
the oscillating component is complex. The steady component is calculated by
finding themean value of the variable over the previous cycles ȳlast . The real
part of the oscillating component is calculated by subtracting ȳlast from the
current value. The imaginary part of the oscillating component is found by
phase shifting the previous cycle’s variable by a quarter of a cycle and
subtracting ȳlast .

ȳ = ȳlast (3.45)

< [y(t)] = y(t)− ȳlast (3.46a)
= [y(t)] = ylast(t− 1

4f )− ȳlast (3.46b)
The evaluation of ylast is performed by using a weightedmean of the previous
three cycles to improve the convergence stability.

ylast = 3yk−1 + 2yk−2 + yk−3
6 (3.47)

where k represents the current cycle.

Friction
The frictional force opposing themotion of a fluid is a combination of viscous
shear (skin friction) and pressure force (form drag) [59, p. 8]. Because the
model simulates the flow as one-dimensional, there is no simulation of viscous
shear or changes in flow direction, and an additional equationmust be used to
model the frictional effects.
The pressure drop due to friction is modelled using the Darcy-Weisbach
equation [60, p. 127]. This relates the pressure drop to the Darcy friction
factor fD .

∆P
x

= fD ρ v
†2

2 dh
(3.48)
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where v† is the relative velocity between the gas and the solid components. In
the clearance seals, the walls canmove relative to each other. In this case, the
relative gas velocity is calculated by subtracting themeanwall velocity from
the gas velocity. The pressure drop is used in the differential equations to
evaluate the rate of change of momentum (Equation 3.18).
The friction factor correlations used for some cells can tend to infinity when
the gas is stationary relative to its surroundings. This causes themodel
calculations to fail. To overcome this, themodel calculates fDRe instead of fD
and uses this to evaluate the pressure drop. This is themethod proposed by
Urieli [9].

∆P = (fDRe) v† µ x
2 d2

h

(3.49)

In the regenerator and clearance seal cells, the flow velocity profile is assumed
to be fully developed throughout the cycle because the hydraulic diameters
are typically very small. This means that the pressure drop is only dependent
on the bulk flow velocity and the friction factor is a real number. However, in
the pipe and annular heat exchanger cells, this assumption is no longer valid,
and themodel accounts for pressure drops that are out of phase with the
velocity due to the oscillating flow. These cells use the complex velocity v† and
a complex friction factor fDRe to achieve the required pressure drop phase
shift. This is added to the steady component of the pressure dropwhich is
calculated using the cycle-averaged velocity v̄† and a steady-state friction
factor (fDRe)0.

∆P = (fDRe)0 v̄
† µ x

2 d2
h

+
<
[
(fDRe) v†

]
µ x

2 d2
h

(3.50)

Heat Transfer
Most of the cell types calculate the rate of heat transfer using the Nusselt
numberNu, which is the ratio of convective to conductive heat transfer [61,
p. 402]. The rate of heat transfer is proportional to the Nusselt number [60,
p. 274], and the Nusselt number is greatly increasedwhen the flow becomes
turbulent. Each cell type has its own correlation for the Nusselt number; the
exception is for laminar flow in the appendix gaps, which uses a unique
equation to copewith situations where the walls differ in temperature.
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For the regenerator and clearance seal cells, themodel assumes that heat
transfer is proportional to the difference between the solid temperature and
the bulk gas temperature because the hydraulic diameters are typically very
small. The rate of heat transfer is calculated using Equation 3.51.

Q̇trans = Nu k S
dh

(Ts − T ) (3.51)

where k is the thermal conductivity of the gas, S is the surface area of the solid
in contact with the gas, T is the bulk gas temperature and Ts is the wall
temperature. In the regenerator cells, the heat transfer with the inner wall of
the displacer tube is modelled using the sameNusselt number as the heat
transfer with the regenerator.
For the variable volume, pipe and annular heat exchanger cells, the heat
transfer can be out of phase with the temperature difference due to the
oscillating flow. For these cells, complex Nusselt numbers and complex
formulations of the temperatures are used. The heat transfer in variable
volume cells is given by the following equation:

Q̇trans = S k

dh

(
Nu0

(
Ts − T̄

)
−< [Nu T ]

) (3.52)

For the pipe and annular heat exchanger cells, the complex temperatures are
split into compression and advection components. This is because heat
transfer for laminar oscillating flow occurs at a different rate depending on
whether the temperature change is due to advection or compression [5,
p. 213].

Q̇trans = S k

dh

(
Nu0

(
Ts − T̄

)
−< [Nuc Tc]−< [Nua Ta]

) (3.53)

Themodel only calculates the total oscillating temperature T so the relative
contribution of the compression and advection components must be
estimated. Themodel assumes that the compression component Tc consists
of any temperature oscillation that is in phase with the pressure oscillation
because the compression component is caused by the pressure variation. It is
calculated by scaling the oscillating pressure of the previous cycle by a real
factor λ until it matches the oscillating temperature of the previous cycle as
closely as possible, using a least-squares fit. This scale factor is then used to
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calculate Tc at each time step of the current cycle from the oscillating
pressureP . The remaining oscillating temperature is assumed to be Ta.

Tc = λP (3.54a)
Ta = T − Tc (3.54b)

Conduction Enhancement
As the gas flows, any turbulence can causemixing of the gas. This mixing
results in thermal dispersion which enhances the effective thermal
conductivity of the gas. This effect is modelled bymultiplying the thermal
conductivity of the gas by a conduction enhancement factorNk , which the
model calculates with different correlations for each cell type. The enhanced
thermal conductivity ke is used in the differential equations to calculate the
rate of change of energy (Equation 3.24).

ke = Nk k (3.55)

Tortuosity
The solid cells in the regenerator have correlations that are used for modelling
thermal conduction. The thermal conduction through a regenerator is
dependent on the shape of thematrix. For wiremeshes, the thermal energy
must take a longer path to reach the cold end than it would if the wires ran
straight from thewarm to the cold end. This can be represented by the
tortuosity τ which is defined as the effective thermal conduction
cross-sectional area divided by themean cross-sectional area of the solid.

τ = Aeffective
As

(3.56)

It is used in Equation 3.36 of the differential equations.

3.6.2 Pipes
The same friction factors and heat transfer correlations are used for the
transfer line, the displacer inlet and the displacer outlet (at the first stage of
two-stage coolers). The pressure drop and heat transfer in pipes depends on
the frequency of oscillation [62]. When the flow is laminar and oscillating, the
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friction factor andNusselt number are different thanwould be expected for
steady flowwith the same bulk velocity. This is because the velocity of the
fluid near the wall can be out of phase with the bulk velocity. However, when
the flow is turbulent and oscillating, the steady-state correlations correctly
predict the friction factor andNusselt number [5, p. 252].

Turbulence
The transition from the laminar to the turbulent regime for oscillating flow
occurs at a higher Reynolds number than for steady-state flow. However, once
the gas becomes turbulent, it stays turbulent until the Reynolds number drops
to the steady-flow laminar range [5, p. 230]. Empirical correlations are used to
determine when turbulence generation should occur and themagnitude of
turbulence generation and decay. These rates of generation and decay are
used in Equation 3.32.
The turbulencemodel is based on themodel developed for the Sage software
[5, p. 225] which assumes that the onset of turbulence is delayed because the
boundary layer takes time to grow. The boundary layer starts growing when
the flow reverses. In the RAL Third-OrderModel, turbulence generation
starts when the following condition is met:

Re > max
[

200
√

Va
0.075 + 0.112ω (t− t0) , 2300

]
(3.57)

In this expression (t− t0) is the time since flow reversal and ω is the angular
frequency. Turbulence generation ends when the Reynolds number drops
below 2300, and turbulence decay occurs whenever generation is turned off.
The RAL Third-OrderModel calculates the times that turbulence generation
and decay occur by analysing the results of the previous cycle. Because the
model gradually converges to a periodic steady state, it is reasonable to
assume that the turbulence generation times will be the same from one cycle
to the next. Firstly, the times of flow reversal are calculated for each cell and
then the turbulence generation and decay switching times are calculated by
using the Reynolds numbers.
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The equation for the rate of turbulence generation in each cell is the same as
the one used in the Sagemodel:

ṁT generation = 0.008 ω mRe (1− T )
Va (3.58)

where T is the turbulence intensity, defined in Section 3.4.1. The factor of
(1− T ) prevents T from exceeding 1.
The equation for the rate of turbulence decay is also the same as the one used
in the Sagemodel:

ṁT decay = −0.25 2300 ω m T
2
3

Va (3.59)

Sage uses a smoothing term to aidmodel stability. The RAL Third-Order
Model does not use a smoothing term as it was found to have little impact on
the speed or stability of themodel.

Friction
Two separate friction factor correlations are used for flow in pipes: a complex
factor for the oscillating flow fDRe and a real factor for the steady-state flow
(fDRe)0. These are used in Equation 3.50 to calculate the pressure drop.
The complex factor uses different correlations for simulating laminar and
turbulent flow. The laminar friction forces can be out of phase with the bulk
velocity for oscillating flow. The exact functions are complex Bessel functions
which would be difficult for themodel to compute [5, p. 252]. Instead, the
model uses the same approximations as the Sagemodel.

< [(fDRe)L] =

64 if Va ≤ 32
√

128Va otherwise
(3.60a)

= [(fDRe)L] =


8Va

3 if Va ≤ 18
√

128Va otherwise
(3.60b)

The turbulent frictional forces are in phase with the bulk velocity and the
Haaland correlation is used for turbulent flow [63]. This equation was
developed for steady-state flow and is not valid for turbulence at low
Reynolds numbers which can occur in themodel if the flow slows down before
the turbulence has decayed. This issue is mitigated by preventing the
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Reynolds number used in this equation from dropping below 2300.

(fDRe)T = Re∗
(
−1.8 log10

((
ε/dh
3.7

)1.11
+ 6.9

Re∗

))−2

(3.60c)
where

Re∗ =

2300 if Re < 2300

Re otherwise
(3.60d)

These are thenweightedwith the turbulence intensity T and summed to give
fDRe, which is used in Equation 3.50.

fDRe = (fDRe)L (1− T ) + (fDRe)TT (3.60e)

The steady-state factor (fDRe)0 is calculated using Equation 3.60withVa set
to 0.

Heat Transfer
Themodel uses separate Nusselt number correlations for the steady,
compression and advection components of the temperature in pipes. These
are then used in Equation 3.53 to calculate the rate of heat transfer.
The steady component of the Nusselt numberNu0 uses the same correlation
as the Sagemodel for laminar flow [5, p. 253] and uses the Gnielinski
correlation [60, p. 360] for turbulent flow. This equation is not valid for
Reynolds numbers below 2300, so the Reynolds number used in the equation
is prevented from dropping below this value by using Equation 3.60d.

Nu0L = 6 (3.61a)
NuT = (fD/8)(Re∗ − 1000)Pr

1 + 12.7(fD/8)1/2
(
Pr2/3 − 1

) (3.61b)
where

fD =
(
−1.8 log10

((
ε/dh
3.7

)1.11
+ 6.9

Re∗

))−2

(3.61c)

The laminar and turbulent Nusselt numbers are weighted using the
turbulence intensity T and summed to giveNu0.

Nu0 = Nu0L (1− T ) + NuTT (3.61d)
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TheNusselt numbers for the compression and advection components of
temperature,Nuc andNua, use complex numbers to simulate the heat
transfer for laminar flowwhich can be out of phase with the temperature
difference. The real and imaginary components are calculated by using the
same correlations as the Sagemodel [5, p. 253]. For the compression
component of temperature, these are

< [NucL] =

6 if
√

2VaPr ≤ 6
√

2VaPr otherwise
(3.62a)

= [NucL] =


1
5VaPr if VaPr ≤ 5

√
2VaPr

√
2VaPr otherwise

(3.62b)

and for the advection component, these are

< [NuaL] =

4.2 if
√

2VaPr ≤ 8.4
1
2
√

2VaPr otherwise
(3.62c)

= [NuaL] =


1
10VaPr if VaPr ≤ 5

√
2VaPr

1
2
√

2VaPr otherwise
(3.62d)

The turbulent correlation is the same as used forNu0 (Equation 3.61b). The
laminar and turbulent components are weighted using the turbulence
intensity T and summed.

Nuc = NucL (1− T ) + NuTT (3.62e)
Nua = NuaL (1− T ) + NuTT (3.62f)

Conduction Enhancement
The conduction enhancement factor for pipes was developed by Gedeon [5,
p. 253]. The conduction is only enhanced if turbulence is present.

Nk = (1− T ) + 0.022 Pr Re0.75T (3.63)

3.6.3 Annular Heat Exchangers
The annular heat exchangers that may be present at the first or second stage
use similar correlations to pipes. However, the friction factor andNusselt
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number correlations are slightly different for laminar flow due to the different
geometry.

Turbulence
The turbulence is calculated in the sameway as for pipes.

Friction
Annular heat exchangers use a complex friction factor for the oscillating flow
fDRe and a real factor for the steady-state flow (fDRe)0. Like pipe cells, they
use Equation 3.50 to calculate the pressure drop.
The laminar friction factors assume that the flow in an annular heat exchanger
behaves the same as the flow between two parallel plates. This is a reasonable
assumption because the gap of an annular heat exchanger is typically much
smaller than its diameter. The laminar correlations are the same as used by
the Sagemodel for flow between parallel plates [5, p. 254].

< [(fDRe)L] =

96 if Va ≤ 72
√

128Va otherwise
(3.64a)

= [(fDRe)L] =


16Va

9 if Va ≤ 40.5
√

128Va otherwise
(3.64b)

The turbulent friction factor (fDRe)T is calculated using the same correlation
used for pipes (Equation 3.60c). These are thenweighted by the turbulence
intensity T and summed.

(fDRe) = (fDRe)L (1− T ) + (fDRe)TT (3.64c)

Heat Transfer
TheNusselt number correlations are also calculated in a similar way to pipes.
Separate correlations are used for the steady, compression and advection
components of the temperature and these Nusselt numbers are used in
Equation 3.53 to calculate the rate of heat transfer.
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The correlations for the laminar Nusselt numbers are the same as used in the
Sagemodel for flow between parallel plates [5, p. 255].

Nu0L = 10 (3.65a)

< [NucL] =

10 if
√

2VaPr ≤ 10
√

2VaPr otherwise
(3.65b)

= [NucL] =


1
5VaPr if VaPr ≤ 5

√
2VaPr

√
2VaPr otherwise

(3.65c)

< [NuaL] =

8.1 if
√

2VaPr ≤ 16.2
1
2
√

2VaPr otherwise
(3.65d)

= [NuaL] =


1
10VaPr if VaPr ≤ 5

√
2VaPr

1
2
√

2VaPr otherwise
(3.65e)

The turbulent Nusselt numberNuT is calculated using the same correlation
used for pipes (Equation 3.61b). The laminar and turbulent components are
weighted using the turbulence intensity T and summed.

Nuc = NucL (1− T ) + NuTT (3.65f)
Nua = NuaL (1− T ) + NuTT (3.65g)

Conduction Enhancement
The conduction enhancement factor used for annular heat exchangers is the
same as for pipes (Equation 3.63).

3.6.4 Variable Volume Cells
The variable volume cells of themodel are the primary and secondary
compression chambers, the expansion chambers and the compressor and
displacer backshells. All these cells use the same correlations.

Turbulence
The variable volume cells have an associated turbulence kinetic energy (see
Section 3.5.1). The turbulence kinetic energy decays over time as the kinetic
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energy is converted to thermal energy. The correlation used tomodel the rate
of decay has been developed by Gedeon [5, p. 234] tomatchmeasurements
taken by Cantelmi [64].

K̇decay = −5.8κ
2
3 ρV

dh
(3.66)

Friction
The frictional effects in the variable volume spaces are assumed to be
negligible. This is because these spaces have a large cross-sectional area, so
the gas is moving slowly and the frictional force is low.

Heat Transfer
The heat transfer in variable volume spaces is modelled using Equation 3.52.
This equation uses a complex Nusselt number with a real and imaginary
component; the imaginary component causes some of the heat transfer to be
out of phase with the variation in bulk fluid temperature. This is most
important when there is no turbulence in the variable volume space to disrupt
the boundary layer of the gas near the wall. This is the assumptionmade by
Lee for his model of heat transfer in a gas spring [65].
To improve heat transfer, it is desirable to have turbulent gas in the variable
volume spaces. Therefore, the coolers developed at RAL try tomaximise
turbulence in these volumes and Lee’s model is not suitable. Somemodels,
such as the one by Cantelmi [64], consider the effects of this inflow-induced
turbulence. Gedeon used Cantelmi’s data to produce an empirical correlation
for the heat transfer [5, p. 257] and this correlation is used in the RAL Third-
OrderModel. The Nusselt numbers that are used in Equation 3.52 are
calculated using the following correlations:

Nu0 = 6 + 0.084ReT (3.67)

< [Nu] =



√
2VaPr if ReT ≤ 7.7

√
2VaPr

0.13ReT

ln
( 0.35ReT√

2VaPr

) otherwise (3.68a)
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= [Nu] =
tanh

(
0.4
η

)
1 + 3η < [Nu] (3.68b)

where
η =

√
ReT

7.8VaPr (3.68c)

Displacer End Conduction
Themodel accounts for the thermal conduction from the solid cells at the ends
of the displacer into the variable volume cells at either end. Equation 3.52 is
not used to calculate the heat transfer because it does not account for the
thermal resistance of the solid cell whichmay be significant in the axial
direction. The equation is modified by summing the thermal resistance along
half of the solid cell length and the effective gas resistance to find the total
steady-state thermal resistance.

Rtot = Rs +Rg = xs
2 ks S

+ dh
Nu0 S k

(3.69a)

Q̇trans =

(
Ts − T̄

)
Rtot

− S k

dh
< [Nu T ] (3.69b)

Conduction Enhancement
The conduction enhancement factor for variable volume cells was developed
by Gedeon to account for the increasedmixing due to turbulence [5, p. 258].

Nk = 1 + 0.014 ReT (3.70)

3.6.5 Regenerator—WireMesh
The regenerators of the Stirling cryocoolers developed at RAL consist of
stacked discs of wiremesh. The empirical correlations for this region are some
of themost important in themodel because the properties of the regenerator
have such a large impact on the cooler performance (see Section 5.1.4).
Some commonly used correlations for flow throughwiremesh are the ones
developed by Kays and London [59]. These correlations were used in the
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previous iteration of the RALmodel [7]. The correlations were generated
using steady-state flowmeasurements. More recently, there have been
several papers claiming that correlations developed using steady flow data
may be invalid for oscillating flow [66][67]. However, Gedeon andWood [51]
performed a series of measurements at the frequencies and Reynolds
numbers commonly found in cryocoolers and did not find any difference
between the flow friction and heat transfer for steady-state and for oscillating
flow at the same Reynolds numbers. They explain that this is because the
small flow paths within themeshmean that the flow becomes fully developed
very quickly. Because Gedeon andWood’s test setupwas designed to be
representative of the conditions found in a cryocooler, their correlations have
been used for this model.

Turbulence
The gas in wiremesh cells is assumed to always be turbulent. This is because
the wires disrupt the flow of the gas and cause turbulent mixing.

Friction
The friction factor correlation is taken from the paper by Gedeon andWood
[51], and the friction factor is used in Equation 3.49.

fDRe = 129 + 2.91Re0.897 (3.71)

Heat Transfer
The heat transfer correlation is also taken from the paper by Gedeon and
Wood [51], and the Nusselt number is used in Equation 3.51.

Nu =
(
1 + 0.99 (Re Pr)0.66

)
φ1.79 (3.72)

where φ is the porosity of themesh (the void volume divided by the total
volume).
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Conduction Enhancement
The conduction enhancement factor is taken from the same paper [51].

Nk = 1 + 0.5 (Pr Re)0.66 φ−2.91 (3.73)

Tortuosity
Themodel uses the tortuosity correlation developed by Gedeon [5, p. 244]:

τ =
(
ks
kg

)−0.835 [3(ks/kg − φ) + (2 + ks/kg)φ
3(1− φ) + (2 + ks/kg)φ

]
(3.74)

where ks and kg are the conductivity of the solid and gas (without
enhancement).

3.6.6 Regenerator—Metal Foam
There is little information in the literature about metal foams in the oscillating
flow regimes found in regenerators. However, some correlations have been
developed for metal foams in steady flows. Friction factor correlations have
been summarised by Edouard [68] and heat transfer correlations have been
summarised byMahjoob [69]. Because of the uncertainty about whether
these correlations would be applicable for flows in regenerators, themodel
uses the random fibre regenerator matrix correlations that have been
developed by Gedeon [5, p. 246]. These correlations do not depend on the
operating frequency. It is hoped that a random fibrematrix with the same
porosity and surface area as ametal foamwill have similar flow properties.
The surface area is calculated using the equation developed by Lacroix et al.
[70]:

S = 4
dstrut

(1− φ) (3.75)
where the strut diameter dstrut is calculated from the distance between the
pores xpore and the porosity φ.

dstrut =
xpore

[
4

3π (1− φ)
] 1

2

1−
[

4
3π (1− φ)

] 1
2

(3.76)
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Turbulence
The gas in metal foam cells is assumed to always be turbulent, for the same
reasons as for wiremesh cells.

Friction
The friction factor is calculated by using Gedeon’s correlation for a random
fibrematrix [5, p. 247] and is used in Equation 3.49.

fDRe = a1 + a2 Rea3 (3.77a)
where

a1 = 25.7 φ

1− φ + 79.8 (3.77b)
a2 = 0.146 φ

1− φ + 3.76 (3.77c)
a3 = −0.00283 φ

1− φ + 0.9252 (3.77d)

Heat Transfer
TheNusselt number is calculated by using Gedeon’s correlation for a random
fibrematrix [5, p. 247] and is used in Equation 3.51.

Nu = 1 + 0.186 φ

1− φ (Pr Re)0.55 (3.78)

Conduction Enhancement
The conduction enhancement for ametal foam is assumed to be the same as
for a random fibrematrix [5, p. 247].

Nk = 1 + (Pr Re)0.55 (3.79)

Tortuosity
Formetal foams, the tortuosity is calculated by assuming the foam has a cubic
lattice structure. If this is the case, only a third of the struts within the foam
can be aligned along the thermal gradient at once. Therefore, the tortuosity is
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given by
τfoam = 1

3 (3.80)

3.6.7 Piston and Shaft Clearance Seals
The flow in the compressor piston and displacer shaft clearance seals is
modelled as flow between two parallel plates. This is because the gapwidth is
much smaller than diameter of the compressor piston or the displacer shaft.
The velocity and temperature profiles of the flow are assumed to be fully
developed throughout the cycle because the gapwidth is so small. This allows
steady-state correlations to be used.

Turbulence
Because the flow is assumed to always be fully developed, the turbulence
intensity is only dependent on the Reynolds number. The flow is assumed to
be fully laminar below 2300 [61, p. 491]. When the Reynolds number is above
4000, the flow is assumed to be fully turbulent because the turbulent friction
factor andNusselt number correlations are valid for Reynolds numbers
greater than this. Linear interpolation is used to calculate the turbulence
intensity between these values.

T =


0 if Re ≤ 2300

Re−2300
4000−2300 if 2300 < Re < 4000

1 if Re ≥ 4000

(3.81)

Friction
The laminar friction factor depends on the eccentricity ε of the piston or shaft
in the bore, where ε is the ratio of the offset to themean radial clearance [71,
p. 616]. This is discussed inmore detail in Section 5.4. The turbulent friction
factor does not need to account for the eccentricity as the turbulent friction
factor is independent of the pipe geometry [59, p. 116]. The same turbulent
correlation as for flow in pipes is used.

(fDRe)L = 96
(1 + 1.5ε2) (3.82a)
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(fDRe)T = Re
(
−1.8 log10

((
ε/dh
3.7

)1.11
+ 6.9

Re

))−2

(3.82b)
fDRe = (fDRe)L (1− T ) + (fDRe)TT (3.82c)

Heat Transfer
The laminar heat transfer correlation assumes a constant wall temperature
[59] and the turbulent correlation is the same as for pipes.

NuL = 7.54 (3.83a)
NuT = (fD/8)(Re − 1000)Pr

1 + 12.7(fD/8)1/2
(
Pr2/3 − 1

) (3.83b)
where

fD =
(
−1.8 log10

((
ε/dh
3.7

)1.11
+ 6.9

Re

))−2

(3.83c)

The laminar and turbulent Nusselt numbers are weighted using the
turbulence intensity T and summed to giveNu.

Nu = NuL (1− T ) + NuTT (3.83d)

Conduction Enhancement
The conduction enhancement factor used for the piston and shaft clearance
seals is the same as for pipes (Equation 3.63).

3.6.8 Appendix Gaps
The appendix gap cells in themodel are a form of clearance seal, so they use
similar correlations to the piston and shaft clearance seal cells. The exception
is themethod used to calculate heat transfer.

Turbulence
The turbulence intensity is modelled in the sameway as for the piston and
shaft clearance seal cells (Equation 3.81).
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Friction
The friction factor correlations are the same as for the piston and shaft
clearance seal cells (Equation 3.82).

Heat Transfer
The heat transfer correlation used for the appendix gapmust be able tomodel
cases where the inner and outer walls are at significantly different
temperatures. This is important for accurately modelling the shuttle losses
(see Section 3.7). The constant wall temperature correlation for laminar flow
is not valid as the correlation assumes that the walls are the same
temperature.
The RAL Third-OrderModel uses the correlation developed by Andersen [4]
to calculate the rate of heat transfer for laminar flow. This correlation
approximates the radial temperature in the gap using a quadratic polynomial.
Themean value of the polynomial is the same as the bulk gas temperature T
and the temperatures at the ends of the polynomial are the same as the wall
temperatures. The rate of heat transfer can be calculated from the gradient of
the polynomial near the walls. The calculation is performed separately for the
displacer tube and the static components of the cold finger. Subscript s1 refers
to the wall that the heat transfer is calculated for and s2 refers to the opposite
wall.

Q̇L = Ss1k

a
(4Ts1 + 2Ts2 − 6T ) (3.84a)

where a is the size of the appendix gap. The turbulent heat transfer
correlation is the same as for pipes.

Q̇T = Ss1k

dh
NuT (Ts1 − T ) (3.84b)

NuT = (fD/8)(Re − 1000)Pr
1 + 12.7(fD/8)1/2

(
Pr2/3 − 1

) (3.84c)
where

fD =
(
−1.8 log10

((
ε/dh
3.7

)1.11
+ 6.9

Re

))−2

(3.84d)
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The laminar and turbulent heat transfer rates are weighted using the
turbulence intensity T and summed to give Q̇.

Q̇ = Q̇L (1− T ) + Q̇TT (3.84e)

Conduction Enhancement
The conduction enhancement factor used for appendix gaps is the same as for
pipes (Equation 3.63).

3.7 Heat Transfer toMoving Cells
The displacer cells canmove relative to the other cold finger cells. This poses a
problemwhen simulating the heat transfer to the displacer cells; the contact
area between the displacer cells and the static cold finger cells is constantly
changing, andwhich cells are in contact with each other is not fixed. It is
important that this heat transfer is simulated accurately because it causes a
significant loss mechanism, known as shuttle loss. As the displacer tube and
cold finger tubemove past each other, their thermal gradients become offset.
When the displacer is at the warm end, thermal energy conducts across the
appendix gap from the cold finger tube to the displacer tube. When the
displacer moves towards the cold end, this thermal energy conducts back
across the appendix gap from the displacer tube to the cold finger tube. This
has the net effect of “shuttling” the thermal energy towards the cold end.
To simulate the heat transfer between the static andmoving cells, themodel
splits the cells in the displacer tube, cold finger tube and nearby gas and solid
cells into subcells, as shown in Figure 3.8. Themethod used to create the
subcells ensures that the subcells do not overlap the boundaries of their
parent cells and that the subcells in the different components share the same
axial locations. How the cells are divided depends on the position of the
displacer and is recalculated for each time step.
The properties of the subcells must be found before the rates of heat transfer
can be calculated. For subcells within the displacer tube, appendix gap, heat
exchangers and cold finger tubes, the temperatures are linearly interpolated
from the temperatures of the cells. Subcells within variable volume cells or
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Figure 3.8: Diagrams showing how the cells of a single-stage cold finger are
divided into subcells. The solid lines represent the boundaries of the parent cells.
The lengths of the subcells are set so that they do not overlap any cell boundaries.

their walls take the temperature of the parent cell. Reynolds numbers and
turbulence intensities are always taken from the parent cell.
Each gas subcell is connected to amaximum of one displacer tube subcell and
one static cold finger subcell because the subcells of the different components
have the same axial locations. The rates of heat transfer to the gas subcell are
calculated using the correlations described in Section 3.6. The rates of heat
transfer to each subcell of a parent cell are summed to find the total rate of
heat transfer to that parent cell.

3.8 Radiation Loads on the Cold Finger Tube
Radiation loads are applied to the outermost cells of the cold finger tube as
themodel runs. The radiation loads acting on the stages are calculated after
themodel has converged (see Section 3.14).
The cold finger tube can be covered inmulti-layer insulation (MLI) or left bare.
If noMLI is present, the heat load is calculated by using the Stefan-Boltzmann
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3.8. RADIATION LOADSON THE COLD FINGER TUBE

law.
Q̇rad = Srad ε0 σ

(
T 4

env − T 4
s

) (3.85)
where σ is the Stefan–Boltzmann constant, Srad is the surface area exposed to
the radiation, ε0 is the surface emissivity, Ts is the temperature of the surface
and Tenv is the temperature of the surrounding environment.
The emissivity of the cold finger tube cells is dependent on temperature and is
calculated by linearly interpolating the data in Table 3.1. In practice, the
emissivity is also dependent on the type of material, the surface finish and the
amount of oxidation, but themodel assumes the cold finger tube is unpolished
and unoxidised and is made from stainless steel or titanium, which have similar
emissivities [73, p. 1486].
MLI can be used to reduce heat transfer by radiation in a vacuum environment
[74]. It is typically composed of many layers of metallised plastic film that are
separated by plastic scrim. Themetal coating reflects incident radiation, and
this effect is enhanced by havingmultiple layers. The scrim separating each
layer reduces thermal conduction. The cold finger tube of a cryocooler can be
wrapped inMLI to reduce the radiative heat load. The insulation is not perfect,
so any heat load passing through the insulationmust be accounted for by the
model. This heat load consists of a radiative and a conductive component. The
model uses a correlation that was developed in a study conducted by
Lockheed for NASA [75].

q̇ = q̇c + q̇r = CcN
2.56 Tm

n+ 1 (Th − Tc) + Cr ε0
n

(
T 4.67
h − T 4.67

c

) (3.86)

where q̇ is the total heat flux density (Wm−2), q̇c is the conductive heat flux
density, q̇r is the radiative heat flux density,Cc is the conduction constant
(8.95× 10−8),Cr is the radiation constant (5.39× 10−10), Th is the hot side
temperature (K), Tc is the cold side temperature (K), Tm is themeanMLI

Table 3.1: A table listing the points that are interpolated to calculate the
emissivity of the cold finger tube. This data is based on the unpolished stainless
steel data in [72, p. 424] and [73, p. 1219].

Temperature (K) Emissivity
4.2 0.12
77 0.34
400 0.34
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temperature ((Th + Tc)/2), ε0 is theMLI shield-layer emissivity at 300K
(0.031),N is theMLI layer density (layers/cm) and n is the number ofMLI
layers.
Themodel provides the option to simulate a radiation shield for two-stage
coolers. This shield is attached to the first stage cold tip and surrounds the
second stage of the cooler. If a radiation shield is present, the radiation
environment of the second stage is assumed to be at the same temperature as
the first stage cold tip.

3.9 Wall Surface Temperature Fluctuations
When heat is applied to the surface of a solid, the temperature of the surface
will increase at a faster rate than the interior of the solid because it takes time
for the heat to propagate through thematerial. This means that when a
sinusoidal heat flow is applied to the surface, the temperature fluctuations in
the interior will be smaller than the temperature fluctuation at the surface,
and they will be phase shifted relative to the surface fluctuation. The thermal
penetration depth δ is the depth at which the amplitude of the temperature
fluctuation will have decreased to 1/e of the amplitude at the surface.

δ =
√

2ks
ωρscs

(3.87)

where ω is the angular frequency of the cycle, ks is the thermal conductivity of
the solid, ρs is the density and cs is the specific heat capacity.
These surface temperature fluctuations can significantly reduce the
temperature difference between the gas and the wall surface, reducing the
rate of heat transfer. This is particularly true when the wall is a poor thermal
conductor. To ensure themodel is accurate for a wide range of possible input
parameters, the wall surface temperature fluctuations are simulated for all
the solids in themodel.
It would be possible to simulate the temperature fluctuations of each solid
component by splitting up each cell intomany layers at different depths and
computing the heat flow between the layers. This would give an accurate
prediction but would be computationally expensive. This method can be
simplified because it is not necessary to accurately simulate the temperature
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fluctuations within the interior of the solids. Only the temperature fluctuation
at the surface needs to be simulated accurately because this affects the heat
transfer with the gas.
Some of the solids have a variable interior temperature, whereas some have
an interior temperature that is fixed. These two types are simulated using
different methods.

3.9.1 Variable Interior Temperature
Solids such as the regenerator mesh, displacer tube and cold finger tube do
not have a fixed temperature and change temperature as themodel
converges. It is possible to simulate the surface temperature fluctuation of
these regions by splitting each solid cell into two, a wall cell and an interior
cell, as shown in Figure 3.9. Themodel uses the temperature of the wall cell as
the solid surface temperature when calculating heat transfer with the gas.
Carslaw and Jaeger give an equation for the wall temperature of a solid that is
subject to a sinusoidal heat flow rate [76, p. 110]. For a solid of thickness r,
insulated on one side and subject to a sinusoidal heat flow rate of amplitude
Q̇A on the other, the oscillating component of the wall temperature TW

divided by the heat flow rate Q̇ is given by
TW

Q̇
= δ

ksS (1 + i)
1

tanh
(
r

δ
(1 + i)

) (3.88a)

CW CI

r

Insulated
Q̇(t)

R

wall

Figure 3.9: A diagram showing the arrangement of the solid cells used by the
model to simulate the wall surface temperature fluctuation when the interior
temperature is variable.
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where Q̇ and TW are complex sinusoids (see Section 3.6.1) and Q̇ is given by
Q̇ = Q̇Ae

iωt (3.88b)

By tuning the heat capacities and thermal resistance between these cells, the
wall temperature response to a sinusoidal heat flow rate can bematched to
Equation 3.88. The two solid cells can be thought of as being part of a thermal
circuit, where temperature takes the place of voltage and heat flow rate takes
the place of current. The thermal resistance between the two cells is
represented by a resistor and their heat capacities are represented by
capacitors, as shown in Figure 3.10.
By using themesh analysis method on this circuit [77, p. 290], the oscillating
component of the wall temperature divided by the heat flow rate is found to
be given by

TW

Q̇
=

(
R+ 1

iωCI

)
1

iωCW

R+ 1
iωCI

+ 1
iωCW

(3.89)

By equating the real and imaginary components of Equations 3.88a and 3.89,
and by knowing that the heat capacities must sum to equal the physical heat
capacity, the values ofR,CW andCI can be found.

R =

(
<
(
TW

Q̇

)2
Cω + =

(
TW

Q̇

)2
Cω + =

(
TW

Q̇

))2

<
(
TW

Q̇

)(
<
(
TW

Q̇

)2
C2ω2 + =

(
TW

Q̇

)2
C2ω2 + 2=

(
TW

Q̇

)
Cω + 1

)
(3.90a)

Q̇(t) CW

R

CI

TW TI

Figure 3.10: A diagram showing the thermal circuit that represents the
interactions between the solid cells of themodel when the interior temperature
is variable.
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CW = −
=
(
TW

Q̇

)
Cω + 1

ω

(
<
(
TW

Q̇

)2
Cω + =

(
TW

Q̇

)2
Cω + =

(
TW

Q̇

)) (3.90b)

CI = C − CW (3.90c)
where

<
(
TW

Q̇

)
= δ

ksS

sin 2r
δ − sinh 2r

δ

2
(
cos 2r

δ − cosh 2r
δ

) (3.90d)

=
(
TW

Q̇

)
= δ

ksS

sin 2r
δ + sinh 2r

δ

2
(
cos 2r

δ − cosh 2r
δ

) (3.90e)

C = CW + CI = cWmW + cImI (3.90f)

Figure 3.11 compares the results of this two-cell method to a high-resolution
methodwhere the solid is divided intomany cells. It can be seen that the
surface temperature predicted by the high-resolutionmethod is almost
identical to the temperature of the wall cell in the two-cell method. This
indicates that the two-cell method is giving the desired temperature response.
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Figure 3.11: Plots showing the temperature fluctuations predicted for a solid 2δ
deepwith a sinusoidal heat flow rate on one side and zero heat flow rate on the
other. The plot on the left shows the results of the high-resolutionmethodwhere
the solid was divided into 300 equal cells. The black line shows the temperature
fluctuation at the surface where the heat flow rate is being applied. The grey
lines show the temperature fluctuations at 10 other points, equally spaced
through the depth of the solid. The plot on the right shows the results of the two-
cell method discussed in this section. The solid was split into a wall cell and an
interior cell, with their heat capacities and thermal resistance calculated using
Equation 3.90.
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The two-cell method is only exactly true for a sinusoidal heat flow rate and
constant material properties. Thematerial properties are approximately
constant for typical temperature fluctuations, but the non-linear effects of the
method can cause the heat flow rate to be non-sinusoidal and contain higher
harmonics. Simulations have been run to investigate how the two-cell method
behaves at these higher frequencies. Figure 3.12 compares the surface
temperature responses of the twomethods at the fifth harmonic. The plot
shows that the surface temperature amplitude predicted by the two-cell
method is slightly lower than for the high-resolutionmethod and that there is
a small phase shift. However, the two-cell method still gives a reasonably
accurate response at these higher frequencies. At the lower harmonics, the
responses of themethods are even closer.
A special case occurs for the displacer tube because it can exchange heat with
two gas flow paths: the flow through the regenerator, on the inside of the
displacer tube; and the flow through the appendix gap, on the outside. To cope
with this, themodel splits the displacer tube cells into three: a wall cell on each
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High-resolution method
Two-cell method

Figure 3.12: A plot showing how the surface temperature fluctuations plotted in
Figure 3.11 are affected by increasing the sinusoidal heat flow rate frequency by
a factor of five. The other parameters of themethods, such as the thickness,
material properties and heat flow rate amplitude, were kept the same. The
parameter f0 is equal to f in Figure 3.11. The arbitrary temperature units in thisplot are the same as in Figure 3.11.
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side and an interior cell. The thicknesses of the wall cells are calculated
separately, and the remainingmassmakes up the interior cell.

3.9.2 Fixed Interior Temperature
The solids such as the walls of the compression chambers, expansion
chambers and transfer line have their interior temperature held constant. The
wall surface temperature fluctuation can be simulated using a single cell, as
shown in 3.13. The equivalent thermal circuit is shown in Figure 3.14.
To calculate the values ofCW andR that will give the required temperature
response, this type of solid can be thought of as a special case of the two-cell
methodwhereCI and r approach infinity. Equation 3.88 becomes

TW

Q̇
= δ

ksS (1 + i) (3.91)

CWQ̇(t)
Fixed
region
temperature

R

Figure 3.13: A diagram showing the arrangement of the solid cells used by the
model to simulate the wall surface temperature fluctuation when the interior
temperature is fixed.

Q̇(t) CW

R
TW

Figure 3.14: A diagram showing the thermal circuit that represents the
interactions between the solid cells of themodel when the interior temperature
is fixed.
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and Equation 3.89 becomes
TW

Q̇
=

R 1
iωCW

R+ 1
iωCW

(3.92)

By equating the real and imaginary components,R andCW can be found.

R = δ

ksS
(3.93a)

CW = ksS

ωδ
(3.93b)

This method for simulating surface temperature fluctuations for regions with
fixed interior temperatures has previously been used in themodel developed
by Kühl [78].

3.10 Interpolation of Gas Properties
The differential equations for the gas, presented in Section 3.5.1, require
knowledge of the state of the gas at both the cells and at the nodes between
the cells. For example, themodel uses the state of the gas at the nodes to
calculate the advection of energy between cells. Most of the solution variables
relate to the state of the gas at the cells, so these cell values must be
interpolated to find the gas state at the nodes. Similarly, themomentums are
evaluated at each node, and thesemust be interpolated to find the gas velocity
within each cell.
The choice of which gas properties to interpolate andwhich interpolation
methods to use can affect the accuracy and stability of themodel. This section
discusses the advantages and disadvantages of using different gas properties
and interpolationmethods and summarises the techniques used by themodel.

3.10.1 Interpolated Properties
The solution variables cannot be interpolated directly, theymust first be
converted into intensive properties that are unaffected by the cell sizes. The
interpolated properties should also be unaffected by changes in the flow area.
This improves accuracy when interpolating between cells of different sizes.
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Thermodynamic Properties
The cell temperatures and pressures seem like obvious gas properties to
interpolate because the temperatures and pressures at the nodes are used in
many of the differential equations. However, the temperature and pressure of
the gasmay change sharply at a node if there is a difference in the flow area. A
smaller flow area will increase the gas velocity which will cause the pressure
and temperature to decrease. Therefore, pressure and temperature are not
suitable properties for interpolation. Instead, themodel interpolates the
stagnation pressure and stagnation temperature. These stagnation properties
represent the temperature and pressure that would bemeasured if the gas
was brought to rest. They are constant when the flow area changes so are
suitable for interpolation.
The stagnation temperatures and pressures are calculated for each cell using
Equation 3.94 and 3.95. These use the gas velocities at the cells, the
calculation of which is described in Section 3.10.3.

Tstag i = Ti + v2
i

2cP
(3.94)

Pstag i = Pi + 1
2ρiv

2
i (3.95)

Equation 3.95 is only valid at lowMach numbers, but this should be the case
for most Stirling coolers.
Once the stagnation temperatures and stagnation pressures have been
interpolated at the nodes using themethods listed in Section 3.10.3, the
temperatures and pressures at the nodes can be calculated.

Tj = Tstagj −
v2
j

2cP
(3.96)

Pj =
Pstagj

1 + v2
j

2RgTj

(3.97)

Equation 3.96 is a simple rearrangement of Equation 3.94. Equation 3.97 is a
rearrangement of Equation 3.95, but the density at the node is not known.
Instead, the ideal gas equation is used to estimate the density (ρ = P/(RgT ))
and this is substituted into Equation 3.95. This is a reasonable approximation,
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even for a real gas, because the difference between Pj and Pstagj is typically
very small.
The density ρ and the energy densityE/V could be used as interpolation
properties instead of the stagnation temperatures and pressures. These
properties are also constant with changing flow areas and are the ones used
by Sage [5, p. 215]. However, using these properties for interpolation was
found to give unphysical node temperatures. For example, for two cells at the
same temperature with a large pressure difference between them, the node
temperature calculated from these interpolation properties was found to be
significantly different from the cell temperatures. These unphysical node
temperatures can be avoided by interpolating the stagnation temperature
instead.

Velocity
Themodel interpolates the volumetric flow rate to calculate the gas velocities
at the cells. The volumetric flow rate V̇ = vA can be interpolated as it is
unaffected by changes in flow area if the temperature and pressure are
constant.

Turbulence
The turbulence state of the gas is interpolated using the specific turbulence
kinetic energy κ for variable volume cells and the turbulence intensity T for
pipe and heat exchanger cells.

3.10.2 InterpolationMethods
A variety of different interpolationmethods are described in the literature,
each suited to different fluid dynamics applications. For each application, it is
important to pick amethod that gives a stable solution with a good accuracy.
An interpolationmethodwith a poor accuracy can introduce an artificial
energy transport mechanism called numerical diffusion [4, p. 30]. In a Stirling
cooler model, this has the effect of increasing the heat flow along the
regenerator, resulting in a poor prediction of cooling power. This section
summarises some of the commonly usedmethods and describes how they can
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be used to interpolate node properties from cell properties; eachmethod can
also be used to interpolate cell properties from node properties instead.

Central Differencing Scheme
Themost obvious way to interpolate the gas properties at a node is to take the
average of the properties of the adjacent cells (yi and yi+1). This is known as
the central differencing scheme [54, p. 82]. This interpolation can be volume
weighted to take into account how close the node is to the centre of the
adjacent cells.

yjCD = yi+1Vi + yiVi+1
Vi + Vi+1

(3.98)
The central differencingmethod has a good accuracy and produces low
amounts of numerical diffusion because its Taylor series truncation error is
second order [79, p. 447]. However, it can introduce unphysical spatial
oscillations of the gas properties in regions of strong convection and low
diffusion [79, p. 145]. When convection dominates, the flow from the upwind
direction should have a greater influence on the value at the node; using the
central differencing scheme allows the information to propagate against the
flow.

UpwindDifferencing Scheme
To reduce the oscillations, the interpolation can beweighted towards the
upwind direction. This ensures that information travels with the flow. The
simplest way to do this is to set the node value to be the same as the upwind
cell value. This is known as the upwind differencing scheme [79, p. 146].

yjUD =

yi if V̇j > 0

yi+1 if V̇j ≤ 0
(3.99)

This is stable but can introduce a large amount of numerical diffusion because
it is only first-order accurate. A high spatial resolution is required to get an
accurate result.
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Linear UpwindDifferencing Scheme
The upwind differencing scheme can be extended to be second-order accurate
by extrapolating the node value from the values of the two upwind cells. This
is known as the linear upwind differencing scheme [79, p. 165].

yjLUD =


yi + Vi

2
yi − yi−1
Vi
2 + Vi−1

2
if V̇j > 0

yi+1 + Vi+1
2

yi+1 − yi+2
Vi+1

2 + Vi+2
2

if V̇j ≤ 0
(3.100)

This scheme is more accurate than the upwind differencing scheme and does
not introduce the oscillations of the central differencing scheme.

QUICK Scheme
The linear upwind differencing scheme and the central differencing scheme
can be combined using a weighted average to produce a scheme that is
accurate and stable. This approachwas recommended by Kühl [78].

yjweighted = w yjCD + (1− w)yjLUD (3.101)
Kühl recommends a weighting factor ofw = 0.7. If a weighting factor of
w = 0.75 is used, the scheme becomes equivalent to theQUICK scheme [79,
p. 156]. TheQUICK scheme calculates the node value using a quadratic fit
between the two adjacent upwind cells and the one adjacent downwind cell. It
is third-order accurate.

yjQUICK = 3
4yjCD + 1

4yjLUD (3.102)

Total Variation Diminishing Schemes
TheQUICK scheme can still introduce oscillations in the gas properties under
some circumstances [79, p. 165]. To remove the oscillations completely, the
schememust be total variation diminishing (TVD). TVD schemes do not create
new undershoots and overshoots in the solution and do not accentuate
existing extremes [79, p. 168].
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TVD schemes combine the central differencing scheme and the upwind
differencing scheme to produce an interpolationmethod that is second-order
accurate and produces no oscillations. The central differencing scheme and
the upwind differencing scheme are weighted using a slope limiterψ.

yj = ψj yjCD + (1− ψj)yjUD (3.103)
When the gas property is changing linearly, the central differencing scheme is
used. In locations where the spatial gradient of the gas property is changing
rapidly, the upwind differencing scheme is used. For situations between these
two extremes, a weighted average of the two interpolationmethods is used.
The slope limiter is a function of the gradient ratio θ [4, p. 33].

θj =



sign [(yi − yi−1)(yi+1 − yi)]

(
max [ε0, |yi − yi−1|]

Vi
2 + Vi−1

2

)
(

max [ε0, |yi+1 − yi|]
Vi+1

2 + Vi
2

) if V̇j > 0

sign [(yi+1 − yi+2)(yi − yi+1)]

(
max [ε0, |yi+1 − yi+2|]

Vi+1
2 + Vi+2

2

)
(

max [ε0, |yi − yi+1|]
Vi
2 + Vi+1

2

) if V̇j ≤ 0

(3.104)
where ε0 is an arbitrarily small, positive constant. The gradient ratio describes
how quickly the gradient of y is changing. It is equal to 1 if the gradient across
the upwind cells is equal to the gradient across the adjacent cells.
The slope limiter recommended by Andersen is the van Leer slope limiter [4,
p. 33][80, p. 115].

ψjvanLeer = θj + |θj |
1 + |θj |

(3.105)
Another option is the superbee slope limiter [81]. This limiter was designed to
preserve sudden changes in the spatial gradient of the gas properties.

ψjsuperbee = max[0,min[2θj , 1],min[θj , 2]] (3.106)
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Summary
Figure 3.15 shows a visual representation of the node values that these
different interpolationmethods produce. From the plot, some of the key
properties of themethods can be seen. For example, the node values
calculated using the central differencingmethod are independent of the flow
direction; the upwind differencingmethod has a poor accuracy when the gas
property is changing; and the superbeemethod preserves sudden changes in
the gas property.

3.10.3 Selected InterpolationMethods
Themodel uses different interpolationmethods for different gas properties.
This is because the different gas properties have unique stability and accuracy
requirements.

Stagnation Temperature
Themost important interpolationmethod is the one used for the stagnation
temperatures because it can have a significant impact on the accuracy and
stability of themodel.
The choice of interpolationmethod for the stagnation temperatures affects
the number of cells required to accurately predict the cooling power. This is
particularly important within the regenerator; small differences in
interpolation can strongly influence the regenerator losses because of the
highmass flows and large temperature gradient.
The relationship between cooling power and spatial resolution was
investigated for different stagnation temperature interpolationmethods. The
results are plotted in Figure 3.16. A lower number of cells is desirable as the
simulation time is approximately proportional to the number of cells.
All the interpolationmethods asymptotically approach the same value as the
number of cells is increased. In this case, the central differencing scheme is
most accurate for a given number of cells. The central differencing scheme
requires the fewest cells because the interpolated node value is independent
of the flow direction. This is particularly beneficial in the regenerator because
the regenerator losses are caused by the gas having different temperatures
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Figure 3.15: Plots showing how the schemes discussed in Section 3.10.2
interpolate the values at the nodes from the cell values. The flow is in the positive
direction.
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Figure 3.16: A plot comparing the relationship between the number of
regenerator cells and cooling power for different stagnation temperature
interpolationmethods. The upwind differencingmethodwas also simulated but
is not shown because the cooling powers it predicted were significantly lower
than the powers predicted by the other methods. Themodel was used to
simulate ameasurement taken using the Small Scale Cooler (see Section 5.1).

when flowing in different directions. The disadvantage of the central
differencing scheme is that it can produce unphysical oscillations of the gas
properties. This can be seen in Figure 3.17. These oscillations aremost
prominent in the transfer line because of the poor thermal contact with the
surroundings. These oscillations do not appear to significantly affect the
predicted cooling power for the Small Scale Cooler, but it is possible that they
could havemore significant effects when simulating other coolers.
TheQUICK scheme is the next most accurate, and it does not introduce
unphysical oscillations, so this schemewas selected for interpolating the
stagnation temperatures. TheQUICK scheme is only used in regions of
constant flow area and cell type. This ensures that the node temperatures are
only interpolated using information from the same type of region, which helps
to prevent artificially smoothing out the stagnation temperatures. Different
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Figure 3.17: Plots showing the temperature variation of a cell over a cycle for the
central differencing andQUICK interpolation schemes. This cell is located in the
middle of the transfer line and themodel is simulating the Small Scale Cooler (see
Section 5.1). Oscillations can be seen at 60° and 220° for the central differencing
scheme.

interpolationmethods are used for nodes that are at the interface between
different regions, as shown in Table 3.2.

Stagnation Pressure
The stagnation pressures are interpolated using the central differencing
scheme. It is not necessary to weight the interpolation towards the upwind
direction to prevent unphysical oscillations. This is because Stirlingmachines
typically operate at lowMach numbers, so the pressure information travels
much faster than the flow speed. For nodes adjacent to variable volume cells,
the stagnation pressure of the gas in the variable volume cell is used because
there is no pressure drop in the cell. The central differencing scheme is used
for all other nodes.
Table 3.2: A table showing how the schemes used for interpolating the
stagnation temperatures are selected based on the position of the node relative
to the interfaces between different regions.

Node type Interpolation scheme
Interpolation node Upwind node
Interface Interface Upwind differencing
Interface Not an interface Linear upwind differencing
Not an interface Interface Central differencing
Not an interface Not an interface QUICK
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Volumetric FlowRate
The volumetric flow rates at the centres of the cells are calculated by using the
central differencing scheme. Using this scheme for the volumetric flow rates
does not appear to introduce any unphysical oscillations of the gas properties.

Specific Turbulence Kinetic Energy
The specific turbulence kinetic energy in variable volume cells is generated by
incoming flow. Therefore, themethod used for calculating the specific
turbulence kinetic energy at the nodes depends onwhether the flow is
outgoing or incoming.
For outgoing flow, the specific turbulence kinetic energy at the node κj is
calculated using the upwind differencingmethod and is equal to the specific
turbulence kinetic energy at the cell centre. This is because the variable
volume cells are assumed to bewell mixed. For incoming flow, κj is calculated
using Equation 3.107which assumes that all the flow kinetic energy is
converted to turbulence kinetic energy.

κj = 1
2v

2
j (3.107)

Turbulence Intensity
The turbulence intensity in pipe and heat exchanger cells is primarily
interpolated using the upwind differencingmethod. Upwind differencing
provides good stability and prevents the interpolated value from exceeding 1
or dropping below 0. The empirical cell correlations that use the turbulence
intensity already have a significant uncertainty, so the reduced accuracy of
upwind differencing is not an issue.
The exception is when the cells on either side of the node are different types
or have different flow areas. In these cases, the incoming flow is assumed to
always be fully turbulent and Tj is set to 1.

118



3.11. DIFFERENTIAL EQUATION SOLVER

3.11 Differential Equation Solver
The choice of ordinary differential equation solver influences the speed of the
model and the accuracy of the solution. It is important to select a solver that is
suited to the system of differential equations.
Themodel equations presented in Section 3.5 are stiff. A system of differential
equations is stiff if an explicit method requires very short time steps to remain
stable, evenwhen the solution variables are changing slowly [82, p. 72]. This is
the case when simulating the subsonic flow and compressible gas found in
Stirling coolers because the pressure waves in the gas travel much faster than
the gas itself. To remain stable, the time step of an explicit methodmust be
shorter than the length of time it takes for an acoustic wave to cross a cell; this
is the Courant–Friedrichs–Lewy (CFL) condition [83]. For a time step∆t and a
cell length x, the CFL condition can bewritten as

∆t ≤ x

vsound
(3.108)

where vsound is the speed of sound, given by
vsound =

√
γ Rg T (3.109)

To avoid this limitation on the time step, themodel uses an implicit method.
Whereas explicit methods calculate the future state of a system from the state
of the system at the current time, implicit methods find the future state by
solving an equation involving both the future state of the system and the
current state. Implicit methods take longer to calculate each step, but they
often take less time overall for stiff problems because they can take longer
time steps. This was the case for the differential equations of this model.
Themethod selected for use in this model is the backward differentiation
formula (BDF), implemented by using the ode15s function that is part of the
MATLABODE suite [82, p. 39]. The ode15s function was the fastest of the
methods of theMATLABODE suite for this system of differential equations. It
was found that its speed could be further improved by limiting its maximum
order of accuracy to 2 and setting it to use backward differentiation formulas
instead of numerical differentiation formulas [84].
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3.11.1 Error Tolerances
The ode15s function uses a variable time step to provide the required
accuracy. It estimates the accuracy of the solution by calculating the local
truncation error [82, p. 74]. If the error becomes too large, the function
reduces the step size.
When themodel is started, acoustic pressure waves form as the gas velocities
stabilise. Themodel must take small steps to properly track these waves.
However, after a little while, these acoustic waves will “ring out” and the
solver can takemuch longer time steps.
The required accuracy of the solution is specified by two variables: the
relative and absolute tolerances. The ode15s function adjusts the step size so
that the error in the calculation of each solution variable is always less than
either the relative tolerancemultiplied by the solution variable or the absolute
tolerance.

|Error | ≤ max (RelTol |y| ,AbsTol) (3.110)

The ode15s function uses the same relative tolerance for all solution variables
and themodel uses an initial relative tolerance of 1× 10−3. As the solution
converges, the relative tolerance is updated at the end of each cycle to be a
factor of 100 lower than the largest convergence error for the solid and gas
temperatures (see Section 3.13.4). A factor of 100 appears to give sufficient
accuracy for themodel to converge reliably, but it can be adjusted in the input
file if necessary (see Section A.3 in Appendix A).
A different absolute tolerance can be set for each variable. This tolerance is
particularly important for solution variables that approach zero; setting an
absolute tolerance prevents the required error from also approaching zero.
This is the case for the gasmomentum, turbulent mass and turbulence kinetic
energy. Before running the first cycle, themodel calculates the absolute
tolerances for these variables at every cell or node by using Equations 3.111,
3.112 and 3.113.

AbsTolpj = 1× 10−3 vsound j mj (3.111)
AbsTolmT i = 1× 10−3 mi (3.112)

AbsTolKi = 1
2
(
1× 10−3 vsound i

)2
mi (3.113)

The speed of sound is calculated using Equation 3.109.
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With these error tolerances, the solver typically takes a few hundred steps per
cycle. The smallest time steps occur when the flow reverses direction.

3.11.2 JacobianMatrix
The ode15s function uses a Jacobianmatrix to calculate the solution variables
for the next step [82, p. 70]. The Jacobianmatrix contains the partial
derivatives of the solution variables with respect to all the other solution
variables. This provides the ode15s function with information about how
changing one variable will affect the other solution variables.
The ode15s function numerically recomputes the Jacobianmatrix if it is
unable to find the solution variables for the next step. To speed up this
process, themodel provides the ode15s function with the sparsity pattern of
the Jacobianmatrix. The sparsity pattern is found by analysing the Jacobian
matrix at various times over the first cycle and identifying any elements that
are non-zero. A typical sparsity pattern is shown in Figure 3.18.
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Figure 3.18: A typical Jacobianmatrix sparsity pattern calculated by themodel.
This sparsity pattern is for a single-stage cooler with 10 regenerator cells. Each
dot represents a non-zero value of the Jacobianmatrix, where a change in the
associated input causes a change in the associated output. The input and output
variables are sorted into groups: a, gas properties in themain flow path; b, gas
properties in the piston and shaft clearance seals and backshells; c, gas properties
in the appendix gap; d, solid cell temperatures; and e, energy flow along the cold
finger. The energy flow along the cold finger does not affect the other variables,
but it is tracked for use by the artificial convergence routine (see Section 3.13.1).
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3.12 Initial State
The initial states of the solution variables are calculated from the input file
parameters (see Section A.3 in Appendix A). Themodel aims to set an initial
state that is close to what the final state will be once themodel has converged;
this helps to reduce the time taken for convergence.
The input parameters define the temperatures of the compressor body, the
cold head body, the transfer line and the cold tips. Linear interpolation is used
to calculate the initial temperature profile along the cold finger tube, displacer
tube, regenerator and the gas cells of the regenerator and appendix gaps. The
input parameters also specify the fill pressure of the cooler and temperature
of the cooler when it was filled. This pressure and temperature are used to
calculate the total mass of gas in the system by using either the ideal gas
equation of state or a real gas lookup table.
The solid cells use temperature as their solution variable, so themodel can set
these solution variables directly. In contrast, the thermodynamic state of the
gas cells is defined by themass and energy which need to be calculated. The
model knows the temperatures of the gas cells and the total mass of gas from
the input parameters and uses this information to calculate themass and
energy of each cell.
To calculate the initial mass and energy of each cell, themodel first works out
the initial pressure distribution in the system. The pressure of the working
volume (themain flow path and the appendix gaps) and the pressures of the
backshells (which contain the linear motors) can differ significantly over the
thermodynamic cycle as the compressor pistons and displacer move;
therefore, themodel must estimate individual initial pressures for each of
these regions. Firstly, themodel estimates the cycle-averaged system
pressure P̄ by using the cycle-averaged cell volumes.

P̄ = mtot Rg∑
i

V̄wi
Twi

+
∑
i

V̄bi
Tbi

(3.114)

where V̄wi and V̄bi are themean volumes of the working volume cells and the
backshell cells and Twi and Tbi are the initial cell temperatures. The total mass
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of gas in the working volumemwtot can then be calculated.

mwtot =
P̄
∑
i

V̄wi
Twi

Rg
(3.115)

Then the initial pressure in the working volume Pw can be calculated by using
the initial volumes of the cells in the working volume Vwi.

Pw = mwtot Rg∑
i

Vwi
Twi

(3.116)

Finally, the initial mass and energy solution variables for each cell in the
working volume can be calculated.

mwi = Pw Vwi
Rg Twi

(3.117)

Ewi = cV mwi Twi (3.118)
Themodel uses a lookup table instead of Equations 3.117 and 3.118when
simulating a real gas. A similar process is used for calculating themasses and
energies of the gas cells in the backshells.
Themodel sets the initial values of themomentum, turbulence kinetic energy
and turbulent mass to be zero. This does not delay themodel convergence
significantly because these properties converge quickly.

3.13 Convergence Acceleration
The solution variables of the Stirlingmodel described in the previous sections
will converge towards a periodic steady state in the sameway that a real
Stirling machine will. A periodic steady state is where the solution variables
have the same value at the start and end of each cycle. The input and cooling
powers of themodelled cooler can only be evaluated accurately when this
periodic steady state has been reached.
Somemodel properties take longer to converge than others. For example, the
pressure swings and gas velocities in the primary flow path reach a periodic
steady state in around three cycles of themechanism. However, the
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temperatures of the regenerator mesh cells may take thousands of cycles to
converge to a steady state. This is because the heat capacity of themesh cells
is large compared to the heat capacity of the gas. The flow through the
compressor piston and displacer shaft clearance seals can also take a long time
to converge if the seals are effective.
Each cycle takes around aminute to run, so it can take a very long time for the
model to converge naturally. Artificial convergence accelerationmethods are
used by themodel to speed up the convergence.

3.13.1 Temperature Convergence
Accelerating the temperature convergence is challenging because of the high
heat capacity of the solid cells compared to the gas cells and the complicated
relationships between the cell temperatures and heat flows. The artificial
convergencemethods discussed in the literature were reviewed to help select
the convergencemethod for this model.

Methods Discussed in the Literature
One of the simplest artificial convergencemethods is to determine how the
temperature of each cell is changing and then extrapolate this change. The
procedure suggested by Urieli [9] is to calculate the change in temperature of
each regenerator cell between the start and the end of the cycle. This
temperature change is thenmultiplied by a factor and the result is added to
the temperature of the cell at the end of the cycle. This approachwas
unsuccessful when used to accelerate the temperature convergence in the
RAL Third-OrderModel. The approachworks best if each cell is in an
unchanging environment; however, the flow of gas in the regenerator causes
the temperature of each regenerator cell to strongly affect the temperatures
of the neighbouring cells. This results in the convergence becoming unstable if
themultiplication factor is too large. A smaller factor can be used, but the
model takes a very long time to converge when the factor is small enough to
be stable.
A similar method to Urieli’s is the epsilon algorithm [85]. Andersen suggested
that this method could be used for accelerating the convergence of Stirling
machinemodels [4]. The algorithm assumes that the temperatures will settle
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by exponential decay and uses this information to extrapolate to the periodic
steady-state temperatures. This is slightly more effective than Urieli’s method
but still takes a long time to converge for similar reasons.
Amethod suggested by Schock [86] is to set the specific heat capacity of the
regenerator cells to a very low value at the start of the simulation and then to
gradually increase it after each cycle up to its physical value. This method did
not work successfully when used in the RAL Third-OrderModel. Themodel
did converge quickly when the heat capacities were low but the temperatures
it converged to were very different from the periodic steady-state
temperatures when the full heat capacities were used.
Themethod used by Kühl [78] andHarvey [87] is based on the principle that
heat can only enter or leave the regenerator at either end. When themodel is
converged, the net energy flowing along the regenerator per cycle will be the
same for all the nodes along the length of the regenerator. If there is more
energy flowing across some nodes than others, the regenerator mesh
temperatures can be adjusted to correct this. This method is most effective
when the temperatures of the regenerator cells strongly affect the
temperature of the gas leaving each cell. This occurs when the heat capacity of
the regenerator cells is high and there is good thermal contact between the
gas and the regenerator. These conditions apply for most Stirling coolers.
An alternative approach is to find the periodic steady-state solution
numerically rather than by trying to artificially speed up the natural
convergence process. For example, Andersen [4] uses a shootingmethod to
guess the required solution variables. This method trials different sets of
initial solution variables by running a cycle with each set of variables. It
adjusts the initial variables until a periodic steady state is found. This
numerical method can be fast for low resolutionmodels but can takemuch
longer to solve higher resolutionmodels [4].
The Sagemodel [5] also finds the periodic steady state using a numerical
method. It creates a system of equations where the solution variables at the
end of a cycle are defined as being equal to the solution variables at the start
of the cycle. This ensures that the solution to the equations will be the
periodic steady state. This system of equations is then solved by using a
nonlinear solver.
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SelectedMethod
None of themethods found in the literature were determined to be suitable
for the RAL Third-OrderModel. Urieli’s method and the epsilon algorithm do
not work well for converging the regenerator cells, whereas themethod used
by Kühl works well for the regenerator cells but struggles when the displacer
tube and cold finger tube are included in themodel. The shootingmethod
used by Andersenwas not attempted because it was thought that it would
take a very long time to find a solution due to the large number of cells in the
model. Themethod used by Sage would require the development of a periodic
differential equation solver which was out of the scope of this project.
The selected approach for the RAL Third-OrderModel combines two
methods: energy flow equalisation, based on themethod used by Kühl, and
cell temperature adjustment, based on themethod used by Urieli. These two
methods are effective in different situations. The energy flow equalisation
method is suitable if the cells are well-connected thermally because a
temperature change of one cell will strongly affect the energy flows to
neighbouring cells. This occurs if the regenerator is effective because the
temperature of a regenerator mesh cell strongly affects the temperature of
the gas flowing through it. If the regenerator is ineffective, temperature
changes of cells have little impact on their neighbours and the cell
temperature adjustmentmethodworks better.
Another advantage of using two convergencemethods is that they apply their
temperature adjustments in different ways. The energy flow equalisation
method applies its temperature adjustments to groups of cells. If this is the
only method used, it can take a long time for the individual cells to reach their
periodic steady-state temperatures. The cell temperature adjustmentmethod
applies a different temperature adjustment to each cell, so it can help the
individual cells converge faster. Combining both techniques produces a
convergence accelerationmethod that is fast and robust for a range of
different coolers.

Energy Flow Equalisation
The energy flow equalisationmethod used in this model is similar to the
method used by Kühl but with a significantmodification. Kühl’s model uses the
method to converge the cell temperatures of the regenerator mesh; the RAL
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Third-OrderModel extends themethod to help converge the temperatures of
all the solid and gas cells in the cold finger and the gas in the transfer line and
compression chambers.
Themethod uses the principle that convergence is achievedwhen the heat
flowing into each region over a cycle is equal to the heat flowing out. If this is
the case, the region temperature will be the same at the start and end of the
cycle. The cold finger is divided along its length into regions, with each region
consisting of a row of cells in Figure 3.3. A typical cold finger region would
contain a regenerator mesh cell, a displacer tube cell, a cold finger tube cell
and the associated gas cells. The gas cells in the compression chambers and
transfer line are grouped into a region and the gas in the expansion chamber is
in its own region. Themethod achieves convergence by applying temperature
adjustments to the cells in each region. The cells in a region can have different
temperatures, but themethod applies the same temperature adjustment to all
the cells in each region.
The convergencemethod calculates the required temperature adjustments by
making the approximation that the regions are part of a thermal circuit and
are connected by thermal resistances. The thermal circuit of a single-stage
cooler is shown in Figure 3.19. This thermal circuit is used to predict how a
temperature adjustment to one region will affect the energy flows to other
regions. Temperature adjustments are applied to regions comp, exp,CF1 and
CF2 until the heat flow rates are balanced, as defined by Equation 3.119.

Q̇warm + Q̇PVwarm = Q̇CF0 = Q̇CF1 = Q̇CF2 = Q̇cold + Q̇PVcold (3.119)

In order to calculate the required temperature adjustments, the average heat
flow rates of the previous cycle and the thermal resistances between regions
must be found.
The average heat flow rates are calculated by finding the integral of the heat
flow rates between regions over the previous cycle and then dividing by the
cycle period. In Figure 3.19, Q̇warm and Q̇cold represent the heat flow rate from
the isothermal walls to the gas in the warm and cold regions of the cooler;
Q̇PVwarm and Q̇PVcold represent the rate of work done on the gas by the
motion of the compressor pistons and the displacer; and Q̇CF0, Q̇CF1 and
Q̇CF2 represent the heat flow along the cold finger which consists of the
motion of the gas and the conduction through the gas or solids. There are
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Figure 3.19: A diagram showing the thermal circuit approximation for a single-
stage cooler used by the energy flow equalisationmethod. The temperatures,
heat flow rates and thermal resistances are equivalent to the voltages, currents
and electrical resistances of an electrical circuit. When themodel is converged,
the heat flow rates will satisfy the relationships shown in this diagram. All
temperatures, heat flow rates and thermal resistances are the average over a
cycle. The temperatures represent the region temperatures; these are not well
defined, but this is not an issue as they are not required by the convergence
method. Models typically havemanymore cold finger regions than the two
shown in this diagram.
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some additional aspects that must be consideredwhen calculating Q̇CF0,
Q̇CF1 and Q̇CF2:
• Heat transfer in the appendix gap is not always between cells in the
same region (see Section 3.7). Themodel tracks the heat transferred in
the appendix gap between different regions and includes it in the
calculation of the average heat flow rates.

• Themodel can simulate the external radiation loads on the cold finger.
The heat from these radiation loads is then transported towards the cold
end. To account for these loads in the energy balance, any radiation
loads at cells nearer the warm end of the cold finger are subtracted from
themeasured heat flows. For example, any radiation loads atCF1 and
CF2 in Figure 3.19would be subtracted from Q̇CF2.

The thermal resistances between the gas and the walls at the warm and cold
ends of the cooler (Rwarm andRcold ) are calculated using the heat transfer
correlations presented in Section 3.6. The resistances are calculated with
Equation 3.120, which uses the surface areas S, gas conductivities k, hydraulic
diameters dh andNusselt numbersNu, averaged over the previous cycle. The
calculation ofRwarm accounts for the thermal resistance between the walls
and gas in both compression chambers and in the transfer line cells.

1
R

=
∑
i

Si ki

dhi
Nui (3.120)

The thermal resistances between the cold finger regions (RCF0,RCF1 and
RCF2) account for the advection of energy and the thermal conduction; they
are calculated using Equation 3.121. The gas leaving each regenerator cell is
assumed to be the same temperature as themesh, so an increase in mesh
temperature increases the energy flowing out of the cell. Only half themass
flow ṁ is accounted for because the gas is flowing out of the cell for
approximately half of the cycle. The thermal conduction accounts for the
conduction through all the gas cells and solid cells, although Equation 3.121
has been simplified to only include a single conduction path. The conductance
depends on the cell length x; the flow or cross-sectional areaA; and the cycle-
averaged conductivity k, whichmay be enhanced for gas cells (see Section
3.6).
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1
Rj

= |ṁj |
2 cP + 1

xi

2kiAi
+ xi+1

2ki+1Ai+1

(3.121)

Once the heat flow rates and thermal resistances from the previous cycle have
been calculated, they can be used to calculate the required temperature
adjustments. They are used in a system of linear equations which relate the
required temperature adjustments to the required changes in heat flow rates.
For the thermal circuit shown in Figure 3.19, the system of equations is as
follows:

−∆Tcomp
Rwarm

= Q̇target − Q̇warm − Q̇PVwarm (3.122a)
∆Tcomp −∆TCF1

RCF0
= Q̇target − Q̇CF0 (3.122b)

∆TCF1 −∆TCF2
RCF1

= Q̇target − Q̇CF1 (3.122c)
∆TCF2 −∆Texp

RCF2
= Q̇target − Q̇CF2 (3.122d)

∆Texp
Rcold

= Q̇target − Q̇cold − Q̇PVcold (3.122e)

where∆T represents the required temperature adjustment for a region and
Q̇target is the target heat flow rate that is constant along the cold finger. The
unknown variables of this system of equations are∆Tcomp,∆TCF1 ,∆TCF2 ,
∆Texp and Q̇target and they are found by solving the equations usingMATLAB’s
mldivide function [55].
The thermal circuit approximation of the artificial convergencemethod can be
extended to work with two-stage coolers, as shown in Figure 3.20. For this
thermal circuit, the unknown variables are∆Tcomp,∆TCF1 ,∆TCF2 ,∆TCF3 ,
∆TCF4 ,∆Texp2 , Q̇target1 , Q̇target2 and the system of equations is as follows:

−∆Tcomp
Rwarm

= Q̇target1 − Q̇warm − Q̇PVwarm (3.123a)
∆Tcomp −∆TCF1

RCF0
= Q̇target1 − Q̇CF0 (3.123b)

∆TCF1 −∆TCF2
RCF1

= Q̇target1 − Q̇CF1 (3.123c)
∆TCF2 −∆TCF3

RCF2
= Q̇target1 − Q̇CF2 (3.123d)
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RCF0

Q̇CF0

RCF1

Q̇CF1

RCF2

Q̇CF2

RCF3

Q̇CF3

RCF4

Q̇CF4

TCF1

TCF2

TCF3

TCF4

Q̇PVwarm

Q̇warm

Rwarm

−+

Twarm

Tcomp

Q̇PVcold1

Q̇cold1

Rcold1

−+

Tcold1

Q̇PVcold2

Q̇cold2

Rcold2

−+

Tcold2
Texp2

1st stage regenerator

2nd stage regenerator

Figure 3.20: A diagram showing the extension of the thermal circuit
approximation of Figure 3.19 for two-stage coolers.
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∆TCF3
Rcold1

= (Q̇target1 − Q̇target2 )− (Q̇CF1 − Q̇CF2) (3.123e)
∆TCF3 −∆TCF4

RCF3
= Q̇target2 − Q̇CF3 (3.123f)

∆TCF4 −∆Texp2
RCF4

= Q̇target2 − Q̇CF4 (3.123g)
∆Texp2
Rcold2

= Q̇target2 − Q̇cold2 − Q̇PVcold2 (3.123h)

Cell Temperature Adjustment
The other technique that themodel uses to accelerate the temperature
convergence is the cell temperature adjustmentmethod. This method
calculates the required temperature adjustments by extrapolating the natural
temperature change over each cycle. These temperature adjustments are
combinedwith the adjustments calculated by the energy flow equalisation
method. The combined temperature adjustments are calculated using the
following steps:
1. The natural temperature change over the previous cycle is calculated for
the regenerator mesh, displacer tube and cold finger tube cells.

2. These temperature changes are then normalised by dividing each
change by the largest absolute value of temperature change over the
previous cycle for that type of cell. For example, each regenerator mesh
cell temperature change is normalised by dividing by the largest
absolute regenerator mesh cell temperature change.

3. The normalised temperature changes are thenmultiplied by half the
largest absolute value of the energy flow equalisation temperature
adjustment. Capping themaximum temperature in this way helps to
keep the convergence stable.

4. The temperature adjustments calculated by the twomethods are then
added together.
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Ensuring Stable Convergence
The temperature adjustments are calculated and applied every two cycles.
This allows the gas pressures to stabilise for one cycle before themodel
measures the energy flow rates and the natural temperature changes.
Applying the calculated temperature adjustments may result in themodel
overshooting and starting to diverge. To prevent this, the required
temperature adjustments aremultiplied by a scale factor. This scale factor
starts at 1 and is modified as themodel converges:
• If themagnitude of any of the required temperature changes exceeds a
temperature adjustment cap (typically 5K), then the scale factor is
reduced so that themagnitude of the largest temperature adjustment is
the same as the temperature adjustment cap. For the first five
convergence iterations, the scale factor is reset to 1 after each iteration.
Keeping the scale factor high for the first five convergence attempts
prevents the scale factor from getting too small too quickly. After five
iterations, the reduced scale factor is retained for future convergence
iterations.

• The convergencemethod occasionally ends up in a situation where the
signs of the applied temperature changes oscillate from one application
to the next and themodel does not diverge or converge. This situation
can be identified by checking for oscillations in∆Q̇, which is the
difference between the rates of energy flow at either end of the cold
finger. For the single-stage cooler represented by the thermal circuit in
Figure 3.19,∆Q̇ is calculated using the following equation:

∆Q̇ = Q̇CF2 − Q̇CF0 (3.124)
Themodel records∆Q̇ each time temperature adjustments are applied.
The system is determined to be oscillating if themost recent local
maximum andminimum values of∆Q̇ are both similar in magnitude to
the current value of∆Q̇, as defined by Equations 3.125a and 3.125b.∣∣∣∣∣∣∆Q̇max

∣∣∣− ∣∣∣∆Q̇current
∣∣∣∣∣∣ < 0.5

∣∣∣∆Q̇current
∣∣∣ (3.125a)∣∣∣∣∣∣∆Q̇min

∣∣∣− ∣∣∣∆Q̇current
∣∣∣∣∣∣ < 0.5

∣∣∣∆Q̇current
∣∣∣ (3.125b)

The scale factor is reduced by 10% if the system is oscillating.
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Separate scale factors are used for each stage of a two-stage cooler. This was
found to improve the speed of convergence.

3.13.2 Pressure Convergence
The flow through the piston and shaft clearance seals can take a long time to
reach a periodic steady state if the seals are effective. The convergence of the
flow is accelerated by artificially adjusting the pressure in the backshells. The
model does this by finding the averagemass flow rates through the seals over
the cycle and then calculating the pressure changes required to counteract
this, using Equation 3.49 in Section 3.6. These pressure changes are applied to
the backshells every two cycles (at the same time as the temperature
adjustments).

3.13.3 Applying the Temperature and Pressure Adjustments
The solid cells use temperature as their solution variable, so it is trivial to apply
the calculated temperature adjustments. For gas cells, themodel modifies the
masses and energies of the cells to make the required temperature and
pressure adjustments while conserving the total mass of gas in the system.
The gas cell temperature adjustments are applied while keeping the cell
pressures constant. The requiredmass adjustment is calculated by using the
ideal gas equation; the change inmass is typically small relative to the total
cell mass, so it is not necessary to include real gas effects. The internal energy
is unaffected by a temperature change, so only the kinetic energy component
is modified.

∆m = PV

Rg (T + ∆T ) −
PV

RgT
(3.126a)

madj = m+ ∆m (3.126b)
Eadj = E + 1

2∆mv2 (3.126c)

The pressure adjustments are applied while keeping the temperature
constant. The gas is assumed to be ideal for this adjustment so both themass
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and energy are proportional to pressure.

madj = m
P + ∆P

P
(3.127a)

Eadj = E
P + ∆P

P
(3.127b)

After applying the temperature and pressure adjustments, themass and
energy of each cell are corrected to ensure that the total mass of gas in the
systemmtot is unchanged. This is done by adjusting all the cell pressures in
proportion while keeping the cell temperatures constant.

mcorrected i = madj i
mtot∑
i

madj i
(3.128a)

Ecorrected i = Eadj i
mtot∑
i

madj i
(3.128b)

3.13.4 Convergence Criteria
Themodel continues to run until it is sufficiently close to a periodic steady
state. Convergence is achievedwhen the relative changes of all solid cell
temperatures are below a specified value and the relative changes of themass
flows in the piston and shaft clearance seals are also below a specified value.

|Tend − Tstart|
Tend

< Convergence criterion (3.129)

|ṁend − ṁstart|
ṁend

< Convergence criterion (3.130)
For themodel, both values are typically set to 1× 10−6 as this was found to
give solutions with very similar cooling power predictions when different
initial conditions were used. Themodel usually converges in less than 300
cycles, which takes approximately four hours on a desktop computer.

3.14 Non-Interacting Losses
Themodel assumes that some of the loss mechanisms do not interact with the
fluid dynamics. These losses are computed after the cycle has converged and
are subtracted from the cooling power.
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3.14.1 MLI In-Plane Conduction
If multi-layer insulation is wrapped around a cold finger tube, themodel
calculates the in-plane conduction through theMLI as a non-interacting loss.
Most of this conduction is through the aluminium that is deposited on the
plastic film of theMLI. Although it is a very thin layer (around 40nm), the high
purity aluminium used has a very high thermal conductivity.
When calculating the heat load due to in-plane conduction, themodel
assumes that the inner layer will have the same temperature difference along
it as the cold finger tube and the outermost layer is assumed to be at the
radiation background temperature along its length. The temperature
differences along the length of themiddle layers are calculated by a linear
interpolation between these two extremes.
Themodel calculates the conduction separately for each layer by assuming it
is thermally insulated along its length and the heat flow is constant. The heat
flow is calculated by using a thermal conductivity integral [88, p. 50].

Q̇ = As
xtot

∫ Tend

Tstart
ks(T ) dT (3.131)

whereAs is the cross-sectional area of the aluminium or plastic film, xtot is the
total length and ks is the conductivity. This integral is evaluated numerically.
It should be reasonable tomodel this loss as non-interacting because it is
typically small and there should be poor thermal contact between the cold
finger tube and theMLI. Simulating theMLI conduction loss as themodel runs
would require an array of cells for each sheet ofMLI which would greatly
increase themodel complexity.

3.14.2 Radiation Loads
The thermal radiation loads on the first and second stage cold tips are also
calculated after the cycle has converged. These heat loads are transmitted
directly to the cold tip cells which aremodelled as being isothermal.
Therefore, it is not necessary to consider these heat loads while the fluid
dynamics are being simulated.
If a radiation shield is present, the radiation load on the shield is added to the
radiation load on the first stage cold tip. This radiation load accounts for the
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radiation from the environment and the radiative heat transfer between the
shield and the second stage.
The cold tips and radiation shield are assumed to be surroundedwithmulti-
layer insulation. The radiation loads are calculated in the sameway as the
radiation loads on the cold finger tube cells whenMLI is present (using
Equation 3.86).

3.15 Model Outputs
After themodel has converged, it runs one final cycle in which it records the
forces on themoving components, the work done on every gas cell and the
heat transferred between cells. The results of this final cycle are then used to
produce themodel outputs.

3.15.1 Numerical Outputs
Themodel calculates key quantities from the final cycle which are saved to a
Microsoft Excel .xlsx file (see Section A.3 in Appendix A). The spreadsheet
includes the following results:
• The heat input at the stages andwarm end
• Themechanical power applied to the gas (the pressure-volume power)
• The approximate contribution of each loss mechanism
• The forces acting on the compressor pistons and the displacer
• The amplitudes and phases of the pressure waveform harmonics at
different points in the cryocooler

• Themean temperatures at different points in the cryocooler
• Model diagnostic information, such as convergence speed

These results are calculated using the followingmethods.

Heat Input
Themodel outputs the average rate of heat transfer to the gas at the cold
stages and at the warm end of the cooler. This is the total heat transferred
from each isothermal solid over a cycle, divided by the cycle period. The heat
transferred to the gas at the warm end includes the heat from the cold head
body, the transfer line and the compressor body.
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Mechanical Power
Themechanical power applied to the gas is found by dividing the cycle-
averagedmechanical work by the cycle period. It is calculated for the warm
end and for each stage. The warm end power includes the power of the
compressor piston and the warm end of the displacer. Themechanical power
of each stage includes the powers along the stage of the displacer and the
power at the expansion chamber of that stage.

LossMechanisms
Themodel estimates howmuch each loss mechanism contributes to the
difference between the gross cooling power (themechanical power) and the
net cooling power (heat transferred) at each stage. The sizes of the losses can
indicate where performance improvements could bemade. Because these
losses interact with each other, it is not possible to reduce onewithout
affecting the others; however, splitting up the loss mechanisms can still
produce useful insights.
Themagnitude of each loss can be different at different points along the cold
finger. An average value along the length of the cold finger is calculated for
each loss, weighted by the length of each cell. To calculate the size of the
losses, they need to be integrated over a cycle. This is done by adding them as
solution variables for the final cycle.
The following loss mechanisms are reported by themodel:
• Enthalpy transport—These losses represent the net enthalpy transport
of the gas in the regenerator and the appendix gap. If the gas travelling
to the cold end is warmer than the gas returning, there is an associated
loss of cooling power.

• Shuttle loss—This loss represents the net heat flow down the cold
finger due to the conduction between the static cold finger components
and the gas in the appendix gap. Themodel records howmuch heat is
conducted from each static cold finger cell to each appendix gap gas cell
over the cycle. If the cells are on different rows (see Figure 3.3), this heat
transfer is counted as conduction along the cold finger. The heat flows
are summed to calculate the net heat flow along the cold finger at each
node.

139



CHAPTER 3. MODEL DEVELOPMENT

• Gas conduction—These losses represent the heat conducted through
the gas in the regenerator and the appendix gap.

• Solid conduction—These losses represent the heat conducted through
the regenerator, the displacer tube and the cold finger tube.

• Radiation Loads—Themodel reports the total radiation load on each
stage. This includes the radiation that heats the stage directly and the
radiation that heats the respective cold finger tube.

Forces
Themodel reports themean forces acting on the compressor pistons and the
displacer as well as the amplitudes and phases of the first 10 harmonics of the
force waveforms. The harmonic content is found by performing a Fourier
transform.

Pressures
Themodel reports themean pressures at all variable volume cells and also
reports the amplitudes and phases of the first 10 harmonics of the pressure
waveforms.

Temperatures
Themodel reports themean gas temperatures at the expansion and
compression chambers.

3.15.2 OutputWaveforms
In addition to these outputs, themodel can export aMATLAB .mat file which
contains the value of the solution variables and other key properties at
specified intervals during the final cycle.
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Chapter 4

Breadboard Cooler Development
A breadboard two-stage Stirling cryocooler has been developed to help
validate the RAL Third-OrderModel. This cooler is much larger than the two-
stage coolers that have previously been developed at RAL and allows the
model to be validated over a new parameter range. This chapter describes the
requirements, design, assembly and operation of the cooler. The performance
of the cooler is comparedwith themodel predictions in Chapter 5.

4.1 Breadboard Cooler Requirements
A breadboard is a low-fidelity unit that demonstrates the function of the
system, without respecting the form or fit of the final hardware [89, p. 49]. The
Breadboard Cooler uses clearance seals and linear motors to ensure that its
thermodynamic performance is broadly representative of a flight-like cooler.
However, the requirements onmass, size and reliability that would typically
apply to a flight-like cooler have been relaxed.
A range of different sensors are needed to help validate themodel. RAL
coolers typically have temperature, motor position andwarm end pressure
sensors. In addition to these sensors, the Breadboard Cooler has been
designed so that the pressure at the expansion chambers can bemeasured.
This allows for the gross cooling power to be calculated, which is a key output
of themodel.
The Breadboard Cooler is also envisioned as being useful for prototyping
future RAL two-stage coolers. The Breadboard Cooler has been designed to
be easily reconfigurable. It can bemodified tomatch new cooler designs to
verify the cooling powers predicted bymodelling. The Breadboard Cooler is
large enough to accommodate the required cold finger geometry of
foreseeable future two-stage coolers.
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4.2 Breadboard Cooler Design
The cooler was designed before themodel development was complete, so the
model was not available for optimising the design to improve its performance.
The geometry was selected by a simple scaling of previous RAL two-stage
cooler designs. A high thermodynamic performance was not required because
the only aimwas to produce results that could be used to validate themodel.
The Breadboard Cooler is shown in Figure 4.1. It uses a gamma configuration,
with the compressor and cold head separated by the transfer line. This
increases the system flexibility and allows the compressor to be swapped.
The temperatures of the warm regions of the Breadboard Cooler are
measured using platinum resistance thermometers. These are located on the
compressor, the transfer line, the displacer motor and near the secondary
compression chamber. Lake Shore Cryotronics Cernox temperature sensors
are used for measuring the temperatures of the cold stages. Heat loads are
applied by using resistors that are bolted to each stage. An Endevco 8510B-
200 piezo-resistive pressure sensor is installed in the transfer line tomeasure
the pressure swing andmean pressure. The pressure swings at the first and
second stage expansion chambers aremeasured using PCBModel 112A03

A

B

C

Figure 4.1: A photograph of the Breadboard Cooler. The key components have
been labelled: A, the compressor;B, the transfer line; andC, the cold head.
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charge output pressure sensors. These sensors can operate at low
temperatures but can only measure dynamic pressures; themean pressure is
assumed to be the same as themean pressure in the transfer line.

4.2.1 Compressor
An off-the-shelf compressor, theQdrive 2S132Wpressure wave generator, is
used to drive the cooler to reduce the development costs. This is a linear
compressor that uses two pistons with clearance seals running in a head-to-
head configuration. It can deliver up to 450Wof pressure-volume output
power for 600Wof electrical input power [90]. The compressor is air cooled
using fans.
The compressor motors do not have built-in position sensors. The position is
measured using themanufacturer’s recommendedmethod: a pressure sensor
is connected to the backshell volume, and themeasured pressure waveform is
used to calculate the pistonmotion [90].

4.2.2 Cold Head
The cold head is shown in Figure 4.2 and a section view is shown in Figure 4.3.
Each stage of the cold head uses a separate cold finger tube and displacer
tube. This allows the geometry of each stage to bemodified independently. It
also simplifies manufacture as the tight tolerance parts are simple cylinders
and are not stepped. The cold finger tubes are joined to an interface piece
using indium seals, as shown in Figure 4.4. This gives a gas-tight seal that
functions at cryogenic temperatures.
The cold finger tubes are constructed from stainless steel with a 0.5mmwall
thickness. The thin walls help to reduce thermal conduction. The cold finger
tubes used in RAL coolers are typically made from titaniumwith an even
thinner wall thickness, but thicker stainless steel tubes were selected to
simplify manufacture.
The displacer is shown in Figure 4.5. The displacer tube is made from
molybdenum disulphide filled nylon-6 which is cheaper than the Vespel SP-3
that is typically used in flight coolers. Themolybdenum disulphide acts as a
lubricant if the displacer tube rubs on the cold finger tube and helps to prevent
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Figure 4.2: A photograph of the cold head of the Breadboard Cooler. Some of the
key components have been labelled: A, the second stage cryogenic pressure
sensor;B, the second stage heater mounting location;C, the second stage cold
finger tube;D, the first stage heater mounting location; E, the first stage cold
finger tube; F, the vacuum port;G, the transfer line;H, the displacer motor cover;
I, the second stage cold tip; J, the first stage cold tip;K, the first stage cryogenic
pressure sensor; L, the electrical feedthroughs for the cryogenic pressure
sensors; andM, the fill line.
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Figure 4.3: A section view of the cold head of the Breadboard Cooler. Some of
the key components have been labelled: A, the vacuum bell jar;B, the radiation
shield;C, the second stage regenerator;D, the first stage regenerator; E, the
displacer motor; F, the second stage displacer tube;G, the first stage displacer
tube; andH, the displacer bush.
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A

Figure 4.4: A photograph of one of the indium seals of the Breadboard Cooler. A
is the indiumwire.

A

B

C

Figure 4.5: A photograph of the displacer of the Breadboard Cooler. Some of the
key components have been labelled: A, the second stage displacer tube;B, the
first stage displacer tube; andC, the displacer outlet.
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it from seizing. The displacer bush is made of Vespel SP-3 which also contains
molybdenum disulphide.
A stainless steel wiremesh regenerator is used. Lower temperatures could
have been targeted by using a regenerator coated withmaterial that has a
high heat capacity at low temperatures (see Section 2.3); however, this was
deemed unnecessary for the initial model validation. The regeneratormaterial
can be easily changed for future testing if required. A sheet of Retimet metal
foam is located at the displacer inlet to disperse the gas entering the
regenerator.
The cooler is filled with helium. The fill pressure was varied from 5 to 15bar
during testing to provide data that could be used to validate themodel over a
wide parameter range.
The cold finger is surrounded by a bell jar, as shown in Figure 4.3 and this
chamber is evacuated before running the cooler. The vacuum reduces the
thermal conduction and convection. An aluminium radiation shield is attached
to the cold tip of the first stage and the shield is coveredwithmulti-layer
insulation. This shield surrounds the second stage of the cooler to reduce the
radiation load on this stage. The second stage cold tip is also surroundedwith
multi-layer insulation.
The displacer is driven using a repurposedmotor from a RAL Standard
Compressor. Thesemotors were historically used as compressor motors for
Stirling coolers, but it is used as a displacer motor here to drive the large
displacer. The displacer motor is cooled using a chilled water circuit. The
displacer position waveform is measured using a bespoke capacitive position
sensor that is part of themotor. The sensor is calibrated by removing the
pressure cover and physically measuring the displacement of themotor.

Alignment Procedures
Three components in the cold head require alignment to allow the displacer to
move freely: the displacer shaft in the bush and the two displacer tubes in the
cold finger tubes. The alignments do not need to be as precise as for a flight-
like cooler, since the reliability requirements are less demanding; however,
alignment procedures are still used to reduce the friction to a low level.
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The alignment procedures are similar for all the components and take
advantage of the differences in the thermal expansion coefficients of the
plastic andmetal components.
The displacer shaft and the bush are aligned before the displacer is attached.
The shaft and bush are shown in Figure 4.6. The displacer shaft is a separate
component to themotor shaft; they are joined by a screw threadwhere the
male thread is undersized. This allows the displacer shaft tomove relative to
themotor shaft. To perform the alignment, glue is applied to the screw thread
and the parts are screwed together before the glue has set. The plastic bush is
heated, but its expansion is constrained by themetal bush holder. This causes
the inner diameter of the bush to shrink and grip the displacer shaft, centring
the displacer shaft within the bush. The predicted changes in diameter are
shown in Figure 4.7. Once the glue sets and the bush cools back down, there is
a small radial gap between the displacer shaft and the bush.
The alignment of the displacer is carried out in a similar way to the shaft.
There are two joints that require alignment: the joint between the displacer

A

B

C

D

Figure 4.6: A photograph of the displacer shaft seal of the Breadboard Cooler.
Some of the key components have been labelled: A, the transfer line outlet;B, the
bush;C, the displacer shaft; andD, the bush holder.
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Figure 4.7: A plot showing the predicted change in diameter of the bush and
displacer shaft with temperature. The bushwould start to grip the shaft above
approximately 328K, but the components aremodelled in isolation and the
contact is not simulated.

shaft and the first stage of the displacer and the joint between the two
displacer stages. Both joints are loose screw threads that are glued. To align
the displacer, the cold finger tubes are slid over the displacer tubes before the
glue has set, and then the whole assembly is heated. The heat causes the
plastic displacer tubes to expand until they grip the inside of the cold finger
tubes. The predicted expansion of the cold finger tubes and displacer tubes
are shown in Figure 4.8. The glue in the two joints sets when the displacer is
hot, and this keeps the displacer sections aligned. The heat is applied using a
water bath, as shown in Figure 4.9. When the displacer cools down, there are
small radial gaps between the displacer tubes and the cold finger tubes.
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Figure 4.8: Plots showing the predicted thermal expansion of the cold finger tube
and displacer tube for both stages of the Breadboard Cooler. The cold finger
tubes would start to grip the displacer tubes above approximately 325K and
322K, but the components aremodelled in isolation and the contact is not
simulated.

Figure 4.9: A photograph showing the displacer alignment procedure of the
Breadboard Cooler. The cold head has been placed upside-down in a hot water
bath.
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4.3 Breadboard Cooler Operation
The alignment procedures were successful, and the cooler was able to run
without issues. However, when the cold finger tubes were removed, some
wear was visible on the first stage displacer tube (this can be seen in Figure
4.5). It is thought that this is because the shaft joint used in the Breadboard
Cooler is not as stiff as would be used in a flight-like cooler.
For the initial testing of the Breadboard Cooler, no effort wasmade tomodify
the suspension systems of the compressor and displacer motors tomatch
their resonant frequencies. The compressor resonant frequency wasmuch
higher than that of the displacer. Because of this, the cooler was runwith the
compressor and displacer motors off-resonance which limited their stroke
due to the high currents required. If measurements at longer strokes are
required in future, it would be relatively simple to add stiffer flexure bearings
to the displacer motor to increase its resonant frequency.
The Breadboard Cooler was used to produce a large range of performance
measurements that have been used to validate themodel. The results are
presented and compared to themodel predictions in Section 5.3.
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Model Validation
The RAL Third-OrderModel, described in Chapter 3, has been validated
against single and two-stage Stirling coolers that have been tested at RAL. The
aim of themodel validation was to estimate the accuracy of themodel by
assessing howwell themodel predicts themeasured performance of the
coolers. Themodel has been validated against measurements of cooling
powers, loss mechanisms, displacer forces and pressure waveforms. In
addition, the sensitivity of themodel to changes in the input parameters and
gas cell correlations has been assessed.
Two single-stage coolers were used for the validation: the compact Small
Scale Cooler and the larger CryoBlue Cooler. In addition, validation was
performed against the large two-stage Breadboard Cooler that was developed
during this project. Using a range of different sized coolers for the validation
helps to assess the accuracy of themodel over a wide parameter space.

5.1 Validation Against the Small Scale Cooler
Performancemeasurements of the Small Scale Cooler were used to validate
themodel. The Small Scale Cooler is themost recent single-stage Stirling
cooler developed at RAL that has undergone a complete testing program.
The Small Scale Cooler is a miniature cooler, with amass of only 625 g, which
is designed for use on small Earth observation satellites. It operates at a high
frequency (90Hz) and produces around 0.5Wof cooling at 77K. The
compressor and cold head are integrated into the same body to keep the
cooler as compact as possible. The first version of the Small Scale Cooler was
produced in 2014. A new version was developed in 2018 that features
improvements that make it easier to integrate into spacecraft, such as adding
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extra thermal interfaces and improving the thermal conductivity of the body.
The 2018 version is shown in Figure 2.7 in Section 2.3.
A range of performancemeasurements and loss characterisation tests were
performed on the original Small Scale Cooler between 2014 and 2017 by the
author and others at RAL. The performance of the 2018model was also
measured, but a full characterisation was not carried out as the internal
geometry was identical to the previous cooler. The RAL Third-OrderModel
was used to reproduce these tests and themodel results have been compared
to themeasured data.

5.1.1 Input Parameters
The input parameters used for modelling the Small Scale Cooler were derived
frommultiple sources: frommeasurements taken during the build process;
from characterisation tests on key subsystems; and frommeasurements taken
during the performance testing.

Geometry
The geometries of the Small Scale Coolers that were used for validating the
model are well known becausemetrology was performed on the critical
dimensions during their build process. For example, the wall thickness of the
cold finger tubewasmeasured using a coordinatemeasuringmachine (CMM)
and thewire diameter of the regeneratormeshwasmeasured optically using a
microscope. The temperatures and fill pressures are also known accurately.
The temperatures weremeasured using platinum resistance thermometers
and the pressures weremeasured using a calibrated gaugewhile the cooler
was being filled.

PositionWaveforms
There are no position sensors for the compressor pistons or the displacer for
either iteration of the Small Scale Cooler. This means that the position
waveforms used by themodel had to be derived from themeasured current
and voltage waveforms of the compressor and displacer motors. A simple
electrical model was used to estimate the back electromotive force across
eachmotor coil. This back electromotive force is caused by electromagnetic
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induction as themotormoves, so could be used to estimate themotor velocity.
This velocity was then integrated to find the position waveform.

Clearance Seals
The geometries of the clearance seals were calculated using different
methods. The clearance seal gaps for the compressor pistons and appendix
gapwere calculated from themeasured geometry. The sizes of the
compressor pistons weremeasured using amicrometer and the bores were
measured using a CMM. The displacer tube and inside of the cold finger tube
were alsomeasured using a CMM. The clearance seal gaps were then
calculated using the least-squares diameter of the CMMmeasurements. The
eccentricity was not measured, but an eccentricity of 1 was assumed as the
worst case for the alignment.
The leakage of the displacer shaft clearance seal wasmeasured directly using
a helium flow test and themeasurements were used to derive the clearance
seal gap used by themodel that would give an equivalent leakage. This is a
more useful way of estimating the clearance seal for the purposes ofmodelling
the cooler performance because it means that the seal leakage predicted by
themodel should be a better representation of the seal leakage in the cooler.
Themethod used to calculate the clearance seal gap used as amodel input is
described in Section 5.4.1. There was no need to account for the eccentricity
of the seal because the gapwas derived from the flowmeasurements with the
assumption of no eccentricity.
It is important to account for thermal expansion and contraction when
calculating the clearance seal gaps. For example, the compressor pistons of
the Small Scale Cooler aremade of plastic and expandmore than themetal
bore if they are running at a high temperature. This reduces the size of the
clearance seal. For the cases used to validate themodel, the body temperature
of the cooler was slightly above room temperature, so the input gap sizes of
the piston clearance seals and the shaft clearance seal were reduced. In the
appendix gap, the plastic displacer tube shrinks away from the cold finger
tube; the cold end gap used in themodel was increased to account for this.
The displacer tube is packedwith regenerator meshwhich is metal and does
not shrink asmuch as the plastic displacer tube. However, it was assumed that
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this did not prevent the contraction of the displacer tube as themesh is
porous and not very rigid.

5.1.2 Spatial Resolution
Before themodel results could be compared to themeasured data, it was
necessary to determine the required spatial resolution of themodel. If the
spatial resolution is too low, it can have a significant impact on the predicted
cooling power. The spatial resolution is most important in the regenerator
because the large temperature gradient means there are large differences in
the properties of neighbouring cells.
The effect of adjusting the number of regenerator cells on the cooling power
at 78K is shown in Figure 5.1. The 78K case was selected because this is the
operating point the cooler design was optimised for. It can be seen that, if
more than 15 cells are used, the cooling power asymptotically approaches a
value as the resolution is increased. This is a useful indicator to check that the
model is functioning correctly. The difference in cooling power between using
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Figure 5.1: A plot showing how themodelled cooling power predicted by the RAL
Third-OrderModel is affected by the number of regenerator cells for the 78K
case of the 2018 Small Scale Cooler.
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50 and 60 regenerator cells is only around 0.5mW so increasing the
resolution further was deemed unnecessary. All further modelling was carried
out using 60 regenerator cells.
Adjusting the number of cells in the transfer line and clearance seals had a
negligible effect on the predicted cooling power. For all further modelling, six
cells were used for the transfer line and one cell was used for both the
compressor piston and displacer shaft clearance seals.

5.1.3 PerformanceModelling
The primary function of themodel is to predict the cooling power of a cooler
for given operating conditions. The predictions of themodel have been
compared to themeasured performance of the Small Scale Cooler.
A load line was taken for the 2018 Small Scale Cooler by applying a range of
heat loads and recording the cold tip temperature. The amplitudes and phases
of the compressor pistons and the displacer were adjusted tomaximise the
cooling power at each point for 22Wof electrical input power. The test setup
is shown in Figure 5.2.

Figure 5.2: A photograph of the 2018 Small Scale Cooler undergoing
performance testing.
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To compare the results to themodel, themeasured displacer and compressor
position waveforms and themeasured temperatures were used as inputs. The
model was run to find the cooling power it predicts. The results are plotted in
Figure 5.3.
The cooler was alsomodelled using Sage (see Section 2.4.3), with the same
inputs where possible. Themain differences in the inputs were related to the
compressor piston clearance seals and the appendix gap. Sage is not able to
account for the eccentricity of the clearance seals, so the compressor seal gap
used in the Sagemodel was a factor of 2.5 13 larger than the gap in the RAL
Third-OrderModel to ensure that the flow resistance was identical for both
models. This factor comes from the fact that a full eccentricity increases the
flow rate by a factor of 2.5 (see Equation 3.82) and that the flow rate is
proportional to the cube of the gap size (see Equation 5.7). Sage is unable to
simulate tapered appendix gaps (see Section 6.1), so the appendix gap size
used in the Sagemodel was themean gap size of the RAL Third-OrderModel.
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Figure 5.3: A plot comparing themeasured cooling powers of the 2018 Small
Scale Cooler at different cold tip temperatures with the cooling powers
predicted by the RAL Third-OrderModel and Sage.

157



CHAPTER 5. MODEL VALIDATION

Although the appendix gapwas assumed to be eccentric in the RALmodel, the
gapwas not increased in the Sagemodel because this would alter the shuttle
losses. The results of the Sagemodel are also plotted in Figure 5.3.
It can be seen that both the RAL Third-OrderModel and Sage overpredict the
cooling power by a similar amount across the entire load line. This suggests
that either bothmodels incorrectly simulate some aspect of the cooler or that
there is an issue with the input parameters. Possible causes of this
discrepancy are discussed in Section 5.1.6.

Operational Losses
Models can be used to analyse the individual loss mechanisms of a Stirling
cooler. Looking at the loss mechanisms can provide a clearer picture of why a
cooler performs the way it does compared to looking only at the net cooling
power (the cooling power available at the cold tip). Comparing the loss
mechanisms of different models can also be useful for determining why they
give different predictions of the net cooling power.
The net cooling power can be thought of as the difference between the gross
cooling power and the sum of the loss mechanisms. The gross cooling power is
the rate of pressure-volumework done by the gas on the displacer in the
expansion chamber. When the gas does work, it cools and absorbs heat from
its surroundings. Only some of this is useful cooling; the remainder of the heat
absorbed by the gas comes from the loss mechanisms described in Section
3.15.1.
The pressure-volume relationship at the expansion chamber predicted by the
twomodels is plotted in Figure 5.4. The gross cooling power can be calculated
bymultiplying the area of the pressure-volume loop by the operating
frequency. The plot shows that there is good agreement between themodels,
although the gross cooling power is slightly higher for the RAL Third-Order
Model because its pressure swing is larger.
Figure 5.5 compares the gross cooling power, net cooling power and total
losses predicted by the twomodels. The total losses are calculated by
subtracting the net cooling power from the gross cooling power. It shows that
there is good agreement between themodels for all three of these quantities.
Both the gross cooling power and net cooling power are larger for the RAL
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Figure 5.4: A plot of the expansion chamber pressure-volume loops predicted by
the RAL Third-OrderModel and Sage for the 78K case of the 2018 Small Scale
Cooler (shown in Figure 5.3). The area of the loop represents the gross cooling
energy per cycle. The paths have a clockwise direction because work is being
done by the gas on the cold end of the displacer.
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Figure 5.5: A plot of the gross cooling power, net cooling power and total losses
predicted by the RAL Third-OrderModel and Sage for the 78K case of the 2018
Small Scale Cooler.
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Third-OrderModel by a similar amount; because of this, the total losses of the
twomodels are almost identical. This plot also highlights the difficulties
involved in predicting the performance of Stirling cryocoolers. Because the
net cooling power is small compared to the gross cooling power and the total
losses, any errors in the estimation of these two quantities will result in a
larger relative error in the net cooling power, which is the difference between
them.
The differences between the twomodels can be seen by comparing the
contributions of each individual loss mechanism. The RAL Third-OrderModel
calculates the contribution of each loss mechanism by using the length-
averagingmethod described in Section 3.15.1. The sum of these loss
mechanisms differs from the total losses given in Figure 5.5 by 0.02%, showing
that the length-averaging gives accurate results.
A similar length-averagingmethodwas used to calculate the individual loss
mechanisms for the Sagemodel. Sage reports the size of most of the loss
mechanisms along the length of the cold finger; however, the sizes of the
regenerator and appendix gap enthalpy transport are only reported at either
end. The size of the enthalpy transport along the length of the cold finger was
calculated by averaging the product of the volume specific total energy and
the volumetric flow rate over a cycle. This was then scaled so that it matched
the reported enthalpy transport at either end. Summing all the length-
averaged losses gave a total loss that was 3.3% lower than given in Figure 5.5.
The largest uncertainty was in the calculation of the enthalpy transport losses,
so these were scaled tomake the total losses match.
The contribution of the individual loss mechanisms predicted by the two
models is shown in Figure 5.6. The plot shows that themodels give
significantly different predictions for enthalpy transport and shuttle loss. This
may be due to the different ways that these losses are calculated. Sage uses an
analytical formula to calculate the shuttle losses, and this is done separately
from the rest of the simulation. The RAL Third-OrderModel calculates the
shuttle losses as the simulation is running and allows the shuttle losses to be
affected by the flow of gas in the cooler. It appears that this interaction
reduces the appendix gap enthalpy losses at the expense of increasing the
shuttle losses.
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Figure 5.6: A plot comparing the losses predicted by the RAL Third-OrderModel
with the losses predicted by Sage for the 78K case of the 2018 Small Scale
Cooler.

The other factor to consider is that Sage simulates the appendix gap as being a
constant size along its length, whereas the RAL Third-OrderModel can
simulate it as being tapered. This may help explain why the appendix gap
enthalpy transport is lower for the RAL Third-OrderModel; the small gap at
the warm end reduces the flow of gas. This is discussed inmore detail in
Section 6.1.
The gas and solid conduction losses are similar for bothmodels. This is
unsurprising as bothmodels simulate these effects in a similar manner. Sage
reports the cold finger and displacer conduction as a combined loss, so these
losses from the RAL Third-OrderModel have also been combined. Sage does
not account for radiation losses and conduction along theMLI, but the RAL
Third-OrderModel indicates that these losses are small.

5.1.4 Uncertainty and Sensitivity Analysis
Uncertainty analysis and sensitivity analysis are useful tools for assessing the
relative importance of themodel inputs and empirical correlations. They can
provide guidance on how accurately themodel will be able to predict the
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performance of a cooler. This analysis was performed on the 78K case of the
2018 Small Scale Cooler.

Input Parameters
Uncertainty analysis was performed on themodel inputs. The goal of this
analysis was to determine how the accuracy of themodel is affected by
uncertainty in its inputs.
The first step was to determine the level of uncertainty of each input. These
uncertainties were estimated in different ways. For physical dimensions, the
uncertainty was estimated from the tolerance on the engineering drawings or
from themeasurement technique used if metrology was performed on the
part. The uncertainty in the regenerator meshwire diameter was determined
from themeasured variation in wire diameter over a sheet of mesh and the
uncertainty in themesh porosity was derived from the uncertainty in the wire
density. For the position waveforms of the compressor pistons and displacer,
the uncertainties were estimated from the accuracies of the electrical models
used to calculate the position. For the temperatures, a thermal model was
used to estimate the temperature differences between the sensor locations
and the surfaces in contact with the gas.
A one-at-a-time approachwas used to perform the uncertainty analysis. Each
input parameter was increased in turn to the upper limit of its uncertainty. The
cooling power of each case was then comparedwith the nominal cooling
power to find the error that this uncertainty produced.
The results are plotted in Figure 5.7. Themost significant source of error is
due to the uncertainty in the gap size of the compressor piston clearance
seals. The gap size uncertainty was derived from the uncertainty of the
alignment of the pistons in the bore; a gap size uncertainty of 3 µmwas used as
this gave a change in flow that was equivalent to changing the alignment from
centred to fully eccentric. Themeasurements of the pistons and bore
themselves had a sub-micron level of accuracy, so they were not a significant
source of uncertainty. The uncertainty in the gap size produced a very
significant change in the cooling power. The larger gap allowedmore gas to
leak past the piston, reducing the pressure swing and the gross cooling power.
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Figure 5.7: A plot of the variation in cooling power for the 78K case of the 2018
Small Scale Cooler predicted by the RAL Third-OrderModel when each of the
inputs is increased to the upper limit of its uncertainty. The inputs that resulted
in an error larger than 20mWare labelled.
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The other significant sources of error are due to uncertainties in the position
waveforms of the compressor pistons and displacer. The errors of the
electrical models used to calculate the amplitudes and phases of themotion
were assessed by correlating them against measurements takenwith a laser
position sensor. An uncertainty of 30 µmwas used for the compressor pistons
and 50µmwas used for the displacer. The electrical models could not be used
to determine themean position of the compressor pistons and displacer, so
the uncertainties were estimated from typical offsets seen in other coolers.
These uncertainties were used for themean lengths of the compression and
expansion chambers.
Adding all the cooling power errors in quadrature gives a total error of
167mW. This is a significant fraction of the total cooling power at this
operating point. The large error shows the importance of obtaining accurate
inputs for themodel. The position waveform accuracy could be improved by
directly measuring the position waveforms of themechanisms, although
installing position sensors would increase the size of the cooler. Taking
measurements of the gas flow through the clearance seals would remove the
uncertainty in the piston alignment as it would enable a gap size to be
calculated that gives a leakage equivalent to themeasured value. However,
installing the gas ports necessary to perform this flow test would increase the
size of the cooler.

Heat Transfer
The sensitivity of themodel to changes in the heat transfer correlations was
assessed. The rates of heat transfer in each region were increased by 10%
using a one-at-a-time approach.
The results are plotted in Figure 5.8. Modifying the heat transfer correlations
only has a small impact in most of the regions. The largest impact is in the
regenerator where an increase in the rate of heat transfer increases the
regenerator efficiency and increases the cooling power. Increasing the heat
transfer in the appendix gap reduces the cooling power because it increases
themagnitude of the shuttle losses. It is interesting to note that increasing the
heat transfer in the primary and secondary compression chambers reduces
the cooling power. The improved heat transfer slightly reduces the pressure
swing which reduces the gross cooling power.
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Figure 5.8: A plot of the variation in cooling power for the 78K case of the 2018
Small Scale Cooler predicted by the RAL Third-OrderModel when the rates of
heat transfer in each region are increased by 10%.

The relative error in the regenerator heat transfer correlations is estimated to
be about 10% for high peak Reynolds numbers (>1000) and about 50% for low
(<5) [51]. The typical peak Reynolds number for the Small Scale Cooler
regenerator is around 50, so the error will be between these two values. The
error of the heat transfer correlation in the appendix gap is unknown because
it is theoretical and not derived from experimental data. It may be large if the
assumptions are incorrect (see Section 3.6.8).

Friction
The friction factor in each region was increased by 10% in a similar way to the
rates of heat transfer. The results are potted in Figure 5.9. Unsurprisingly,
increasing the friction factor in the clearance seals improves the effectiveness
of the seals and improves the performance of the cooler. Increasing the
friction factor in the regenerator reduces the cooling power because it
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Figure 5.9: A plot of the variation in cooling power for the 78K case of the 2018
Small Scale Cooler predicted by the RAL Third-OrderModel when the friction
factors in each region are increased by 10%.

increases the pressure drop along its length and reduces the pressure swing in
the expansion chamber.
The friction factor correlation in the clearance seals is theoretically exact. Its
accuracy depends on the validity of the assumptions, such as the flow being
fully developed (see Section 3.6.7). The uncertainty of the friction factor
correlation in the regenerator is estimated to be around 10% [51].

5.1.5 LossMechanisms
It is possible to investigate some aspects of themodelling in isolation by
simulating tests that aim to isolate individual loss mechanisms [91]. Static loss
and dynamic loss tests were performed on the 2014 Small Scale Cooler and
these tests have been simulated using themodel.

Static Losses
The static losses include the heat load due to thermal conduction through the
gas and solid components of the cold finger and the heat load due to radiation.
Tomeasure these losses, the cooler is first run until the cold tip temperature is
below the temperature of interest. The cooler is then turned off, and the
warm-up rate is measured. This is repeatedwith a range of electrical heat
loads being applied to the cold tip. By comparing the warm-up rates with
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different electrical heat loads, the heat load due to the static losses can be
calculated. To increase the accuracy of themeasurement, the warm-up rate is
slowed by attaching a large thermal mass to the cold tip (as shown in Figure
5.10).
A comparison of measured andmodelled static losses for the 2014 Small Scale
Cooler is shown in Figure 5.11. There is good agreement between the
measured andmodelled static losses across a large temperature range, which
indicates that themodel is accurately predicting the conductive and radiative
heat loads.

Dynamic Losses
The dynamic losses aremeasured in a similar way to the static losses, but only
the compressor pistons are stopped. Themotion of the displacer results in the
total heat load being higher than in the static loss case. The displacer motion

Figure 5.10: A photograph of the 2014 Small Scale Cooler undergoing loss
mechanism testing.
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Figure 5.11: A plot comparing themeasured static losses of the 2014 Small Scale
Cooler at different cold tip temperatures with the static losses predicted by the
RAL Third-OrderModel.

introduces new loss mechanisms: shuttle losses; enhanced gas conductivity;
and regenerator and appendix gap enthalpy transport.
A comparison of themeasured andmodelled dynamic losses for the 2014
Small Scale Cooler is shown in Figure 5.12. Themodel gives a good prediction
of the dynamic losses of the Small Scale Cooler over the full range of strokes.
This indicates that themodel is accurately simulating the shuttle losses,
enhanced conductivity and enthalpy transport.

5.1.6 Model Calibration
The results from the sensitivity analyses and loss mechanismmodelling can be
used to help understandwhy themodel overpredicts the cooling power when
simulating a load line (as shown in Figure 5.3).
The results of the sensitivity analyses indicate that errors in the heat transfer
and friction factor correlations of the regenerator and in the heat transfer
correlation of the appendix gap could have a significant impact on the cooling
power. However, the static and dynamic loss test results suggest that the
model is correctly simulating the regenerator losses and shuttle losses which
depend on these correlations. The only other correlation that has a significant
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Figure 5.12: A plot comparing themeasured dynamic losses of the 2014 Small
Scale Cooler at different displacer strokes with the dynamic losses predicted by
the RAL Third-OrderModel. The cold tip was at 75K for all cases.

impact on the cooling power is the friction factor of the compressor piston
clearance seals; this may be causing the overprediction of the cooling powers.
The uncertainty analysis of the input parameters also highlights the
importance of correctly modelling the compressor piston clearance seals. An
error in the radial clearance could account for the overprediction in cooling
power, although this is unlikely because the uncertainty in the radial clearance
is mostly from the uncertainty in the eccentricity and the piston was already
assumed to be fully eccentric. Errors in the thermal expansion coefficients
would only have a small impact on the gap size because the compressor was
only just above room temperature. It appears to bemore likely that the
friction factor correlation is incorrect.
Measurements have been taken at RAL that indicate that themeasured flow
rate of gas past a clearance seal is often higher than is calculated theoretically
frommeasuring the dimensions of the piston and bore. Thesemeasurements
are presented in Section 5.4. This provides further evidence that the friction
factor correlation is underpredicting the leakage.
These results suggest that the accuracy of themodel could be improved by
increasing the clearance seal leakage predicted by themodel. This could be
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done by either adjusting the friction factor correlation or increasing the gap
sizes of the clearance seals in the input file. Increasing the gap size was chosen
because it made it easier to adjust individual seals. This method of calibration
has been previously used in the Joule-Thomson compressor model developed
at RAL and has given good results. For the Small Scale Cooler, this calibration
was only applied to the compressor piston seal gaps and the appendix gap as
these were calculated from the dimensions of the components; the displacer
shaft seal gap was calculated from flow test data so did not need to be
adjusted.
The gap of the compressor clearance seals and the appendix gapwere
adjusted to seewhat impact increasing the gaps had on the cooling power. The
sensitivity analysis indicates that increasing the compressor piston clearance
seal gap has amuch greater impact on the cooling power than increasing the
appendix gap; however, both gaps were increased by the same amount
because it is not clear why the correlation would be needed for one clearance
seal and not the other.
Figure 5.13 shows the effect that increasing the size of both gaps by 50% and
100% has on the predicted cooling power. The plot shows that the best
agreement betweenmeasured andmodelled cooling power is found if both
gaps are increased by around 50%. Applying this calibration results in the load
line to agreeing across the whole temperature range; this gives confidence
that this is an effectivemethod for calibrating themodel.

Losses with the Calibration Applied
The impact of this calibration on the powers and losses has been investigated.
A comparison of the gross cooling power and net cooling power with and
without the calibration applied is plotted in Figure 5.14. Increasing the gaps
causes a significant reduction in gross cooling power, resulting in a reduction
in net cooling power. The reduction in gross cooling power occurs because
more gas can leak past the compressor piston, reducing the pressure swing.
The changes in the individual loss mechanisms have also been analysed. The
contributions of the loss mechanisms for both cases are plotted in Figure 5.15.
The three largest changes are in the regenerator enthalpy transport, appendix
gap enthalpy transport and regenerator gas conduction. The reduction in
regenerator enthalpy transport and gas conduction is probably partly due to
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Figure 5.13: A plot showing the effect that increasing the compressor seal radial
clearance by 50% and 100% has on the net cooling power predicted by the RAL
Third-OrderModel for the 2018 Small Scale Cooler. These results are compared
to themeasured cooling power.
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Figure 5.14: A plot showing the change in the gross cooling power, net cooling
power and total losses predicted by the RAL Third-OrderModel for the 78K
case of the 2018 Small Scale Cooler when the sizes of the compressor clearance
seal gaps and appendix gap are increased. The total losses are calculated by
subtracting the net cooling power from the gross cooling power.
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Figure 5.15: A plot showing the change in the losses predicted by the RAL Third-
OrderModel for the 78K case of the 2018 Small Scale Cooler when the sizes of
the compressor clearance seal gaps and appendix gap are increased.

the increase in the compressor clearance seals. This reduces the pressure
swing, reducing themass flow of gas through the regenerator and reducing
both of these losses. The increase in appendix gap enthalpy transport is
probably caused by increasing the appendix gap. This increases the flow of gas
through the appendix gapwhich deposits more energy at the cold end. It was
found that the increased flow in the appendix gap also influences the
regenerator enthalpy transport by the transfer of heat through the displacer
tube. This is discussed further in Section 6.1.
The shuttle losses are almost unchangedwhen the clearance seal gaps are
increased. If the shuttle losses were simulated in isolation, they would be
expected to decrease when the appendix gap size is increased because the
thermal conductance across the appendix gapwould be reduced. However, it
appears that this effect is being counteracted by the increased flow in the
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appendix gap, which is acting to enhance the conduction to the gas and
increase the shuttle losses.

5.2 Validation Against the CryoBlue Cooler
The latest single-stage Stirling cryocooler that has been developed at RAL is
the CryoBlue Stirling Cooler, shown in Figure 5.16 [33]. This is a more
powerful cooler than the Small Scale Cooler and can producemore cooling
power at lower temperatures.
The cooler is still under development and has not yet undergone a full test
campaign. However, some initial results have been takenwhich have been
used to validate themodel.

5.2.1 Input Parameters
The geometry input parameters for the CryoBlue Cooler were calculated in a
similar way as for the Small Scale Cooler. However, an advantage of validating
themodel against the CryoBlue Cooler is that the seal leakages of the
compressor pistons and displacer shaft weremeasured using flow tests before

Figure 5.16: A photograph of the cold head of the CryoBlue Cooler.
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the cooler was assembled. For the Small Scale Cooler, only the shaft seal gap
was calculated in this way. The CryoBlue Cooler flow test results were used to
calculate the gaps used by themodel, as described in Section 5.4.1, and should
provide an accurate seal leakage when used in the RAL Third-OrderModel.
The flow past the appendix gapwas not measured, so this gap was calculated
frommeasurements of the displacer tube and bore. The displacer was
assumed to be fully eccentric in the cold finger tube. All of the clearance seal
gaps were adjusted to account for thermal expansion or contraction.
Another advantage is that the position waveformsweremeasured directly
using a laser position sensor for the compressor pistons and a capacitive
position sensor for the displacer. This greatly reduces the uncertainty in these
inputs.
Unlike the Small Scale Cooler, the CryoBlue Cooler contains a pressure
transducer in the transfer line. Themodel’s fill pressure input parameter was
adjusted so that themean pressure predicted by themodel matched themean
pressure recorded by this sensor.

5.2.2 Spatial Resolution
The regenerator resolution required by themodel was assessed in the same
way as for the Small Scale Cooler. The regenerator resolution of the 57K case
was varied. This case was selected because this is the operating point the
cooler design was optimised for. The results are plotted in Figure 5.17. The
results are similar to the Small Scale Cooler, and this is not surprising because
both are single-stage coolers operating at similar temperatures. A resolution
of 60 regenerator cells was selected for the further modelling.

5.2.3 PerformanceModelling
The results of the RAL Third-OrderModel are compared to themeasured
performance data in Figure 5.18. It can be seen that there is good agreement
between themodel predictions and themeasured data for all three load cases.
Because the flow past the appendix gapwas not measured, themodelling was
repeatedwith the gap increased by 50%— the calibration factor required by
the RAL Third-OrderModel whenmodelling the Small Scale Cooler
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Figure 5.17: A plot showing how the cooling power predicted by the RAL Third-
OrderModel is affected by the number of regenerator cells for the 57K case of
the CryoBlue Cooler.
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Figure 5.18: A plot comparing ameasured load line of the CryoBlue Cooler to the
performance predicted by the RAL Third-OrderModel. Themodel was runwith
themeasured appendix gap andwith the gap increased by 50%. It should be
noted that themeasured load line was takenwith a low compressor input power
and is not representative of themaximum cooler performance.
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performance (Section 5.1.6). However, it was found that this had little effect
on themodelled performance in this case.
It is reassuring to see that there is good agreement between themodel
predictions and themeasured data when simulating a cooler where the
compressor piston seal leakages weremeasured experimentally. The
predicted performance is still slightly higher than themeasured performance
by approximately 6% for the 72K case. However, this is a large improvement
when compared to the 61% error of the uncalibratedmodel for the 78K case
of the 2018 Small Scale Cooler. Themodel’s accuracy when usingmeasured
clearance seal leakages provides further evidence that the overprediction of
the cooling power of the Small Scale Cooler was due to problemswith the
clearance seal friction factor correlation.

Operational Losses
The predicted gross cooling power, net cooling power and total losses are
plotted in Figure 5.19. The plot shows that applying the calibration to the
appendix gap has little impact on any of these results.
In contrast, applying the calibration to the appendix gap has a significant
effect on the individual loss mechanisms, as shown in Figure 5.20. The impact
on the loss mechanisms is similar to what was seenwhen the calibration was
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Figure 5.19: A plot of the gross cooling power, net cooling power and total losses
predicted by the RAL Third-OrderModel for the 57K case of the CryoBlue
Cooler. Themodel was runwith themeasured appendix gap andwith the gap
increased by 50%. The total losses are calculated by subtracting the net cooling
power from the gross cooling power.
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Figure 5.20: A plot showing the losses predicted by the RAL Third-OrderModel
for the 57K case of the CryoBlue Cooler. Themodel was runwith themeasured
appendix gap andwith the gap increased by 50%.

applied to the Small Scale Cooler in Section 5.1.6. There is a large increase in
the appendix gap enthalpy transport, a reduction in the regenerator enthalpy
transport and the shuttle losses are almost unaffected.

PressureWaveform
The pressure swing predicted by themodel can be validated against data
taken from the pressure transducer in the transfer line of the CryoBlue
Cooler. Accurately predicting the pressure waveform is useful because it can
be combinedwith results from an electromagnetic model of themotors to
predict the electrical input power required by the compressor motors. The
modelled andmeasured pressure waveforms are plotted in Figure 5.21. There
is very good agreement between the waveforms; the shape, amplitude and
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Figure 5.21: A plot showing the pressure waveformmeasured in the transfer line
for the 57K case of the CryoBlue Cooler. This is compared to the results of the
RAL Third-OrderModel whichwas runwith themeasured appendix gap andwith
the gap increased by 50%.

phase are very similar. Applying the calibration to the appendix gap has very
little impact on the pressure waveform.

5.2.4 Displacer Forces
The RAL Third-OrderModel can be used to predict the gas forces acting on
the compressor pistons and displacer (see Section 3.1). It is useful to know the
gas forces when designing a Stirling cooler because they affect the dynamics
of the system. If the gas forces are known, it is possible to optimise the
geometry, movingmasses and spring rates of the cooler so that the required
position amplitudes and phases can be achievedwithminimal motor power.
For example, the diameter of the displacer shaft can be adjusted to affect the
pressure forces acting on the displacer. If the gas forces on the displacer can
be predicted with sufficient accuracy, it is possible to design a cooler that will
not require a displacer motor at all and can be driven pneumatically (see
Section 2.2.1).
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The accuracy of the displacer gas force prediction was assessed for the
CryoBlue Cooler. The gas force is difficult tomeasure directly while the cooler
is operating, but it is possible to derive it. This can be done by subtracting the
other known forces from the force required to produce themotion of the
displacer. The resultant force is the gas force.

Fgas = Fmotion − Fmotor − Fspring − Fdamping (5.1)
These forces are plotted in Figure 5.22. Themotion force is calculated from
the position waveform of the displacer x, which wasmeasuredwith a
capacitive position sensor, and themovingmass of the displacerm.

Fmotion = m ẍ (5.2)
The other forces are calculated using themotor constant kmotor , spring rate
kspring and damping constant cdamping , which are determined from separate
motor characterisation tests. The displacer motor current I is measured
during operation using a current probe.

Fmotor = kmotor I (5.3)
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Figure 5.22: A plot showing themeasured and derived forces acting on the
displacer for the 57K case of the CryoBlue Cooler.
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Fspring = −kspring x (5.4)
Fdamping = −cdamping ẋ (5.5)

Figure 5.23 compares the gas force derived from thesemeasurements with
the displacer gas force predicted by themodel.
There is good agreement between the amplitude, shape and phase of the force
waveforms. The gas force appears to be unaffected by applying the calibration
to the appendix gap.
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Figure 5.23: A plot comparing the gas forces calculated by the RAL Third-Order
Model for the 57K case of the CryoBlue Cooler with the gas force derived from
measurements, shown in Figure 5.22. Themodel was runwith themeasured
appendix gap andwith the gap increased by 50%.
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5.3 Validation Against the Breadboard Cooler
The Breadboard Cooler, described in Chapter 4, was tested under a range of
different conditions in order to validate themodel over a wide parameter
space. The cooler was tested with fill pressures of 5, 10 and 15bar and a range
of heat loads were applied to the two stages. Each of these tests were
repeatedwith andwithout cryogenic pressure sensors. The cryogenic
pressure sensors are useful for verifying themodelled pressure waveforms
but add a significant heat load to the stages.
The resonant frequencies of the compressor and displacer motors were not
matched, so it was not possible to run both themechanisms at full stroke at
the same frequency (see Section 4.2). As a compromise, the cooler was run at
20Hz, which is between the resonant frequencies of the displacer and the
compressor motors, and themotors were driven so that they were near their
electric current limit. The phasing between the compressor and displacer
drive waveformswas chosen so that the gross cooling power at the second
stage expansion chamber wasmaximised; this gross cooling power was
calculated from themotion of the displacer and the pressure waveform at the
expansion chamber. The amplitude and phase of the drive waveformswas set
for each fill pressure when there was no heat load andwith the cryogenic
pressure sensors attached. The drive waveformswere then kept constant for
all the other measurements at that fill pressure (for the different heat loads
andwith andwithout cryogenic pressure sensors).

5.3.1 Measured Performance
Figure 5.24 shows the loadmaps of the cooler at the three fill pressures
without cryogenic pressure sensors.
The loadmaps show that the best performance was achieved at the 10bar fill
pressure. The performance is muchworse for the 5 bar case, although the
second stage base temperature is similar. It can be seen that the temperature
of the second stage is not much lower than the temperature of the first stage
for any of the 10 and 15bar load cases. Themodel has been used to
investigate why this is the case and this is discussed in Section 5.3.4.

181



CHAPTER 5. MODEL VALIDATION

60 80 100 120 140 160 180

1st stage temperature (K)

50

100

150

200

2n
d 

st
ag

e 
te

m
pe

ra
tu

re
 (

K
)

5 bar

0 W
1 W

2 W

0 W

0.5 W

1 W

1st stage

2nd stage

60 80 100 120 140 160 180

1st stage temperature (K)

50

100

150

200

2n
d 

st
ag

e 
te

m
pe

ra
tu

re
 (

K
)

10 bar

0 W
1 W

2 W

0 W
0.5 W

1 W

1st stage

2nd stage

60 80 100 120 140 160 180

1st stage temperature (K)

50

100

150

200

2n
d 

st
ag

e 
te

m
pe

ra
tu

re
 (

K
)

15 bar

0 W
1 W

2 W

0 W
0.5 W

1 W

1st stage

2nd stage

Figure 5.24: Plots showing the performance of the Breadboard Cooler at three
different fill pressures without the cryogenic pressure sensors. The annotations
show the heater power that was applied to the stages for each point.
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5.3.2 Input Parameters
The critical geometry of the two-stage cooler wasmeasured prior to assembly
so that themeasurements could be used to calculate themodel inputs. For
example, the wall thicknesses of the cold finger tubes weremeasured using a
coordinatemeasuringmachine. The sensors used tomeasure the pressures,
temperatures and position waveforms are described in Section 4.2. The
model’s fill pressure input parameters were adjusted so that themean
pressures predicted by themodel matched themean pressures recorded by
the pressure sensor in the transfer line.
The clearance seal gaps of the compressor pistons and the displacer shaft
were derived from helium flow test measurements, using themethod
described in Section 5.4.1. The calculated gaps should provide an accurate
seal leakage when used in the RAL Third-OrderModel. It was not possible to
carry out flow tests on the appendix gaps, so their sizes were calculated from
the dimensions of the displacer tubes and cold finger tubes. Full eccentricity
was assumed because there was some rubbing between the displacer tube
and the cold finger tube. All the clearance seal gaps were adjusted to account
for thermal expansion.

5.3.3 Spatial Resolution
The impact of the spatial resolution of the regenerators was assessed for the
10bar case, with 1Wof heat load on the first stage, 0.5Won the second and
without cryogenic pressure sensors. This case was selected because it was the
middle of the fill pressure and heat load ranges. The number of cells in each
stage were varied together so that both stages contained the same number of
cells.
The results are shown in Figure 5.25. The cooling power does not change
significantly when the number of cells in the regenerators is increased past 40.
For the furthermodelling, a resolution of 40 regenerator cells was selected for
both stages.

5.3.4 PerformanceModelling
The load cases plotted in Figure 5.24were simulated using themodel. The
initial results are plotted in the first column of Figure 5.26. There is good
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Figure 5.25: A plot showing how the cooling power predicted by the RAL Third-
OrderModel is affected by the number of regenerator cells for the Breadboard
Cooler. Themodelled case was the 10bar, 1W, 0.5W case without cryogenic
pressure sensors.

agreement for the 5 bar cases. However, for some of the 10 and 15bar cases,
themodel overpredicts the cooling power at the second stage. The error in
the cooling power does not seem to be constant. This is shown by the
distortion of the grids of predicted cooling power for the 10 and 15bar cases.
Is in unlikely that the errors are caused by incorrectly predicting the gross
cooling power because this would result in an almost constant offset, as was
seenwith the Small Scale Cooler. Instead, the errors may be due to a loss
mechanism that varies in magnitude for the different cases.
The calibrationmethod used for the Small Scale Cooler was attempted for the
Breadboard Cooler. Because the compressor piston and displacer shaft
clearance seal gaps were calculated from flow tests, they were not increased
but the appendix gap size was. It was found that increasing the appendix gap
size for both stages had a significant impact on the predicted cooling power.
Both gaps were initially increased by 50%, but it was found that a better
match between themeasured andmodelled results was obtainedwhen both
gaps were increased by 40%.
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Figure 5.26: Plots comparing themeasured cooling powers of the Breadboard
Cooler with the cooling powers predicted by the RAL Third-OrderModel. The
cases are the same as the ones plotted in Figure 5.24. The letter of eachmodelled
case indicates whichmeasured case the input parameters were taken from.
Measured andmodelled cases with the same letter have the same temperatures
and compressor and displacer amplitudes and phases.
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The results with the calibration applied are plotted in the second column of
Figure 5.26. Increasing the size of the first and second stage appendix gaps by
40% had a dramatic impact on the cooling powers for the 10 and 15bar cases.
The grids of modelled cooling powers with the calibrated appendix gaps have
similar spacings to themeasured cooling powers. This suggests that themodel
is correctly simulating the relationships between the stage temperatures and
the cooling powers. The small offsets between the grids of measured and
modelled cooling could be caused by effects that are independent of the stage
temperatures. The errors may be due to inaccuracies in the input parameters,
and this has been investigated further by performing a sensitivity analysis (see
Section 5.3.5).

Operational Losses
The gross cooling powers and loss mechanisms have been examined to
investigate what causes the large change in cooling power when the appendix
gaps are increased. The predicted gross cooling power, net cooling power and
total losses for one of the cases is shown in Figure 5.27. The contribution of
each loss mechanism is shown in Figure 5.28. The selected case was the
10bar, no cryogenic pressure transducer case where 1Wwas applied to the
first stage and 0.5Wwas applied to the second stage (the 10bar case “e” in
Figure 5.26).
Figure 5.27 shows that the gross cooling power is almost unchanged by
increasing the size of the appendix gap. The change in the net cooling power is
mostly due to a change in the total losses for each stage. This plot also
highlights the difficulty in predicting the net cooling power at the first stage
for this case, as the net cooling power is only a small fraction of the gross
cooling power.
Figure 5.28 shows that increasing the size of the appendix gaps has a similar
effect on the individual loss mechanisms as was seenwhenmodelling the
Small Scale Cooler and the CryoBlue Cooler. There is a dramatic increase in
the appendix gap enthalpy transport, a reduction in the regenerator enthalpy
transport and little impact on the shuttle losses.
If increasing the appendix gaps by 40%makes the simulationmore realistic, it
may explain the poor second stage cooling performance for the 10 and 15bar
cases. The increased flow through the appendix gapmeant the regenerator
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Figure 5.27: Plots showing the gross cooling power, net cooling power and total
losses predicted by the RAL Third-OrderModel for the no pressure transducer,
10 bar, 1W, 0.5W case of the Breadboard Cooler. The results with themeasured
appendix gap andwith the gap increased by 40% are shown. The total losses for
each stage are calculated by subtracting the net cooling power from the gross
cooling power.
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Figure 5.28: Plots showing the losses predicted by the RAL Third-OrderModel
for the no pressure transducer, 10 bar, 1W, 0.5W case of the Breadboard
Cooler. The results with themeasured appendix gap andwith the gap increased
by 40% are shown.
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was being bypassed, and the warm gas was flowing straight to the second
stage. This was less of a problem for the 5 bar cases because the lower
pressure gas transports less enthalpy. This allowed the second stage to reach
amuch lower temperature than the first stage.

PressureWaveforms
Themeasured pressure waveforms in the transfer line and expansion
chambers have been compared to the waveforms predicted by themodel.
Comparing the pressure waveforms in the expansion chambers is particularly
useful because these determine the gross cooling powers. Themeasured and
modelled pressure waveforms of the 10bar, 1W, 0.5W case are plotted in
Figure 5.29.
Figure 5.29 shows that themodel accurately predicts the amplitudes and
phases of the pressure waveforms at the three locations. Increasing the
appendix gap causes very little change in themodelled pressure waveforms.
Themodel correctly predicts that most of the pressure drop along the cold
finger occurs in the first stage; there is very little difference in the pressure
waveforms of the two expansion chambers for either themeasured or
modelled data. Themeasured andmodelled pressures were also similar for all
the other fill pressures and heat loads.

Mean Pressures
A potential issue with linear compressors is that themean position of the
piston can drift when they are in operation [92]. When the gas in the primary
compression chamber is compressed, the high pressure gas leaks through the
compressor piston clearance seal into the compressor backshell; when the gas
is expanded, lower pressure gas leaks from the backshell into the compression
chamber. Because the high pressure gas has a higher density, there is a net
flow of gas into the backshell. This results in themean backshell pressure
being higher than themean pressure in the working volume. This pressure
differential applies a force to the piston, pushing it forwards.
The Breadboard Cooler has piezo-resistive pressure transducers in the
transfer line and compressor backshell that are able tomeasure themean
pressures in these regions. The pressure in the transfer line is likely to be very
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Figure 5.29: Plots comparing themeasured andmodelled pressure waveforms
for the 10bar, 1W, 0.5W case with cryogenic pressure sensors installed. These
cryogenic pressure sensors at the first and second stage expansion chambers can
only measure the pressure fluctuations and are unable tomeasure themean
pressure. It has been assumed that themean pressure at the expansion
chambers is the same as in the transfer line.
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similar to the pressure in the primary compression chamber due to their
proximity. Therefore, themeasurements of the pressure transducers can be
used to investigate the pressure differential caused by themotion of the
pistons.
Themeasured andmodelledmean pressures of the 10bar, 1W, 0.5W case
are presented in Table 5.1. The table shows that themodel correctly predicts
that themean backshell pressure is higher than themean transfer line
pressure but that it incorrectly predicts themagnitude of this effect.
The table also shows the predicted piston offset, calculated from the pressure
difference, piston area and spring stiffness. The predicted offsets for both the
measured andmodelled pressure differences are small compared to the
maximum stroke amplitude of 7mm. Themean position drift does not appear
to be a significant issue for this type of cooler as it could be easily corrected by
applying a small DC bias to the drive current waveform. If the piston offset is
found to be an issue when developing coolers in the future, it would be
worthwhile investigating this effect further to determine the cause of the
discrepancy between themeasured andmodelled pressure differences.

5.3.5 Uncertainty and Sensitivity Analysis
Uncertainty and sensitivity analyses was performed for the 10bar, 1W, 0.5W
case without cryogenic pressure sensors. The appendix gap calibration was
applied for the nominal case (both gaps increased by 40%).

Table 5.1: A table showing themeasured andmodelled pressures of the
compressor backshell and transfer line of the Breadboard Cooler for the 10bar,
1W, 0.5W case. The table also shows the differences between the two pressures
and themean piston offsets calculated from these pressure differences. The
modelled data is with the appendix gaps increased by 40%.

Mean pressure (bar) Pressure
difference (mbar)

Predicted
offset (µm)Compressor

backshell
Transfer
line

Measured 10.36 10.27 93.69 413.7
Modelled 10.33 10.30 27.36 120.8
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Input Parameters
The approximate uncertainties of each input variable were estimated in a
similar way to uncertainties of the Small Scale Cooler inputs (Section 5.1.4).
Themost significant difference was in the errors of the displacer and
compressor positionmeasurements. The displacer of the Breadboard Cooler
has a capacitive position sensor, so the uncertainty in its position is low. The
compressor piston position uncertainty is high because it is estimated from
the pressure swing in the compressor backshell. The amplitude of the
pressure swing is dependent on the volume of the backshell, which was
estimated by taking the value from the compressor’s data sheet and adding
the approximate volume of the pressure sensor. Because this volumewas not
measured directly, its uncertainty is quite high.
The uncertainty analysis was carried out using the one-at-a-timemethod
discussed in Section 5.1.4. The results of the uncertainty analysis are plotted
in Figure 5.30. They show that the uncertainty in the compressor amplitude is
a significant source of cooling power error for both stages. Increasing the
compressor amplitude to the upper limit of its uncertainty increased the
cooling power at both stages. This result highlights the importance of
accurately measuring the compressor piston positions when validating the
model; it would have been better to use a capacitive position sensor, as was
used on the displacer.
The other significant source of error is due to the uncertainty in the size of the
appendix gaps. The uncertainties in the appendix gap sizes were calculated by
combining two sources of uncertainty. Firstly, the alignment between the
displacer tube and the cold finger tube can affect the flow resistance and this
effect was represented as an uncertainty in gap size. Secondly, there was
uncertainty in the coefficient of thermal expansion of the displacer tubewhich
influences the appendix gap size in the cold region of the cooler. Increasing the
size of the appendix gap at the warm end of the first stage to the upper limit of
its uncertainty causedmore gas to flow through the gap and resulted in a large
increase in the enthalpy transport loss at the first stage. Similarly, increasing
the size of the second stage appendix gap increased the level of enthalpy
transport from the first stage to the second stage. This increases the cooling
power at the first stage at the expense of cooling power at the second stage.
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Figure 5.30: Plots of the variations in cooling powers of the Breadboard Cooler
predicted by the RAL Third-OrderModel when each of the inputs is increased to
the upper limit of its uncertainty. The no pressure transducer, 10 bar, 1W, 0.5W
case with both appendix gaps increased by 40%was used for the nominal inputs.
The inputs that resulted in an error larger than 100mW for the 1st stage and
25mW for the 2nd stage are labelled.
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Adding all errors in quadrature gives a total error of 642mW for the first
stage and 168mW for the second stage. The uncertainties in the input
parameters may be the cause of the errors in cooling power seen in the second
column of Figure 5.26 because the errors are similar in magnitude.

Heat Transfer
A heat transfer sensitivity analysis was performed using the one-at-a-time
method discussed in Section 5.1.4. The impact on the cooling power at the two
stages is plotted in Figure 5.31.
It can be seen that the largest change in the first stage cooling power is caused
by increasing the heat transfer in the first stage regenerator. Improved heat
transfer improves the effectiveness of the regenerator. The peak Reynolds
number in this region was around 25, so the error is between 10% and 50%
(see Section 5.1.4). The uncertainty of the heat transfer in this region could
have a large impact on the cooling power.
Modifying the heat transfer in the first stage appendix gap also results in
significant change in the first stage cooling power. Increasing the heat transfer
in this location increases themagnitude of the shuttle losses. As stated in
Section 5.1.4, the heat transfer correlation in this region is theoretical, and the
uncertainties may be large if the assumptions are incorrect.
Increasing the heat transfer in the second stage appendix gap has an impact
on the cooling power at both stages. It decreases the cooling power for the
first stage but increases it for the second stage. The increase in the second
stage cooling power appears to be because the increased heat transfer
reduces the enthalpy transport loss in the second stage appendix gap.
Because this reduces the enthalpy transport between the two stages, there is
a corresponding decrease in the first stage cooling power.

Friction
A friction factor sensitivity analysis was performed using the one-at-a-time
method discussed in Section 5.1.4. The results are plotted in Figure 5.32.
Increasing the friction factor of the first stage regenerator has the largest
impact on the cooling power for both stages. This is due to the large pressure
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Figure 5.31: A plot of the variations in cooling powers predicted by the RAL
Third-OrderModel for the Breadboard Cooler when the heat transfer
coefficients in each region are increased by 10%. The simulated case is the no
pressure transducer, 10 bar, 1W, 0.5W case with both appendix gaps increased
by 40%.
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Figure 5.32: A plot of the variations in cooling powers predicted by the RAL
Third-OrderModel for the Breadboard Cooler when the friction factors in each
region are increased by 10%. The simulated case is the no pressure transducer,
10 bar, 1W, 0.5W case with both appendix gaps increased by 40%.

drop in this region, as shown in Figure 5.29. The uncertainty of the friction
factor correlation in this region is estimated to be around 10% (see Section
5.1.4); however, errors in this correlation wouldmanifest themselves as errors
in the pressure drops, which are not apparent in Figure 5.29.

5.4 Clearance SealMeasurements
The validation of themodel against measurements of the Small Scale Cooler
and the Breadboard Cooler suggest that the accuracy of themodel can be
improved by applying a calibration factor to any clearance seal gap sizes that
have beenmeasured directly. It is hypothesised that the calibration factor is
required because the real flow through clearance seals is larger than is
predicted by theory if themeasured gap size is used.
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Measurements of clearance seal geometries and flow through the seals have
been taken by other researchers at RAL; this data has been used to explore
the hypothesis that the flow through clearance seals is larger than predicted
by the equations used in the RAL Third-OrderModel.

5.4.1 Theoretical Clearance Seal Flow
The flow through a clearance seal can be calculated theoretically by assuming
that the flow can be approximated as laminar flow between two parallel
plates. It is reasonable to assume that the walls of the seal are parallel rather
than forming an annulus because the gap between them is around 1000 times
smaller than the diameter. The flow is laminar in all the seals studied in this
work; the Reynolds number is low because the hydraulic diameter of the seal
is so small.
The volumetric flow V̇ per unit width z between two parallel plates of length x
and separation a depends on the pressure differential∆P and the dynamic
viscosity of the fluid µ [93, p. 10-1].

V̇

z
= ∆P a3

12µx (5.6)

For a clearance seal of a piston with diameter d, the volumetric flow can be
found by substituting the perimeter of the piston πd for z.

V̇ = ∆P πda3

12µx (5.7)

Equation 5.7 assumes that the size of the clearance seal gap is uniform. If the
piston is not perfectly aligned in the bore, the gap size will be different at
different locations around the piston, as shown in Figure 5.33. The
eccentricity ε of the piston in the bore is defined by Equation 5.8.

ε = amax − a0
a0

(5.8)

If the eccentricity is greater than 0, the gap size is a function of θ.
a(θ) = a0 (1 + ε cos θ) (5.9)
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Figure 5.33: A diagram showing a clearance seal consisting of an eccentric piston
in a bore.

The total flow through a clearance seal with an eccentric piston can be found
by integrating the flow around the seal. By starting with Equation 5.6,
substituting the arc length r dθ for z and using Equation 5.9 for the gap size,
the total volumetric flow can be calculated.

V̇ =
∫ 2π

0

∆P
12µxa(θ)3r dθ (5.10a)

= ∆P r
12µx

∫ 2π

0
(a0 (1 + ε cos θ))3 dθ (5.10b)

= ∆P r
12µx 2πa3

0(1.5ε2 + 1) (5.10c)

= ∆P πda3
0

12µx (1.5ε2 + 1) (5.10d)

The clearance seal friction factor correlation used by the RAL Third-Order
Model (Equation 3.82) results in the same relationship between flow rate and
pressure drop as given by Equation 5.10. Therefore, Equation 5.10 can be
rearranged to find the clearance seal gap required by themodel so that the
modelled seal leakage will match the leakagemeasured by a flow test. The
same eccentricity that is usedwhen calculating the gap sizemust be used as a
model input. This approachwas used for the displacer shaft seal of the Small
Scale Cooler, the compressor piston and displacer shaft seals of the CryoBlue
Cooler and the compressor piston and displacer shaft seals of the Breadboard
Cooler.
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5.4.2 Ariel Clearance SealMeasurements
Characterisationmeasurements have been performed on the piston seals of
the Ariel compressor by other researchers at RAL. This compressor is a
prototype of the one that will be used to circulate neon in the Joule-Thomson
cooler of the ESAAriel spacemission [94]. The compressor has two
compression stages, each using a piston of a different diameter. The Joule-
Thomson compressors developed at RAL use the same flexure bearing and
clearance seal technology as the RAL Stirling compressors.
Measurements of the pistons and the bores were taken using a coordinate
measuringmachine before they were assembled. Themean clearance seal gap
was calculated from thesemeasurements by fitting theoretical cylinders to
the piston and bore by using the least-squares method and then subtracting
the radii of these cylinders. Thesemeasured gaps are presented in Table 5.2.
Flowmeasurements were taken for both clearance seals. Helium gas at above
atmospheric pressure was applied to one side of the seal with the other side at
atmospheric pressure. The gas flowwasmeasured using a thermal mass flow
meter. The flow rate wasmeasured at three different pressures in both
directions for each seal. Themass flowwas converted to amean volumetric
flow for comparison with the theoretical model. This was done by dividing the
mass flow by the average of the gas density at either side of the seal,
calculated from pressure and temperaturemeasurements. The results are
plotted in Figure 5.34.
The eccentricity of the pistons in the bores is difficult to quantify. The plastic
pistons had been aligned by heating them until the thermal expansion caused
them to grip the bore. Theywere then glued to the shaft so that they remained
centred when they cooled back down. It was not possible tomeasure the
alignment directly, but, by applying a sinusoidal current to themotor and

Table 5.2: A table showing themeasured gap sizes of the Ariel compressor piston
clearance seals and the gap increases required to fit themodelled flow
resistances to themeasured values.

Measuredmean
gap (µm)

Assumed
Eccentricity

Required gap
increase

Piston 1 10.8 0 41.8%
Piston 2 11.4 0 41.7%
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Figure 5.34: Plots showing the flow resistancemeasurements of the Ariel
compressor piston clearance seals. Themodelled relationships between pressure
drop and flow rate are also plotted for themeasured and increased gap sizes.

looking for hysteresis in the position waveform, the friction between the
pistons and the bore could be quantified. No friction wasmeasured at any
point in the strokes of the twomotors, so it was assumed that the pistons were
centred in the bores with 0 eccentricity.
The flowmeasurements can be compared to the flow predicted by Equation
5.10. The predicted relationship between pressure drop and flow rate is
shown by the solid line in Figure 5.34. It can be seen that this greatly
overestimates the pressure drop. The gaps were increased by a scale factor to
fit the theoretical flow resistance to themeasured values, as shown by the
dashed line in Figure 5.34. The required increases in the gaps are presented in
Table 5.2. It is not clear why the theoretical model does not accurately predict
the relationship between pressure drop and flow rate; this is discussed further
in Section 5.5.1.

5.5 Summary of theModel Validation
The results presented in this section show that the RAL Third-OrderModel
can accurately simulatemany aspects of Stirling coolers. There is good
agreement between themodelled andmeasured data for the static losses and
dynamic losses of the Small Scale Cooler; the cooling powers, pressure
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waveforms and displacer forces of the CryoBlue Cooler; and the pressure
waveforms of the Breadboard Cooler.

5.5.1 Clearance Seal Correlations
It appears that the clearance seal flow correlation used by themodel is wrong.
The cooling power predictions of themodel can be improved by using
clearance seal gap sizes that are larger than themeasured gaps. Using a
calibration factor of 50% gave the closest results for the Small Scale Cooler
and a factor of 40% gave the closest results for the Breadboard Cooler.
The calibration factors required by themodel tomatch the cooling powers are
very similar to the calibration factors required by the Ariel compressor pistons
tomatch the theoretical prediction to themeasured values, as can be seen in
Table 5.3. This provides evidence that the flow resistance of clearance seals is
lower than is predicted theoretically.
One significant difference between the clearance seals simulated by the
model and the clearance seals of the Ariel compressor pistons is the assumed
eccentricity. For the Ariel pistons, no rubbing between the pistons and bores
was observed, so the eccentricity was assumed to be 0. For all the seals

Table 5.3: A table showing themeasured dimensions of the clearance seals
simulated by themodel where the flow resistance had not beenmeasured. The
table also shows the gap increase required to fit themodelled cooling power to
themeasured value for cases where the cooling power was strongly influenced
by the gap size. These clearance seals are compared to the piston clearance seals
of the Ariel compressor, presented in Table 5.2.

Cooler Location Measured gap
(µm)

Assumed
eccentricity

Required gap
increase

Ariel Piston 1 10.8 0 41.8%*
Piston 2 11.4 0 41.7%*

Small Scale Compressor 11.8 1 50%†
Appendix 11.5–43.1 1 Unknown

CryoBlue Appendix 12–65 1 Unknown
Breadboard 1st appendix 15–230 1 40%†

2nd appendix 93.0 1 40%†
* To fit the theoretical clearance seal model to themeasured flow data.
† To fit the RAL Third-OrderModel to themeasured cooling power.

201



CHAPTER 5. MODEL VALIDATION

simulated by themodel where the gaps had not been calculated using flow
measurements, rubbing had been detected during their characterisation tests
and an eccentricity of 1 was assumed. The eccentricity has a large impact on
the flow resistance. If an eccentricity of 1 is assumed for the Ariel pistons, the
required gap increases drop to around 5%. It is probably fair to assume that
the eccentricity of the Ariel pistons is significantly less than 1 because no
rubbing was observed at any point during the characterisation tests.
It is unclear what is causing the increased flow compared to the theoretical
flow. For the Small Scale Cooler compressor piston seals and the Breadboard
Cooler appendix gap seals, it could be caused by inaccurate thermal expansion
coefficients for the plastic pistons and displacer. If these coefficients were
incorrect, the gap sizes calculated for use in themodel would bewrong.
However, any inaccuracies in thermal expansion coefficients would not impact
the Ariel results because the geometrymeasurements and flow tests for these
pistons were performed at the same temperature.
Another possible cause is that the pistons, displacer tubes and the bores are
not perfectly cylindrical: their cross sections will not be perfectly circular,
their diameters will vary along their length, their axes will not be perfectly
straight and their surfaces will not be perfectly smooth. This deviation from a
perfect cylinder is often significant when compared to the radial gap size. The
mean diameters of the cylinders were used by the RAL Third-OrderModel
and the theoretical flowmodel, but this may be an unfair approximation. The
deviation from a true cylinder will result in variations in the clearance seal gap
size and this may have a significant impact on the flow rate.
Dynamic effects may also have an impact on the flow rate. The axis of motion
of a piston or displacer may not be alignedwith the bore which would cause a
variation in the eccentricity over the stroke. However, this would not explain
the increased flow in the Small Scale Cooler and the Breadboard Cooler
because themodel already assumed full eccentricity for these cases. It would
also not explain the increased flow seen in the Ariel measurements because
the pistons were stationary. A dynamic effect that could explain the increased
flow is off-axis vibration of the piston or displacer in the bore caused by the
flow of gas past it. This could potentially affect the rate of gas flow, although it
is not clear whether this type of vibration occurs and, if it does, whether it
would cause the flow to increase or decrease.
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If the leakage of a clearance seal has beenmeasured by using a flow test, this
measured leakage can be used to calibrate the clearance seal gap used by the
model. This technique was used for compressor piston and displacer shaft
seals of the CryoBlue Cooler and resulted in accurate cooling power
predictions (6% error for the 72K case). This suggests that, although the
simulation of the flow through clearance seals requires improvement, the rest
of themodel performswell.

5.5.2 Comparisonwith Sage
The RAL Third-OrderModel predicts the cooling power for the Small Scale
Cooler with a similar accuracy to Sage. Sage also overpredicts the cooling
power by a similar amount when the nominal clearance seals are used. The
sum of the losses is broadly the same for the twomodels, although the
magnitudes of some of the individual losses are different. The results of the
RAL Third-OrderModel indicate that there is significant coupling between
some of the loss mechanisms, particularly the regenerator enthalpy transport
and the appendix gap enthalpy transport. This occurs because both flow paths
can transfer heat with the displacer tube. Sage cannot accurately simulate
heat transfer with the displacer tube because it models the displacer tube and
cold finger tube as a single object [5, p. 124].

5.5.3 Uncertainty and Sensitivity Analyses
The uncertainty and sensitivity analyses performed for the Small Scale Cooler
and the Breadboard Cooler highlight how the accuracy of the input
parameters and the empirical correlations affect the results. For both coolers,
it was found that accurately knowing the amplitudes of the compressor
pistons is very important when simulating the coolers. Installing position
sensors on future RAL coolers would be very useful for further validating the
model. The sensitivity analyses also showed the importance of the heat
transfer and friction factor correlations for the regenerator. It is important
that these are known accurately so that the pressure drop and regenerator
effectiveness can be simulated correctly.
The uncertainty and sensitivity analyses for the Small Scale Cooler and
Breadboard Cooler did not give similar results for all the parameters and
correlations. The results show that the uncertainty in the compressor piston
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clearance seal gap sizes has amuch larger impact on the cooling power in the
Small Scale Cooler than the BreadboardCooler. Thismay be because the Small
Scale Cooler has amuch smaller working volume, so any leakage has a larger
effect on the pressure swing. The uncertainty in the appendix gap sizes has a
larger impact on the cooling power for the Breadboard Cooler than for the
Small Scale Cooler. This is because the appendix gap enthalpy transport was
the dominant loss mechanism for the second stage of the Breadboard Cooler.
The uncertainty in these input parameters could be reduced by performing
flowmeasurements on the seals rather than just measuring their geometry.
The results of the uncertainty analyses showed that it may be possible to
significantly increase cooling powers byminimising the leakage through
clearance seals. In the current generation of RAL coolers, the compressor
pistons aremade of plastic and the bores aremade of metal. This means that
theremust be a significant gap between the piston and bore so that it does not
seize when the compressor gets hot and the piston expands. The appendix gap
size is mainly affected by the amount that the plastic displacer tube shrinks
when it cools down. This is not a significant issue for the first stage of a Stirling
cooler because there will still be a good gas seal at the warm end. However, it
becomes an issue for second stages because the displacer tube is cool along its
entire length. The gap sizes of the compressor pistons seals and appendix gaps
could potentially be reduced by using piston and displacer tubematerials that
have similar coefficients of thermal expansion to the bore and cold finger tube;
however, this wouldmake it difficult to align the piston or displacer by using
heat (as described in Section 4.2.2).
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Chapter 6

Model Applications
The key advantage of the RAL Third-OrderModel over other third-order
models, such as Sage, is that it simulates the geometry of the cold finger in a
way that is more representative of the cold finger of a real cooler. The RAL
Third-OrderModel simulates the interactions between all the solid and gas
regions of the cold finger and also simulates themotion of the displacer. In this
chapter, the impact of three aspects of cold finger geometry are investigated:
tapering of the appendix gap, overlap between the regenerator and the cold
tip and overlap between the regenerator and the cold head body. All these
aspects are difficult to simulate accurately with Sage but have all been found
to have an impact on the predicted cooling power.

6.1 Appendix Gap Geometry
The RAL Third-OrderModel can simulate coolers with a tapered appendix
gap, where the size of the appendix gap varies along the length of the cold
finger (as shown in Figure 6.1). This is often the case for coolers built at RAL;
the displacer tube is typically made from plastic which shrinks more than the
metal cold finger tubewhen cooled, increasing the gap at the cold end. Sage is
only able to simulate appendix gaps of a constant size; it is possible to link
multiple appendix gaps of different sizes together, but a smooth taper cannot
be achieved.
Another key advantage of the RAL Third-OrderModel is that it can simulate
the interaction of the loss mechanismswithin the appendix gap. This is
because themodel simulates the shuttle losses as part of the thermodynamic
simulation (see Section 3.7). Sage calculates the shuttle losses separately from
the thermodynamic cycle, so they do not interact with the other loss
mechanisms.
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TaperedConstantappendix gap appendix gap
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Figure 6.1: Diagrams depicting an appendix gap of a constant size and a tapered
appendix gap. The size of the appendix gap is exaggerated.

6.1.1 Modelled Cases
The RAL Third-OrderModel was used to investigate the relationship between
cooling power and appendix gap size for constant and tapered appendix gaps.
The nominal case that was selected was the 78K case of the 2018 Small Scale
Cooler. The calibration discussed in Section 5.1.6 was applied, increasing the
size of the compressor clearance seals and the size of the appendix gap at both
ends by 50%. In this nominal configuration, the appendix gap is taperedwith a
radial clearance of 17.3 µm at the warm end and 64.7 µm at the cold end. The
displacer was assumed to be fully eccentric in the cold finger tube. For the
tapered appendix gap cases, the gradient of the taper was fixed and the gap at
both ends was changed by the same amount. These cases were then repeated
with a constant appendix gap that was set to be themean gap of the tapered
cases.

6.1.2 Results
The results are plotted in Figure 6.2. At the nominal mean appendix gap size,
themodel predicts that a tapered appendix gap gives 88mWmore cooling
power than a constant appendix gap. The peak cooling power of the tapered
gap occurs at a greater mean gapwidth than for the constant appendix gap.
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Figure 6.2: Plots of the cooling power predicted by the RAL Third-OrderModel
for tapered and constant appendix gaps of different mean sizes. The nominal
case is the 78K case of the 2018 Small Scale Cooler with the clearance seal
calibration applied. The vertical dotted line in the tapered appendix gap plot
represents the nominal geometry. The plots also show how the gross cooling
power and three of the loss mechanisms are affected by changing themean gap
size. The other loss mechanisms are not plotted as they do not vary significantly
when the appendix gap is adjusted.
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CHAPTER 6. MODEL APPLICATIONS

These differences in cooling power can be explained by looking at the
individual loss mechanisms. The plots show that the tapered appendix gap
keeps the appendix gap enthalpy transport losses lower thanwhen the
appendix gap is constant. This is because the tapered gap reduces the flow
along the appendix gap by creating a restriction at thewarm end. This reduced
flow causes the peak cooling power to occur at a larger gap size. As the
appendix gap gets wider, the appendix gap enthalpy transport becomes the
dominant loss mechanism for both appendix gap geometries.
Plotting the individual loss mechanisms provides further evidence of the
interactions between them that were seen in Chapter 5. As the gap size is
increased, the enthalpy transport in the appendix gap increases and the
enthalpy transport in the regenerator decreases. This decrease can partly be
explained by the increased volumetric flow in the appendix gap, as shown in
Figure 6.3. However, this cannot be the only reason for the change in
regenerator enthalpy transport. For the 56µm tapered gap case, the
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Figure 6.3: A plot showing the volumetric flow predicted by the RAL Third-Order
Model for three different sizes of tapered appendix gap. The 41µm case is the
78K case of the 2018 Small Scale Cooler with the clearance seal calibration
applied. The plotted volumetric flows are at themidpoint of the regenerator and
themidpoint of the appendix gap (the 30th cell of 60).
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6.2. COLD TIP AND REGENERATOROVERLAP

regenerator enthalpy transport loss is negative even though there is still
significant flow through the regenerator. This can occur because themodel
simulates the conduction of heat through the displacer tube, between the gas
in the regenerator and the appendix gap.
Increasing the gap size also results in an increase in the shuttle losses. This is
surprising as the analytical equation derived by Zimmerman [42] predicts that
the shuttle losses would decrease with increasing gap size because the
conduction path across the gap is longer. The increase in the shuttle losses
appears to be caused by the increased flow of the gas in the appendix gap.

6.2 Cold Tip and Regenerator Overlap
The RAL Third-OrderModel simulates themotion of the displacer by using a
movingmesh. Themovingmesh allows themodel to simulate the flow of heat
from the gas in the regenerator, across the displacer tube and appendix gap to
the static parts of the cold finger. Depending on the position of each displacer
cell, the heat may be transferred to the body of the cold head, to a cold finger
tube or to a cold tip (see Section 3.7).
Simulating the displacer motion in this way allows themodel to predict how
changing the geometry of the static parts of the cold finger will affect the
cooling power. For example, if the cold tip is made longer, it can bemade to
overlap themean position of the cold end of the regenerator, as shown in
Figure 6.4. Increasing the overlap providesmore surface area for the heat

Overlap

Cold finger tube

Cold tip

Displacer tube
Regenerator

Expansion chamber

Figure 6.4: A diagram showing the cold tip and regenerator overlap. The dashed
vertical line represents the axis of symmetry. Themean overlap is when the
displacer is at themidpoint of its motion.
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transfer to occur, which should reduce the temperature difference between
the gas and the cold tip, improving the cooling power. However, changing the
overlap can also affect the alignment of the thermal gradients along the
displacer and the static parts of the cold finger. The shuttle losses are
increased if the gradients are not aligned. The effect of changing this overlap
cannot be assessed by using amodel such as Sage because it does not simulate
the relativemotion of the displacer and the static parts of the cold finger.

6.2.1 Modelled Cases
The RAL Third-OrderModel was used to assess the impact of adjusting the
cold tip mean overlap for the Small Scale Cooler. The nominal case was the
78K case of the 2018 Small Scale Cooler with the calibration discussed in
Section 5.1.6 applied. The length of the cold tip was varied to change the
overlap, and the length of the cold finger tubewas also varied tomaintain a
constant total cold finger length. The length of the displacer and the length of
the expansion chamber were not changed.

6.2.2 Results
The results are plotted in Figure 6.5. They indicate that an improvement in
cooling power of around 40mWcan bemade by adjusting themean overlap
between the cold tip and the regenerator. For the Small Scale Cooler, the
cooling power is maximised when the overlap is approximately zero. This is
because the temperature profile of the regenerator and the cold finger tube
would both be approximately linear if they did not interact with each other.
Setting the overlap to zero aligns these temperature profiles andminimises
the shuttle losses.
Figure 6.6 shows the temperature profile of the regenerator for two different
overlaps and helps to explain the change in the shuttle losses. It can be seen
that the regenerator temperature profile is very non-linear when there is an
8mmoverlap. This is because the heat in the gas at the cold end of the
regenerator is being conducted through the displacer wall and across the
appendix gap to the cold tip. This appears as a shuttle loss in themodel, even
though it is not caused by the displacer motion, because the displacer cells are
on different rows to the cold tip (see Section 3.15.1).
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Figure 6.5: A plot of the cooling power predicted by the RAL Third-OrderModel
as a function of themean overlap between the cold tip and the cold end of the
regenerator. The nominal case is the 78K case of the 2018 Small Scale Cooler
with the clearance seal calibration applied. The vertical dotted line represents
the nominal geometry. The plot also displays the gross cooling power and the
shuttle loss. The other loss mechanisms are not plotted as they do not vary
significantly when the overlap is adjusted.

Figure 6.5 shows that the gross cooling power decreases as themean overlap
increases. This can also be seen in the expansion chamber pressure-volume
loops, plotted in Figure 6.7. It was found that this reduction in gross cooling
power is caused by a reduction in the pressure swing. The larger mean overlap
causes a larger fraction of the gas in the regenerator to be cold. When the gas
is compressed andmoves towards the cold end, it cools and becomes denser,
reducing the system pressure. If there is more cold gas, the pressure swing is
reduced. The pressure swing is also reduced in the compression chambers, so
the input power is reduced by a similar proportion.
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Figure 6.6: A plot showing the cycle-averaged regenerator temperature profile
predicted by the RAL Third-OrderModel for two different values of mean cold
tip overlap. These are two of the cases that are shown in Figure 6.5.
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Figure 6.7: A plot of the expansion chamber pressure-volume loops predicted by
the RAL Third-OrderModel for two different values of mean cold tip overlap.
These are two of the cases that are shown in Figure 6.5.
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Zero overlapmay not be optimal for all coolers. The temperature profile of the
regenerator in low-temperature coolers may not be linear, even if the
interaction with the static parts of the cold finger is not accounted for. This is
because thematerial properties of the regenerator are temperature
dependent whichmakes the regenerator less effective at the cold end. If this is
the case, some cold tip overlapmay improve the alignment between the
temperature profiles along the displacer and the static parts of the cold finger,
reducing the losses.

6.3 Cold Head Body and Regenerator Overlap
A similar analysis has been performed at the warm end of the Small Scale
Cooler by adjusting themean overlap between the cold head body and the
warm end of the regenerator. This overlap is shown in Figure 6.8. Themetal
foam that is used to disperse the gas is not counted as part of the regenerator
because it has much less surface area than the wiremesh.

6.3.1 Modelled Cases
The impact of the cold head body overlap on the cooling power was assessed
in a similar way to the cold tip overlap. The same nominal case was used, and
the length of the cold head bodywas varied to change the overlap. The cold
finger tube length was adjusted to keep the overall length of the cold finger
constant.

Overlap

Cold finger tube

Cold head body

Displacer tube
Regenerator

Secondary
compression

chamber
Displacer shaft

Displacer inlet
Metal foam

Figure 6.8: A diagram showing the cold head body and regenerator overlap. The
dashed vertical line represents the axis of symmetry. Themean overlap is when
the displacer is at themidpoint of its motion.
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6.3.2 Results
It was found that net cooling power was not as sensitive to the cold head body
overlap as it was to the cold tip overlap. This can be seen in Figure 6.9. As the
overlap is increased, the shuttle losses increase but so does the gross cooling
power. These partly cancel each other out, so the net cooling power is only a
weak function of the overlap.
The impact of the overlap on the regenerator temperature profile and the
pressure-volume loop in the expansion chamber are shown in Figures 6.10
and 6.11.
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Figure 6.9: A plot of the cooling power predicted by the RAL Third-OrderModel
as a function of themean overlap between the cold head body and the warm end
of the regenerator. The nominal case is the 78K case of the 2018 Small Scale
Cooler with the clearance seal calibration applied. The vertical dotted line
represents the nominal geometry. The plot also displays the gross cooling power
and the shuttle loss. The other loss mechanisms are not plotted as they do not
vary significantly when the overlap is adjusted.
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Figure 6.10: A plot showing the cycle-averaged regenerator temperature profile
predicted by the RAL Third-OrderModel for two different values of mean cold
head body overlap. These are two of the cases that are shown in Figure 6.9.
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Figure 6.11: A plot of the expansion chamber pressure-volume loops predicted
by the RAL Third-OrderModel for two different values of mean cold head body
overlap. These are two of the cases that are shown in Figure 6.9.
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It does not appear that there would bemuch benefit in changing the cold head
body overlap because the nominal geometry of the cooler is already near the
optimum predicted by the RAL Third-OrderModel.

6.4 Summary of GeometryModifications
Themodel predictions indicate that all three geometrymodifications have an
impact on the cooling power and the loss mechanisms: using a constant
appendix gap can greatly increase the appendix gap enthalpy transport;
adjusting the cold tip and regenerator overlap affects the gross cooling power
and the shuttle losses; and adjusting the cold head body and regenerator
overlap also influences the shuttle losses. The RAL Third-OrderModel could
be used to optimise these aspects of the cold finger geometry. For the Small
Scale Cooler, it appears that optimisation of the cold tip and regenerator
overlap would be particularly beneficial and could lead to an increase in the
cooling power of around 8%.
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Chapter 7

Conclusion
A new Stirling cryocooler model, the RAL Third-OrderModel, has been
developed. It builds on previousmodels in the literature by simulating the
motion of the displacer andmodelling the interactions within the entire cold
finger. The results of themodel have been validated against cryocoolers
tested at RAL.
Themodel meets the requirements set out in Chapter 1. It can accurately
simulate the performance of a range of single and two-stage coolers, once a
calibration has been applied to improve the simulation of the clearance seals,
and it is able to converge quickly, thanks to a robust artificial convergence
method. This combination of accuracy and speedwill make it useful for
designing future coolers at RAL.

7.1 Summary ofWorkDone
Themodel was developed following a review of other Stirling cooler models
described in the literature. A two-stage breadboard cooler was developed to
aid themodel validation. The performance results from this cooler, along with
results from other coolers previously developed at RAL, were used to assess
different aspects of themodel. Themodel was then used to investigate the
impact of modifying the cold finger geometry of a single-stage cooler.

7.1.1 Model Development
Themodel can simulate single-stage and two-stage Stirling coolers. It can
simulate regenerators that contain different grades of mesh along their length
and can simulate different cold end heat exchanger configurations. The cold
finger geometry is fully adjustable, allowing the simulation of complex
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appendix gap geometries and overlaps between the displacer and the cold
head body or cold tip.
The geometry of the simulated Stirling cooler is split into solid and gas cells,
and the finite differencemethod is used to calculate the rate of change of
mass, energy, momentum and turbulence for the gas cells and the rate of
change of temperature for the solid cells. Themodel can use real or ideal
equations of state to evaluate the pressures and temperatures of the gas cells.
Themodel uses state-of-the-art empirical correlations for gas friction factors
and heat transfer. It can simulate frictional forces that are out of phase with
the bulk gas velocity and heat transfer that is out of phase with the bulk
temperature variation. Themodel can accurately model the turbulence state
in pipes and variable volume regions by calculating the rates of turbulence
generation and decay. A newmethod for modelling surface temperature
fluctuations for solids of a finite thickness has been derived, and it has been
implemented by adding additional cells that represent the wall surfaces.
Tracking the surface temperature fluctuations improves themodel’s accuracy
when simulating heat transfer, particularly when the solid has a low thermal
conductivity or the cooler operates at a high frequency.
Different interpolationmethods have been investigated, and theQUICK
methodwas found to be themost effective of themethods investigated. This
method requires the fewest cells to produce an accurate result while
preventing unphysical temperature oscillations.
Themodel runs until it reaches a periodic steady state. It uses a novel method
of converging the temperatures of the cold finger cells which combines two
convergence techniques, one that works well for effective regenerators and
one that is better suited to ineffective regenerators. The combination of these
methods ensures that themodel converges consistently for every cooler
geometry and operating condition that has been tested.
Themodel is written in theMATLAB programming language. It takes a
Microsoft Excel spreadsheet file as an input and outputs another spreadsheet
file that reports key information such as the cooling power and the size of each
loss mechanism. Themodel is also able to report the waveforms of the
variables over the final cycle. Themodel typically converges in less than 300
cycles, which takes approximately four hours on a desktop computer. Multiple
cases can be run in parallel by usingMATLAB’s Parallel Computing Toolbox.
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7.1.2 Breadboard Cooler Development
A breadboard two-stage Stirling cooler was developed and tested, and the
results were used to help validate themodel. This Breadboard Cooler is larger
than the two-stage coolers that have previously been built at RAL. The cooling
power of the Breadboard Cooler is restricted because it uses pre-existing
compressor and displacer motors that have different resonant frequencies;
this means that they are unable to operate at their full strokes. Despite this,
the Breadboard Cooler produced data that was very useful for validating the
model, such as cooling powers and pressuremeasurements at both stages.
The Breadboard Cooler was designed so that it is simple tomodify its
geometry. This will allow it to be adjusted to prototype different cooler
designs in the future.

7.1.3 Model Validation
Themodel was validated against performancemeasurements of three Stirling
cryocoolers that have been tested at RAL: the Small Scale Cooler, a compact
single-stage cooler; the CryoBlue Cooler, a larger single-stage cooler; and the
Breadboard Cooler that was developed as part of this project.
Themodel results closely match themeasured performance results of the
CryoBlue Cooler. However, the agreement was not as good for the Small Scale
Cooler and the Breadboard Cooler. It is believed that this is due to
inaccuracies in the clearance seal flow friction correlation. The critical
clearance seals of the CryoBlue cooler had their leakagemeasured directly
and this measured leakage was used in themodel. The leakages of the critical
clearance seals of the other coolers were not measured and only the
geometries of the seals weremeasured. Using these geometries in themodel
appears to underpredict the leakage.
Measurements carried out by other researchers at RAL have indicated that
themeasured flow rate through clearance seals is often larger than predicted
from their geometry alone. It was found that themodel could be calibrated to
agree with the results of all three coolers if the gap sizes of the clearance seals
were increased. This calibration was only applied if the size of the gap had
been calculated frommeasuring the geometry of the seal. A gap increase of
40% gave the closest predictions for the Small Scale Cooler and an increase of
50%was required for the Breadboard Cooler.
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The displacer force waveform predicted by themodel for the CryoBlue Cooler
was comparedwith a force waveform that had been derived from
measurements. There was good agreement between these waveforms; their
amplitude, shape and phase were very similar. Accurately knowing the
displacer force waveformwill allow future coolers to be designed so that the
displacer runs on resonance, minimising the required input power.
The predictions of the RAL Third-OrderModel for the Small Scale Cooler
were compared to the predictions of the commercially available Sage
software. It was found that the twomodels gave similar predictions for the net
cooling power. However, themodels disagreed on the contributions of the
individual loss mechanisms. This is because the RALmodel can simulate
interactions between the loss mechanisms that are not simulated by Sage.

7.1.4 Model Application
The RAL Third-OrderModel was used to investigatemodifications to the cold
finger geometry of the Small Scale Cooler that would be difficult to assess
with other third-order models, such as Sage. Themodel was used to look at
how tapering the appendix gap affected the cooling power. Themodel
predicted different optimummean appendix gap sizes for the Small Scale
Cooler depending onwhether the gapwas tapered or constant. Themodel
was also used to simulate how the overlap between the regenerator and the
cold tip or cold head body affected the cooling power. It was found that the
cold tip overlap had a significant effect on the predicted cooling power for the
Small Scale Cooler.

7.2 Key Findings
Several key findings from themodel development and validation have been
identified. These findings may be useful when developing other Stirling
cryocooler models or designing Stirling coolers.
• The RAL Third-OrderModel formulates the system as an initial value
problem and lets the solution variables converge to a periodic steady
state over several cycles. An alternative would have been to formulate
themodel so that the system of equations includes periodic boundary
conditions, which is the approach used by Sage [5]. It was believed that
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formulating themodel as an initial value problemwouldmake it easier to
develop as it would allow the differential equations to be solved using a
solver built intoMATLAB. However, it was found that themain
disadvantage with this approach is that it needs a complex artificial
convergencemethod to reliably converge to a periodic steady state; this
results in themodel taking a significant length of time to converge. If
periodic boundary conditions were included as part of the system of
equations, any solution to the system of equations would be converged
by definition. It is likely that this type of model would have been able to
run quicker.

• The RAL Third-OrderModel simulates the cold finger of the cooler as a
single system and can simulate the heat transfer between the different
flow paths. This allows the interactions between the loss mechanisms to
be simulated, and these interactions were found to be very significant.
However, the RAL Third-OrderModel predicted very similar total losses
to Sage for the Small Scale Cooler. It appears that the total sum of the
loss mechanisms is not strongly influenced by the interactions between
themechanisms, so amodel such as Sage would still be accurate enough
to perform the initial optimisation of a cooler. However, the fine-tuning
of the cold finger geometry discussed in Chapter 6 is only possible with
the RAL Third-OrderModel.

• It was found that the flow rate through clearance seals is often larger
than predicted from their measured geometry alone. A gap size increase
of 40-50% is required for the predicted flow to agreewith flow test data.
Using this calibration results in the RAL Third-OrderModel giving
accurate performance predictions. The leakage of some of the clearance
seals of the coolers used for themodel validation had beenmeasured
directly using a flow test. When this leakage was used as amodel input,
themodel gave good cooling power predictions. This indicates that the
rest of themodel is working well and that the issue is limited to how the
flow through the clearance seals is simulated.

• The sensitivity analysis of the Small Scale Cooler showed that the size of
compressor piston clearance seal gap has a very significant effect on the
cooling power. The piston clearance seal gaps of small coolers should be
minimised to increase the pressure swing and the gross cooling power.

221



CHAPTER 7. CONCLUSION

• Themodelling results of the Breadboard Cooler highlighted the
challenges that are present when designing long-life two-stage Stirling
coolers. When the cooler is running, the entire second stage of the
displacer tube is cold, and this causes it to shrink away from the cold
finger tube. This increases the appendix gap along the entire length of
the second stage, permitting a large amount of gas to leak past the
displacer, which severely compromises the performance of the second
stage. This issue could be addressed in future coolers by using amaterial
for the displacer tube that has a similar coefficient of thermal expansion
to the cold finger tube.

• The investigation of the impact of the overlap between the regenerator
and the cold tip and cold head body suggests that the optimum cooling
power occurs when there is approximately zero overlap at either end.
This helps to keep the temperature profiles of the regenerator and cold
finger tube linear, minimising the losses.

7.3 Suggestions for FutureWork
Themeasurements presented in Section 5.4 indicate that themeasured flow
rate through clearance seals is often larger than predicted. This provides
justification for increasing the clearance seals in themodel, which improves
themodel’s cooling power predictions. However, themeasurements were
only carried out for two clearance seals, there was noway of accurately
determining the eccentricity and it is not clear what the physical mechanism is
behind the increased flow. A study into the leakage past clearance seals would
help to providemore information onwhat calibration factor should be used in
themodel. A range of different clearance seal geometries would need to be
tested with amethod for varying the eccentricity of the seals. In addition to
physical measurements, it may be useful to model a clearance seal using 3D
computational fluid dynamics software. This would allow the simulation of
pistons and bores that are not perfect cylinders andwould allow the impact of
these imperfections to be assessed.
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Appendix A

Model Details
This appendix presents further details of the RAL Third-OrderModel. It shows
how different cooler configurations are simulated by themodel, explains how
the cooler geometry is defined and lists the inputs and outputs of themodel.

A.1 Alternative Cooler Configurations
The RAL Third-OrderModel can simulate a variety of different cooler
configurations. The configuration presented in Chapter 3 was a two-stage
cooler with annular heat exchangers (see Figure 3.3); however, other
configurations are possible. For example, Figure A.1 shows the cell
connections of a single-stage cooler and Figure A.3 shows the cell connections
of a two-stage cooler without annular heat exchangers. Figures A.2 and A.4
show the regions in the cold head that the cells correspond to.
Dedicated warm end heat exchangers are not included in themodel as they
are not present in any of the RAL coolers used for themodel validation; all of
the heat rejection in these coolers is carried out in the compression chambers
and transfer lines. It would be possible to add optional warm end heat
exchangers to themodel if they are required.
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Figure A.1: A diagram showing the connections between cells when simulating a
single-stage cooler with an annular heat exchanger. It is possible to adjust the
spatial resolution of each section by adjusting the number of cells.
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Figure A.2: A diagram showing the physical locations of the cells of a single-stage
cold finger with an annular heat exchanger. This section view only shows half of
the cold finger; the dashed vertical line represents the axis of symmetry. The cells
of this diagram correspond to the cells of Figure A.1. The dashed lines dividing
the regions show the boundaries of the cells. These lines also indicate which cells
are on the same rows of Figure A.1.
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Figure A.3: A diagram showing the connections between cells when simulating a
two-stage cooler without annular heat exchangers. It is possible to adjust the
spatial resolution of each section by adjusting the number of cells.

226



A.1. ALTERNATIVE COOLER CONFIGURATIONS

2nd stage
regenerator

1st stage
regenerator

Displacer inlet

2nd stage cold tip

1st stage cold tip

1st stage
appendix gap

2nd stage
appendix gap

Displacer tube

1st stage outlet

1st stage
expansion
chamber

2nd stage
expansion
chamber

2nd stage cold
finger tube

Secondary
compression

chamber

1st stage cold
finger tube

Cold head body

Figure A.4: A diagram showing the physical locations of the cells of a two-stage
cold finger without annular heat exchangers. This section view only shows half of
the cold finger; the dashed vertical line represents the axis of symmetry. The cells
of this diagram correspond to the cells of Figure A.3. The dashed lines dividing
the regions show the boundaries of the cells. These lines also indicate which cells
are on the same rows of Figure A.3.

227



APPENDIX A. MODEL DETAILS

A.2 Cold Finger Geometry Definition
The geometry of the cold finger is modelled in full. Themodel input
dimensions have been chosen so that themost important dimensions are the
inputs, and the other dimensions are calculated from these. For example, the
cold finger tube lengths and the displacer tubewall thicknesses are not
defined directly but are derived from the other dimensions. Themodel input
dimensions are shown in Figure A.5.
Themodel provides flexibility for defining the size of the appendix gap. The
simplest option is to define a constant gap along the length. However, in some
cases, the cold end of the displacer tubewill shrink away from the cold finger
tubewhen it gets cold, increasing the appendix gap at the cold end. This can be
modelled by providing two gap sizes as inputs. Themodel will then taper the
appendix gap between these two sizes and use linear interpolation to
calculate the sizes of the cells in the appendix gap. There is also the option to
provide the appendix gap size for the start and end of each section of the
displacer. The length of the first section is defined by the length of the inlet
holes and the lengths of the other sections are defined by the regenerator
section lengths. Specifying the size of the appendix gap for each section
individually allows for the rate of the taper to be controlled or for a stepped
appendix gap to be simulated.
The size of the appendix gap can only be varied for single-stage coolers and for
the first stage of a two-stage cooler. The second stage of two-stage coolers
must have a constant gap. This is because the gas cells in the second stage
appendix gap do not movewith the displacer but move at different rates
depending on their location (see Section 3.5.1). The relativemotion of the
displacer and gas cells would cause the cross-sectional area of the cells to vary
over the cycle and increase the complexity of the simulation. The constant gap
requirement is not typically an issue; both ends of the second stage are usually
at cryogenic temperatures so will have undergone a similar amount of thermal
contraction.
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2nd stage regenerator length

Inlet hole length

1st stage expansion
chamber length

2nd stage stroke clearance

1st stage regenerator length

Secondary compression
chamber length

2nd stage heat exchanger length

Intermediate regenerator length

1st stage stroke clearance

Secondary compression
chamber stroke clearance

1st stage expansion chamber
to 2nd stage cold finger length

2nd stage expansion
chamber length

1st stage cold finger inner diameter

1st stage cold finger wall thickness1st stage regenerator diameter
1st stage appendix gap

1st stage heat exchanger gap

2nd stage cold finger inner diameter

2nd stage regenerator diameter
2nd stage appendix gap
2nd stage cold finger wall thickness

2nd stage heat exchanger gap

Figure A.5: A schematic showing themodel input dimensions of a two-stage cold
finger with annular heat exchangers. The cold finger tube lengths and displacer
tubewall thicknesses are calculated from these inputs. The dashed vertical line
represents the axis of symmetry.

229



APPENDIX A. MODEL DETAILS

A.3 Model Input andOutput Files
The input to themodel is aMicrosoft Excel .xlsx file, with each column of the
input file representing an input case. An example of the required inputs is
shown in Table A.1. The output file is also an .xlsx file. It contains the same
data as the input file but appends the outputs of themodel (discussed in
Section 3.15). An example of the output values reported by themodel is
shown in Table A.2.
Table A.1: A table showing an example of the input parameters required by the
model. These input parameters are for the Breadboard Cooler with a fill pressure
of 10 bar, with no cryogenic pressure transducers, andwith 1W and 0.5W
applied to the first and second stages respectively. The calibration discussed in
Section 5.3.4 is applied to the appendix gaps. The precision of the input
parameters presented here has been reduced and only the first three displacer
position harmonics are shown.

Property Example Input
Primary compression chamber
Chambermaterial Stainless Steel 304
Number of pistons 2
Common bore True
Piston diameter (m) 4.83E-2
Max amplitude (m) 7.00E-3
Dead volume at max amplitude (total) (m3) 3.32E-5
Compressor backshell
Seal radial clearance (m) 1.94E-5
Seal length (m) 1.88E-2
Seal roughness (m) 1.60E-6
Seal eccentricity 0
Backshell material Stainless Steel 304
Backshell volume per compressor (m3) 1.97E-3
Transfer line
Tubematerials Stainless Steel 304, Stainless Steel 304,

Copper C103, Copper C103
Number of tubes 1, 1, 1, 1
Lengths (m) 1.96E-1, 7.00E-2, 3.30E-1, 6.70E-2
Inner diameters (m) 15.7E-3, 4.6E-3, 4.8E-3, 4.0E-3
Roughnesses (m) 8E-7, 8E-7, 8E-7, 8E-7
Secondary compression chamber
Chambermaterial Aluminium 6061-T6
Displacer shaft diameter (m) 8.69E-3
Stroke clearance from idle position (m) 4.70E-3
Dead volumewhen touching end (m3) 5.41E-6
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Table A.1 continued: A table showing an example of the input parameters
required by themodel.

Length from end stop to start of cold finger tube
(m)

5.00E-4

Displacer backshell
Seal radial clearance (m) 1.42E-5
Seal length (m) 1.70E-2
Seal roughness (m) 1.60E-6
Seal eccentricity 0
Backshell material Titanium Ti-6Al-4V
Backshell volume (m3) 6.22E-4
Displacer inlet
Inlet material Aluminium 6061-T6
Number of inlet holes 6
Hole length (m) 1.00E-2
Hole diameter (m) 8.00E-3
Hole roughness (m) 1.60E-6
Displacer tube
Tubematerial Nylon 6
1st stage inner diameter (m) 3.40E-2
1st stage regenerator
Regenerator types Foam,Mesh
Regenerator materials Inconel X-750, Stainless Steel 304
Wire diameter (m) (or foam pores per inch) 80, 0.04E-3
Porosity 0.956, 0.680
Section lengths (m) 1.90E-3, 139.6E-3
1st stage appendix gap
Radial clearances (start and end) (m) 21E-6, 322E-6
Roughness (m) 1.60E-6
Eccentricity 1
1st stage cold finger tube
Material Stainless Steel 304
Inner diameter (m) 3.93E-2
Wall thickness (m) 5.40E-4
1st stageMLI
MLI along cold finger False
MLI layers 10
MLI thickness (m) 5.0E-3
Mylar thickness (m) 6.0E-6
Aluminium coating thickness (m) 4.00E-8
2nd stage present True
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Table A.1 continued: A table showing an example of the input parameters
required by themodel.

1st stage outlet
Number of outlet holes* 12
Outlet hole diameter (m)* 3.00E-3
Outlet hole length (m)* 1.00E-2
Outlet hole roughness (m)* 1.60E-6
Intermediate stage displacer inner diameter (m)* 1.40E-2
Intermediate stage regenerator
Regenerator types* Mesh
Regenerator materials* Stainless Steel 304
Wire diameter (m) (or foam pores per inch)* 3.00E-5
Porosity* 0.743
Section lengths (m)* 1.00E-2
1st stage heat exchanger
1st stage heat exchanger present* False
Radial clearance (m)† N/A
Roughness (m)† N/A
1st stage expansion chamber
Cold tip material* Copper C103
Stroke clearance from idle position (m)* 5.75E-3
Dead volumewhen touching end (m3)* 2.28E-7
Distance from end of 1st stage cold finger tube to
interior face of 1st stage expansion chamber (m)*

1.40E-2

Distance from interior face of 1st stage expansion
chamber to start of 2nd stage cold finger tube (m)*

1.40E-2

Cold tip external diameter (m)* 9.50E-2
2nd stage displacer inner diameter (m)* 1.40E-2
2nd stage regenerator
Regenerator types* Mesh
Regenerator materials* Stainless Steel 304
Wire diameter (m) (or foam pores per inch)* 3.00E-5
Porosity* 0.743
Section lengths (m)* 1.10E-1
2nd stage appendix gap
Radial clearance (m)* 1.30E-4
Roughness (m)* 1.60E-6
Eccentricity* 1
2nd stage cold finger tube
Material* Stainless Steel 304
Inner diameter (m)* 1.60E-2
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Table A.1 continued: A table showing an example of the input parameters
required by themodel.

Wall thickness (m)* 5.00E-4
2nd stageMLI
MLI along cold finger* False
Radiation shield present* True
MLI Layers* 10
MLI Thickness (m)* 5.00E-3
Mylar thickness (m)* 6.00E-6
Aluminium coating thickness (m)* 4.00E-8
Cold end outlet
Number of outlet holes 5
Hole diameter (m) 2.50E-3
Cold end heat exchanger
Cold end heat exchanger present False
Length (m)‡ N/A
Radial clearance (m)‡ N/A
Roughness (m)‡ N/A
Cold end expansion chamber
Cold tip material Copper C103
Stroke clearance from idle position (m) 5.48E-3
Dead volumewhen touching end (m3) 5.38E-7
Distance from end of cold finger tube to interior
face of cold end expansion chamber (m)

0

Cold tip external diameter (m) 6.00E-2
Cold tip external length (m) 2.20E-2
Temperatures
Radiation background (K) 2.94E+2
Primary compression chamber (K) 3.11E+2
Transfer line (K) 3.11E+2, 3.11E+2, 3.11E+2, 2.95E+2
Secondary compression chamber (K) 2.95E+2
1st stage expansion chamber (K)* 7.94E+1
Cold end expansion chamber (K) 6.95E+1
Gas properties
Gas Type Helium-4
Fill pressure (Pa) 1.02E+6
Fill temperature (K) 2.93E+2
Cycle properties
Frequency (Hz) 2.00E+1
Compressor harmonic amplitudes (m) 3.24E-3
Compressor harmonic phases (°) -174.9
Compressor offset (forwards) (m) 0
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Table A.1 continued: A table showing an example of the input parameters
required by themodel.

Displacer harmonic amplitudes (m) 2.85E-3, 9.22E-6, 5.01E-5, . . .
Displacer harmonic phases (°) -98.6, -44.7, -220.5, . . .
Displacer offset (towards cold tip) (m) -1.80E-5
Number of cells in regions
Compressor seal 2
Transfer line 1,1,6,2
Displacer shaft seal 2
Shaft holes 2
1st stage regenerator 1, 40
1st stage outlet holes† N/A
Intermediate stage* 2
2nd stage regenerator* 40
Cold end heat exchanger‡ N/A
Heat transfer multipliers
Primary compression chamber 1
Transfer line 1
Secondary compression chamber 1
Displacer inlet 1
1st stage regenerator 1
1st stage appendix gap 1
1st stage outlet* 1
1st stage heat exchanger† N/A
1st stage expansion chamber* 1
Intermediate regenerator* 1
2nd stage regenerator* 1
2nd stage appendix gap* 1
Cold end heat exchanger‡ N/A
Cold end expansion chamber 1
Compressor clearance seal 1
Compressor backshell 1
Displacer shaft clearance seal 1
Displacer backshell 1
Friction factormultipliers
Transfer line 1
Displacer inlet 1
1st stage regenerator 1
1st stage appendix gap 1
1st stage outlet* 1
1st stage heat exchanger† N/A
Intermediate regenerator* 1
2nd stage regenerator* 1
2nd stage appendix gap* 1
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Table A.1 continued: A table showing an example of the input parameters
required by themodel.

Cold end heat exchanger‡ N/A
Compressor clearance seal 1
Displacer shaft clearance seal 1
Model options
Gas equations Real
Enable complex heat transfer True
Enable complex friction True
Enable delayed turbulence True
Number of outputs per cycle 100
Convergence criterion 1.00E-6
Convergence temperature cap (K) 5
Solver tolerance 1.00E-2
* These inputs are only required for two-stage coolers.
† These inputs are only required if a first stage heat exchanger is present.
‡ These inputs are only required if a cold end heat exchanger is present.
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Table A.2: A table showing an example of the output values produced by the
model. These output values were produced using the input parameters
presented in Table A.1. The precision of the output values presented here has
been reduced and only the first two harmonics are shown.

Property ExampleOutput
Forces
Compressor harmonic amplitudes per piston (N) 1.64E+2, 4.08E+0, . . .
Compressor harmonic phases (°) 47.1, 267.3, . . .
Compressor mean force per piston (N) 3.01E+0
Displacer harmonic amplitudes (N) 2.92E+1, 7.61E-1, . . .
Displacer harmonic phases (°) 210.4, 131.3, . . .
Displacer mean force (N) 7.96E-1
Pressures
Primary compression chamber harmonic amplitudes (Pa) 8.56E+4, 2.23E+3, . . .
Primary compression chamber harmonic phases (°) 229.3, 87.0, . . .
Primary compression chambermean pressure (Pa) 1.04E+6
Secondary compression chamber harmonic amplitudes (Pa) 7.36E+4, 1.31E+3, . . .
Secondary compression chamber harmonic phases (°) 218.6, 81.2, . . .
Secondary compression chambermean pressure (Pa) 1.04E+6
1st stage expansion chamber harmonic amplitudes (Pa) 4.64E+4, 9.79E+2, . . .
1st stage expansion chamber harmonic phases (°) 222.7, 51.6, . . .
1st stage expansion chambermean pressure (Pa) 1.04E+6
Cold end expansion chamber harmonic amplitudes (Pa) 4.48E+4, 9.59E+2, . . .
Cold end expansion chamber harmonic phases (°) 222.9, 48.5, . . .
Cold end expansion chambermean pressure (Pa) 1.04E+6
Compressor backshell harmonic amplitudes (Pa) 5.10E+3, 1.35E+1, . . .
Compressor backshell harmonic phases (°) 7.0, 10.6, . . .
Compressor backshell mean pressure (Pa) 1.04E+6
Displacer backshell harmonic amplitudes (Pa) 4.92E+2, 1.17E+0, . . .
Displacer backshell harmonic phases (°) 84.7, 125.5, . . .
Displacer backshell mean pressure (Pa) 1.04E+6
Mean gas temperatures
Primary compression chamber (K) 3.12E+2
Secondary compression chamber (K) 3.03E+2
1st stage expansion chamber (K) 7.84E+1
Cold end expansion chamber (K) 6.82E+1
Mechanical work
Primary compression chamber and compressor backshell (W) 4.46E+1
Secondary compression chamber and displacer backshell (W) 1.03E+1
1st stage expansion chamber (W) -5.28E+0
Cold end expansion chamber (W) -9.73E-1
Radiation load
1st stage (W) 1.96E-1
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Table A.2 continued: A table showing an example of the output values produced
by themodel.

2nd stage (W) 1.00E-4
Heat input
Warm end (W) -5.01E+1
1st stage (W) 7.69E-1
Cold end (W) 5.42E-1
1st stage losses
Regenerator advection (W) -1.00E-1
Regenerator flowwork (W) 6.54E-2
Appendix gap advection (W) 5.77E-1
Appendix gap flowwork (W) 3.91E-1
Shuttle (W) 9.60E-1
Regenerator gas conduction (W) 7.00E-1
Appendix gap gas conduction (W) 3.66E-3
Regenerator solid conduction (W) 5.92E-1
Displacer tube conduction (W) 1.50E-1
Cold finger tube conduction (W) 1.28E+0
MLI conduction (W) 0
2nd stage losses
Regenerator advection (W) -1.36E-2
Regenerator flowwork (W) -7.75E-4
Appendix gap advection (W) 2.19E-1
Appendix gap flowwork (W) 1.63E-1
Shuttle (W) 7.18E-2
Regenerator gas conduction (W) 3.32E-3
Appendix gap gas conduction (W) 3.94E-5
Regenerator solid conduction (W) 2.59E-3
Displacer tube conduction (W) 1.15E-3
Cold finger tube conduction (W) 2.33E-2
MLI conduction (W) 0
Run information
Number of cycles 210
Mesh convergence 9.86E-7
Wall convergence 5.12E-7
Seal convergence 7.65E-9
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Appendix B

Material Properties
This appendix discusses thematerial properties used by the RAL Third-Order
Model. Some key properties are presented, and the data sources are listed.

B.1 Gas Properties
Themodel uses helium-4 as a working fluid. It canmodel the gas using the
ideal gas approximation or as a real gas.
For the ideal gas approximation, the gas properties used by themodel are the
specific gas constantRg = 2077.1 [95], the heat capacity ratio γ = 1.667 [96],
the dynamic viscosity µ and the thermal conductivity k. The dynamic viscosity
and thermal conductivity are temperature dependent and are linearly
interpolated from data taken fromREFPROP 9.1 [56]. The lookup tables were
generated at a constant pressure of 15 bar and over a temperature range of 10
to 400K but can be generated at a different pressure and over a different
temperature range if required.
Some of the real gas properties are also calculated using lookup tables but
these tables use bilinear interpolation with two independent variables to
improve their accuracy. The lookup tables for the pressure and temperature
factors (fP and fT ) are functions of specific internal energy u and density ρ
and the procedure used to calculate the pressures and temperatures from
these factors is described in Section 3.4.1. Once the pressures and
temperatures have been calculated, they are then used as the independent
variables in the lookup tables for µ and k.
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B.2 Solid Properties
Themodel uses empirical correlations to calculate the thermal conductivity,
specific heat capacity and density of solid cells.

B.2.1 Thermal Conductivity
The thermal conductivities of the solids in themodel are functions of
temperature, and the correlations are taken frommultiple sources, listed in
Table B.1. The thermal conductivities are plotted in Figure B.1.
Table B.1: A table listing the sources of the thermal conductivity correlations
used in themodel.
Material Grade Source Notes
Aluminium 1100 [97]
Aluminium 6061-T6 [98]
Copper C103 [99, p. 7-16] Assume RRR = 50.
Erbium Pure [100, p. 89]
Inconel X-750 [101, p. 45]
Mylar A-PET [102]
Nylon 6 [98]
Phosphor bronze PB102 [99, p. 21-10]
Stainless steel 304 [98]
Titanium Ti-6Al-4V [100, p. 1076] A fit through data from curves 3,

6 and 8.
Vespel SP-3 [103] SP-1 data scaled tomatch

measurements of SP-3 taken at
RAL.
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Figure B.1: A plot of the thermal conductivity correlations used in themodel.

240



B.2. SOLID PROPERTIES

B.2.2 Heat Capacity
The specific heat capacities of the solids in themodel are functions of
temperature, and the correlations are taken frommultiple sources, listed in
Table B.2. The specific heat capacities are plotted in Figure B.2.
Table B.2: A table listing the sources of the specific heat capacity correlations
used in themodel.
Material Grade Source Notes
Aluminium 6061-T6 [98]
Copper C103 [98]
Erbium [104]
Inconel X-750 [101, p. 341]
Nylon 6 [98]
Phosphor bronze PB102 [99, p. 21-1]
Stainless steel 304 [98], [105, p. 47] [98] used below

100K, otherwise
[105] used.

Titanium Ti-6Al-4V [101, p. 344], [106, p. 599] [101] used below
15K, otherwise
[106] curve 2 used.

Vespel SP-3 [34], [107] [107] scaled to
match [34] for SP-1.
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Figure B.2: A plot of the specific heat capacity correlations used in themodel.
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B.2.3 Density
The densities of the solids in themodel are listed in Table B.3.

Table B.3: A table listing the densities of thematerials used in themodel.
Material Grade Density (kgm−3) Source
Aluminium 6061-T6 2720 [108]
Copper C103 8960 [108]
Erbium 9070 [108]
Inconel X-750 8250 [109]
Nylon 6 1115 [109]
Phosphor bronze PB102 8860 [109]
Stainless steel 304 7940 [108]
Titanium Ti-6Al-4V 4430 [109]
Vespel SP-3 1600 [34]
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6flow resistance. The lowest temperature can reach 59 K. The cooling capacity is 45 W at 170 K, and the
work efficiency of the PTC is 22.5%.

CONCLUSIONS

A coaxial PTC which operates at 130 K-170 K is introduced in this paper. The cold finger has the
characteristics of short and thick, which makes the hot-side flow straightener important for weakening the
effect of jet flow on the velocity field inside the pulse tube. The influence of the copper wire mesh number of
the hot-side flow straightener on the thermal performance of the PTC was theoretically and experimentally
studied. The results show that using 100 # copper mesh as the filler of the flow straightener achieves a good
flow guiding effect. With an input electric power of 200 W, the PTC achieves a cooling power of 45 W at
170 K, and the work efficiency of the PTC reaches 22.5%.
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Development of a Stirling Cryocooler Model that
Includes a Full Simulation of the Appendix Gap

T. Rawlings, M. Crook, M. Hills

STFC Rutherford Appleton Laboratory
Harwell, Oxford, UK

ABSTRACT

A new Stirling cryocooler model has been developed at the Rutherford Appleton Labora-
tory. This one-dimensional, finite difference model is able to simulate single and two-stage cryo-
coolers. The model uses the latest friction factor and heat transfer correlations from the literature
and simulates turbulence generation and thermal penetration depths. It runs fast enough to be
useful for optimisation, thanks to a robust artificial convergence technique. The model includes
a full representation of the cold head, including the displacer motion and the flow past the dis-
placer; this enables the optimisation of certain parameters that could not be assessed previously.
The model has been validated against single and two-stage coolers and has been used to inves-
tigate changing the cold finger geometry of a single-stage cooler.

INTRODUCTION

A new Stirling cryocooler model has been developed that will be used to optimise the design of the
single and two-stage coolers that are produced at the Rutherford Appleton Laboratory (RAL). These
coolers are typically designed for use in spacecraft and use flexure bearings and non-contact clearance
seals in order to achieve a long lifetime.

Stirling cryocoolers are difficult to model using commercially available 2D or 3D computational fluid
dynamics software. The compressible gas, moving mesh and the variable regenerator temperatures make
a 2D or 3D model computationally expensive.1 The approach commonly used by other researchers is to
simulate the machine as a network of one dimensional flow paths.2, 3, 4 Empirical relationships are used to
calculate the heat transfer rates and friction factors at different points in the cooler. These models are
categorised as third-order5 and this is the approach used by the new RAL model. The new model is able
to run fast enough to be able to optimise over a wide parameter range while still being accurate enough to
give useful results.

Most of the third-order models in the literature do not simulate the motion of the displacer; instead,
they change the volume of the cells at either end. The RAL third-order model is able to account for the
relative motion between the displacer and the cold finger tube and this allows it to simulate effects such as
shuttle losses as part of the thermodynamic cycle.

MODEL OUTLINE

The model has been developed using MATLAB. The different regions of the cooler are split up
into cells and the finite difference method is used to create a system of ordinary differential
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equations. For the gas cells, the mass, energy, momentum and turbulence state are tracked over 
time and, for solid cells, the temperature is tracked. The model solves the differential equations 
by using a backwards differentiation formula. It runs until the relative changes in the solid cell 
temperatures over a cycle are below a threshold. The rate of convergence is accelerated by using 
a method that artificially adjusts the temperatures. 

Discretisation 
The model splits the cooler into cells, as shown in igure 1. The Eulerian approach is used, 

where the cells are fixed relative to the cooler geometry, because different regions can have very 
different friction factor and heat transfer correlations. The mass and energy equations are 
evaluated for each gas cell and the momentum equations are evaluated at the nodes between the 
cells. This is known as the staggered grid technique and helps to keep the simulation stable.6 

The model uses branching flow paths to simulate appendix gaps, compressor and displacer 
backshells and the first stage outlet of two-stage coolers. Mass and energy can be transferred 
between flow paths but momentum is not transferred.  

The model simulates the entire cold finger as one system so it is not modular. However, it 
can be configured to simulate one or two stages of cooling; it allows for optional heat exchanger 
regions and provides the option to split the regenerator into sections with different properties. 

Model Equations 

Gas Cells.  The rate of change of the mass and energy of each gas cell (�) is given by the 
following differential equations, derived from the laws of conservation of mass and energy. The 
rate of change in mass is simply the difference between the mass flow rates at the nodes (�). 

 
��

��
� �� ���  (1)  

The energy of the gas is the sum of its internal and kinetic energy. The equation for the 

 
Figure 1.  A schematic showing 
the connections between cells 
when simulating a single-stage 
cooler. It is possible to adjust 
the spatial resolution of each 
section by adjusting the number 
of cells. 
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rate of change of energy accounts for the energy carried by the gas, the flow work, the 
mechanical work done on the gas, the thermal conduction within the gas and the rate of heat 
transfer between the gas and its surroundings. 

 
��

��
� �� ��� ��� � �� � ��  (2) 

To convert from masses and energies to temperatures and pressures, the model can either use the 
ideal gas equation of state or can simulate real gas effects by using a 2D look-up table generated 
using REFPROP.7 

The differential equation for the rate of change of momentum at each node is derived from 
the law of momentum conservation. It accounts for the momentum carried by the gas, the 
pressure forces, minor losses due to changes in flow area and any frictional forces. 

 
��

��
� �� � � � � � �  (3) 

In addition to mass, energy and momentum, the model keeps track of the level of turbulence 
for some of the cells. For the transfer pipe and other ducts, the mass of gas that is turbulent is 
tracked.  

 
��

��
� �� ��� ���  (4) 

For variable volume cells such as the compression and expansion chambers, the turbulence 
kinetic energy is tracked. 

 
��

��
� �� � ��  (5) 

Solid Cells.   The equation for the rate of change of the thermal energy of the solid cells 
accounts for conduction between neighboring cells, heat transfer with the gas and thermal 
radiation. The temperature of each cell can then be calculated from the cell energy. 

 
 

��

��
� �� � �� � �� � ��  (6) 

Interpolation 
To calculate the energy of the gas that is flowing in and out of each gas cell, it is necessary 

to know the pressures and temperatures of the gas at the boundaries of the cell. Calculating the 
boundary temperature by simply averaging the temperatures of the neighbouring cells can result 
in the model producing unphysical temperature oscillations. This is because averaging causes the 
temperature of the downwind cell to affect the temperature of the gas flowing into it. 

A number of different interpolation methods were tested to determine which was able to 
remove the unphysical oscillations and produce an accurate result with the fewest cells. The 
QUICK scheme was selected.8 This is a blend of the average of the neighbouring cell 
temperatures and an extrapolated temperature from the upwind cells. Simple averages were used 
for the pressures at the nodes and the velocities at the cell centres as these did not cause 
oscillations. 

Numerical Method 
Explicit and implicit solvers were investigated to determine which type was fastest at 

solving the model’s system of differential equations. Explicit solvers must take time steps that 
are shorter than the time taken for a pressure wave to cross each model cell. This is known as the 
Courant-Friedrichs-Lewy condition.9 Implicit solvers are more computationally expensive per 
step but are not affected by this condition and so are able to take much longer time steps. The 
overall simulation time was significantly reduced by using an implicit solver. MATLAB’s 
ode15s solver was selected.10 The backward differentiation formula option was used and the 
order was set to two to improve its stability. 
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to know the pressures and temperatures of the gas at the boundaries of the cell. Calculating the 
boundary temperature by simply averaging the temperatures of the neighbouring cells can result 
in the model producing unphysical temperature oscillations. This is because averaging causes the 
temperature of the downwind cell to affect the temperature of the gas flowing into it. 

A number of different interpolation methods were tested to determine which was able to 
remove the unphysical oscillations and produce an accurate result with the fewest cells. The 
QUICK scheme was selected.8 This is a blend of the average of the neighbouring cell 
temperatures and an extrapolated temperature from the upwind cells. Simple averages were used 
for the pressures at the nodes and the velocities at the cell centres as these did not cause 
oscillations. 

Numerical Method 
Explicit and implicit solvers were investigated to determine which type was fastest at 

solving the model’s system of differential equations. Explicit solvers must take time steps that 
are shorter than the time taken for a pressure wave to cross each model cell. This is known as the 
Courant-Friedrichs-Lewy condition.9 Implicit solvers are more computationally expensive per 
step but are not affected by this condition and so are able to take much longer time steps. The 
overall simulation time was significantly reduced by using an implicit solver. MATLAB’s 
ode15s solver was selected.10 The backward differentiation formula option was used and the 
order was set to two to improve its stability. 
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Convergence Acceleration 
The model will naturally approach a periodic steady state where the temperatures at the end 

of each cycle are the same as the temperatures at the start of the cycle. The model is deemed to 
have converged when the following condition is met for every solid cell: 
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It can take thousands of cycles for the model to converge naturally. This is because the 
regenerator mesh cells typically have a much higher heat capacity than the gas passing through 
them, so it takes many cycles to change the mesh cell temperature. To speed up convergence, 
Stirling cycle models typically use convergence acceleration methods. 

The RAL third-order model combines two techniques: energy flow equalisation and cell 
temperature adjustment. Using both of these techniques produces a convergence acceleration 
method that is fast and robust.  

Energy flow equalisation.  This method has been previously used in the Stirling cycle 
models of Kühl11 and Harvey.12 For a single-stage cooler, it can be assumed that energy only 
enters or leaves the cold finger at either end. This means that the energy flowing along the cold 
finger over a cycle must be the same along its length when the model is converged.  If this is not 
the case, the model calculates and applies adjustments to the cell temperatures in order to make 
the energy flow uniform. The required adjustments vary along the length of the cold finger but 
the same adjustment is applied to all the cells that are at the same axial position (each row of 
cells in igure 1). 

Cell temperature adjustment.  This method has been used in the Stirling engine model of 
Urieli.2 It accelerates the rate of convergence by multiplying the natural temperature change of 
each cell over the previous cycle by a factor (�) and adding this to the current cell temperature. 

 � � � � ��� � � � (8) 

These two methods are effective in different situations. If the cells are well connected 
thermally, the energy flow equalisation technique can be used because a temperature change of 
one cell will strongly affect the energy flow to neighbouring cells. This occurs if the regenerator 
is effective because the temperature of a regenerator cell strongly affects the temperature of the 
gas flowing through it. If the regenerator is ineffective, temperature changes of cells have little 
impact on their neighbours and the cell temperature adjustment technique works better. 

The model combines the temperature perturbations predicted by these two convergence 
methods. The cell temperature adjustment perturbations are scaled so that the largest of these 
perturbations is half the magnitude of the largest energy flow equalisation perturbation. The 
perturbations for each cell are then added together. To keep the convergence stable, the sum of 
these perturbations is multiplied by a scale factor before being applied. This scale factor is 
reduced when necessary to ensure that the largest temperature perturbation does not exceed 5 K. 
The scale factor is also reduced if the model is not converging because the applied temperature 
changes are oscillating. The convergence acceleration method is applied every two cycles. The 
model typically converges in less than 300 cycles which takes approximately four hours on a 
desktop PC. Multiple cases can be run in parallel by using MATLAB’s Parallel Computing 
Toolbox. 

MODEL FEATURES 

Solid Surface Temperature 

The model tracks the surface temperatures of the solid components separately to their 
interior temperatures. This reduces the rate of heat transfer, particularly if the solid is a good 
insulator.  

In regions such as the compression chamber, the interior of the chamber wall is assumed to 
be isothermal. If a sinusoidal heat transfer rate (�� � �� � ) is applied, the wall surface 
temperature variation (� ) lags the heat transfer rate by 45�� 
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where �  is the surface area, � � �2�/����� is the thermal penetration depth, � is the angular 
frequency, � is the conductivity, � is the density and � is the specific heat capacity.13, 4 To 
simulate this, the model uses the method developed by Kühl.11 An extra solid cell is added to 
represent the wall surface and the thermal mass of this extra cell and the resistance between it 
and the isothermal region are chosen so that the temperature of the cell matches � . This is 
known as a lumped-capacitance model. The thermal mass of the cell must be � �  �� �� and 
the thermal resistance must be � � �/�� � �. 

This method has been extended so that the model can also simulate solids of a finite 
thickness (�) where the temperature of the interior can change. This is particularly important 
when simulating the regenerator mesh. The surface temperature is then given by equation 10.13, 4 
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By using two solid cells, one representing the wall surface and one representing the interior, it is 
possible to ensure that the surface temperature in the model responds in the same way as the 
theoretical surface temperature. The thermal masses of the two cells and the resistance between 
them is selected so that the response matches equation 10. 

Appendix Gap Heat Transfer 
The appendix gap is the region between the displacer tube and the cold finger tube. The 

long-life coolers developed at RAL do not use dynamic seals so require a small appendix gap to 
reduce the flow of gas past the displacer. However, if the gap is too small, the level of shuttle 
losses is increased. Shuttle losses occur due to the relative motion of the displacer and cold 
finger tube. As the displacer and cold finger tube move past each other, their thermal gradients 
become offset. Thermal energy conducts across the gap. When the displacer moves back, the 
thermal energy is “shuttled” towards the cold end. 

The leakage of gas past the displacer can be simulated with an extra flow path. Simulating 
the shuttle losses is more difficult. The approach used by the model is to let the mesh of the 
appendix gap and the cold finger tube move relative to each other. At each time step, the cells are 
divided into subcells, as shown in igure 2. The temperatures of the gas and wall subcells are 
calculated by linearly interpolating the cell temperatures. 

The rate of heat transfer is calculated separately for each subcell and the change of energy is 
applied to the parent cells. The model calculates the rate of heat transfer by using the method 
suggested by Andersen3 and recommended by Sauer.14 A quadratic polynomial is fitted to the 

Figure 2.  A diagram showing how the appendix gap and cold 
finger tube are divided into subcells. The solid lines represent the 
boundaries of the cells. The lengths of the subcells are set so that 
they do not overlap any cell boundaries. If the cells share the same 
number, they are in the same row for the energy flow equalisation 
convergence method. Some subcells span multiple rows so any 
heat transfer within these is accounted for when calculating the 
energy flow between rows. 
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Convergence Acceleration 
The model will naturally approach a periodic steady state where the temperatures at the end 

of each cycle are the same as the temperatures at the start of the cycle. The model is deemed to 
have converged when the following condition is met for every solid cell: 
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It can take thousands of cycles for the model to converge naturally. This is because the 
regenerator mesh cells typically have a much higher heat capacity than the gas passing through 
them, so it takes many cycles to change the mesh cell temperature. To speed up convergence, 
Stirling cycle models typically use convergence acceleration methods. 

The RAL third-order model combines two techniques: energy flow equalisation and cell 
temperature adjustment. Using both of these techniques produces a convergence acceleration 
method that is fast and robust.  

Energy flow equalisation.  This method has been previously used in the Stirling cycle 
models of Kühl11 and Harvey.12 For a single-stage cooler, it can be assumed that energy only 
enters or leaves the cold finger at either end. This means that the energy flowing along the cold 
finger over a cycle must be the same along its length when the model is converged.  If this is not 
the case, the model calculates and applies adjustments to the cell temperatures in order to make 
the energy flow uniform. The required adjustments vary along the length of the cold finger but 
the same adjustment is applied to all the cells that are at the same axial position (each row of 
cells in igure 1). 

Cell temperature adjustment.  This method has been used in the Stirling engine model of 
Urieli.2 It accelerates the rate of convergence by multiplying the natural temperature change of 
each cell over the previous cycle by a factor (�) and adding this to the current cell temperature. 
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These two methods are effective in different situations. If the cells are well connected 
thermally, the energy flow equalisation technique can be used because a temperature change of 
one cell will strongly affect the energy flow to neighbouring cells. This occurs if the regenerator 
is effective because the temperature of a regenerator cell strongly affects the temperature of the 
gas flowing through it. If the regenerator is ineffective, temperature changes of cells have little 
impact on their neighbours and the cell temperature adjustment technique works better. 

The model combines the temperature perturbations predicted by these two convergence 
methods. The cell temperature adjustment perturbations are scaled so that the largest of these 
perturbations is half the magnitude of the largest energy flow equalisation perturbation. The 
perturbations for each cell are then added together. To keep the convergence stable, the sum of 
these perturbations is multiplied by a scale factor before being applied. This scale factor is 
reduced when necessary to ensure that the largest temperature perturbation does not exceed 5 K. 
The scale factor is also reduced if the model is not converging because the applied temperature 
changes are oscillating. The convergence acceleration method is applied every two cycles. The 
model typically converges in less than 300 cycles which takes approximately four hours on a 
desktop PC. Multiple cases can be run in parallel by using MATLAB’s Parallel Computing 
Toolbox. 

MODEL FEATURES 

Solid Surface Temperature 

The model tracks the surface temperatures of the solid components separately to their 
interior temperatures. This reduces the rate of heat transfer, particularly if the solid is a good 
insulator.  

In regions such as the compression chamber, the interior of the chamber wall is assumed to 
be isothermal. If a sinusoidal heat transfer rate (�� � �� � ) is applied, the wall surface 
temperature variation (� ) lags the heat transfer rate by 45�� 
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where �  is the surface area, � � �2�/����� is the thermal penetration depth, � is the angular 
frequency, � is the conductivity, � is the density and � is the specific heat capacity.13, 4 To 
simulate this, the model uses the method developed by Kühl.11 An extra solid cell is added to 
represent the wall surface and the thermal mass of this extra cell and the resistance between it 
and the isothermal region are chosen so that the temperature of the cell matches � . This is 
known as a lumped-capacitance model. The thermal mass of the cell must be � �  �� �� and 
the thermal resistance must be � � �/�� � �. 

This method has been extended so that the model can also simulate solids of a finite 
thickness (�) where the temperature of the interior can change. This is particularly important 
when simulating the regenerator mesh. The surface temperature is then given by equation 10.13, 4 
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By using two solid cells, one representing the wall surface and one representing the interior, it is 
possible to ensure that the surface temperature in the model responds in the same way as the 
theoretical surface temperature. The thermal masses of the two cells and the resistance between 
them is selected so that the response matches equation 10. 

Appendix Gap Heat Transfer 
The appendix gap is the region between the displacer tube and the cold finger tube. The 

long-life coolers developed at RAL do not use dynamic seals so require a small appendix gap to 
reduce the flow of gas past the displacer. However, if the gap is too small, the level of shuttle 
losses is increased. Shuttle losses occur due to the relative motion of the displacer and cold 
finger tube. As the displacer and cold finger tube move past each other, their thermal gradients 
become offset. Thermal energy conducts across the gap. When the displacer moves back, the 
thermal energy is “shuttled” towards the cold end. 

The leakage of gas past the displacer can be simulated with an extra flow path. Simulating 
the shuttle losses is more difficult. The approach used by the model is to let the mesh of the 
appendix gap and the cold finger tube move relative to each other. At each time step, the cells are 
divided into subcells, as shown in igure 2. The temperatures of the gas and wall subcells are 
calculated by linearly interpolating the cell temperatures. 

The rate of heat transfer is calculated separately for each subcell and the change of energy is 
applied to the parent cells. The model calculates the rate of heat transfer by using the method 
suggested by Andersen3 and recommended by Sauer.14 A quadratic polynomial is fitted to the 

Figure 2.  A diagram showing how the appendix gap and cold 
finger tube are divided into subcells. The solid lines represent the 
boundaries of the cells. The lengths of the subcells are set so that 
they do not overlap any cell boundaries. If the cells share the same 
number, they are in the same row for the energy flow equalisation 
convergence method. Some subcells span multiple rows so any 
heat transfer within these is accounted for when calculating the 
energy flow between rows. 

F

ST IRL ING COOL ER MOD EL  T H AT  INCL UD ES APPEND IX  GAP 2 3 9



6 

temperatures of the displacer tube wall (� ), the appendix gap gas (� ) and the cold finger tube 
wall (� ). The thermal gradient of this polynomial at the walls is then used to calculate the rate 
of heat transfer from the displacer tube and cold finger tube to the gas, given by equations 11 and 
12. 
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�  is the surface area of the wall, � is the conductivity of the gas and � is the width of the 
appendix gap. 

Oscillating Flow Correlations 
The model makes the assumption that flow through the regenerator mesh, clearance seals 

and the appendix gap can be modelled using the quasi-static approximation. This is where the 
heat transfer coefficient and friction factor are calculated using the instantaneous gas properties. 
This is because the flow channels in these regions are narrow and the steady velocity profiles 
will develop quickly. This has been shown experimentally.15 

For gas in variable-volume chambers and ducts, the quasi-static assumption is no longer 
valid. For these regions, the model uses the oscillating flow correlations that were developed for 
the Sage model.4 To enable the use of these correlations, the model tracks the level of turbulence 
present in these cells. It is also able to simulate heat transfer that is out of phase with the 
temperature difference and simulate frictional forces that are out of phase with the gas velocity. 
It does this by phase shifting the temperature and velocity waveforms of the previous cycle and 
using these in the heat transfer and friction calculations. 

MODEL VALIDATION 
The model has been validated against single and two-stage Stirling coolers that have been 

built and tested at RAL. 

Single-Stage Cooler Validation 
The RAL Small Scale Cooler, shown in igure 3, was one of the coolers used to validate the 

model. This compact single-stage Stirling cooler has been developed for use in small satelites.16 
The model was used to replicate a load line where heat loads from 0 W to 1.5 W were applied. 
Measured temperatures, as well as compressor and displacer motions, were used as inputs into 
the model;

  

Figure 3.  The RAL Small Scale Cooler. Figure 4.  The RAL breadboard two-stage cooler.

he same cases were also simulated using Sage for comparison.t
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It can be seen that both the RAL third-order model and Sage overpredict the cooling power by a
similar amount. It is thought that this may be due to the models underestimating the leakage past the
compressor clearance seals which have been calculated from the measured sizes of the pistons and bore.
Previous measurements taken at RAL have shown that the measured leakage through clearance seals is
often higher than is predicted by theory when assuming that the piston and bore are perfect cylinders with
the measured diameters. This is the case even when the piston is considered to be fully eccentric within the
bore.

The theoretical leakage can be made to agree with the measured leakage by increasing the clearance
seal gap by a scale factor. However, it is unclear what scale factor should be used as the required factor
has been found to be different for different seals. Increasing the compressor piston and appendix gap
clearances seals of the RAL third-order model by 50% gave good agreement with the measured load line.
The results can be seen in the right plot of Figure 5. This scale factor is within the range of factors required
to match theoretical seal leakages to measured leakages. The gap of the displacer shaft seal was not
increased as this gap was calculated from the measured leakage. The calibrated model has good agreement
with the measured cooling power over the entire temperature range. This suggests that increasing the
clearance seal gaps is a reasonable way of calibrating the model.

The difference in cooling power between the two models appears to be mostly due to the differences
in how the appendix gaps are simulated. The RAL third-order model simulates the appendix gap as tapered
because the displacer contracts at the cold end. The Sage model assumes a constant gap which is set to the
mean of the tapered gap. The constant gap reduces the effectiveness of the seal and increases the enthalpy
transport in the appendix gap.

Two-Stage Cooler Validation

The model has also been validated against data from a two-stage cooler. This breadboard two-stage
cooler was built specifically to help validate the model and is shown in Figure 4.

Unlike the Small Scale Cooler, the clearance seal leakage was measured for both the compressor
piston and displacer shaft clearance seals. This means that a theoretical gap size could be calculated that
would give the correct leakage in the model and a scale factor was not required for these seals. However,
the leakage was not measured for the appendix gaps. The size of the appendix gaps was calculated from
the measured sizes of the displacer and cold finger tube, accounting for thermal contraction. The displacer
was assumed to be fully eccentric in the bore.

Figure 5.  The results of the RAL third-order model and Sage compared to a measured Small Scale
Cooler load line. The left plot shows the results of the models with the measured clearance seals. The
right plot shows the results of the models with the compressor piston clearance seals and the appendix
gap increased by 50%.
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temperatures of the displacer tube wall (� ), the appendix gap gas (� ) and the cold finger tube 
wall (� ). The thermal gradient of this polynomial at the walls is then used to calculate the rate 
of heat transfer from the displacer tube and cold finger tube to the gas, given by equations 11 and 
12. 
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�  is the surface area of the wall, � is the conductivity of the gas and � is the width of the 
appendix gap. 

Oscillating Flow Correlations 
The model makes the assumption that flow through the regenerator mesh, clearance seals 

and the appendix gap can be modelled using the quasi-static approximation. This is where the 
heat transfer coefficient and friction factor are calculated using the instantaneous gas properties. 
This is because the flow channels in these regions are narrow and the steady velocity profiles 
will develop quickly. This has been shown experimentally.15 

For gas in variable-volume chambers and ducts, the quasi-static assumption is no longer 
valid. For these regions, the model uses the oscillating flow correlations that were developed for 
the Sage model.4 To enable the use of these correlations, the model tracks the level of turbulence 
present in these cells. It is also able to simulate heat transfer that is out of phase with the 
temperature difference and simulate frictional forces that are out of phase with the gas velocity. 
It does this by phase shifting the temperature and velocity waveforms of the previous cycle and 
using these in the heat transfer and friction calculations. 

MODEL VALIDATION 
The model has been validated against single and two-stage Stirling coolers that have been 

built and tested at RAL. 

Single-Stage Cooler Validation 
The RAL Small Scale Cooler, shown in igure 3, was one of the coolers used to validate the 

model. This compact single-stage Stirling cooler has been developed for use in small satelites.16 
The model was used to replicate a load line where heat loads from 0 W to 1.5 W were applied. 
Measured temperatures, as well as compressor and displacer motions, were used as inputs into 
the model;

  

Figure 3.  The RAL Small Scale Cooler. Figure 4.  The RAL breadboard two-stage cooler.

he same cases were also simulated using Sage for comparison.t
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It can be seen that both the RAL third-order model and Sage overpredict the cooling power by a
similar amount. It is thought that this may be due to the models underestimating the leakage past the
compressor clearance seals which have been calculated from the measured sizes of the pistons and bore.
Previous measurements taken at RAL have shown that the measured leakage through clearance seals is
often higher than is predicted by theory when assuming that the piston and bore are perfect cylinders with
the measured diameters. This is the case even when the piston is considered to be fully eccentric within the
bore.

The theoretical leakage can be made to agree with the measured leakage by increasing the clearance
seal gap by a scale factor. However, it is unclear what scale factor should be used as the required factor
has been found to be different for different seals. Increasing the compressor piston and appendix gap
clearances seals of the RAL third-order model by 50% gave good agreement with the measured load line.
The results can be seen in the right plot of Figure 5. This scale factor is within the range of factors required
to match theoretical seal leakages to measured leakages. The gap of the displacer shaft seal was not
increased as this gap was calculated from the measured leakage. The calibrated model has good agreement
with the measured cooling power over the entire temperature range. This suggests that increasing the
clearance seal gaps is a reasonable way of calibrating the model.

The difference in cooling power between the two models appears to be mostly due to the differences
in how the appendix gaps are simulated. The RAL third-order model simulates the appendix gap as tapered
because the displacer contracts at the cold end. The Sage model assumes a constant gap which is set to the
mean of the tapered gap. The constant gap reduces the effectiveness of the seal and increases the enthalpy
transport in the appendix gap.

Two-Stage Cooler Validation

The model has also been validated against data from a two-stage cooler. This breadboard two-stage
cooler was built specifically to help validate the model and is shown in Figure 4.

Unlike the Small Scale Cooler, the clearance seal leakage was measured for both the compressor
piston and displacer shaft clearance seals. This means that a theoretical gap size could be calculated that
would give the correct leakage in the model and a scale factor was not required for these seals. However,
the leakage was not measured for the appendix gaps. The size of the appendix gaps was calculated from
the measured sizes of the displacer and cold finger tube, accounting for thermal contraction. The displacer
was assumed to be fully eccentric in the bore.

Figure 5.  The results of the RAL third-order model and Sage compared to a measured Small Scale
Cooler load line. The left plot shows the results of the models with the measured clearance seals. The
right plot shows the results of the models with the compressor piston clearance seals and the appendix
gap increased by 50%.

ST IRL ING COOL ER MOD EL  T H AT  INCL UD ES APPEND IX  GAP 2 4 1



P#
90

8

Figure 6.  The results of the RAL third-order model when simulating the performance of the breadboard
two-stage cooler at a range of temperatures. Each letter correspond to a different case. For example, case “g”
has stage temperatures of 59.1 K and 46.4 K for the first and second stages whereas case “c” has stage
temperatures of 98.8 K and 99.9 K. The left plot shows the results of the model with the measured appendix
gaps and the right plot shows the results of the model with the appendix gaps increased by 40%.

The model was used to replicate a measured load map where different heater powers had been
applied to each stage; the measured stage temperatures and compressor and displacer motions were used
as inputs into the model. The predicted performance using the measured appendix gaps is shown in the left
plot of Figure 6. In addition, a range of clearance seal scale factors for the appendix gaps were investigated,
with the same factor being applied to both stages. Increasing the gaps by 40% gave the best agreement
and the results are shown in the right plot of Figure 6.

The results show that increasing the size of the appendix gaps greatly improves the accuracy of the
model. The larger gaps reduce the modelled cooling power at the second stage because the gas is able to
partially bypass the second stage regenerator and transport enthalpy to the cold tip.

Knowing that this calibration factor is required will be invaluable when designing future two-stage
coolers. It may result in requiring the displacer to be made from a material with a low coefficient of thermal
expansion in order to keep the appendix gap small when the displacer is cold.

MODEL RESULTS

The RAL third-order model works in a similar way to other third-order models in the literature;
however, its key feature is that it simulates the entire geometry of the cold finger with cells that interact
realistically. These interactions can have a large influence on the modelled performance. Simulating the full
geometry allows investigation of aspects of Stirling cooler design that is not possible with other models.

Cold Tip and Displacer Overlap

One aspect of cooler design that can be investigated using the RAL third-order model is how
the overlap of the cold tip and the mean displacer position affects the performance. This overlap
is shown in Figure 7. Increasing the overlap provides more surface area for the heat transfer to
occur which should reduce the temperature difference between the gas and the cold tip. How-
ever, it also reduces the length of the cold finger tube, leading to higher thermal conduction. The
other key effect is that changing the overlap affects the alignment of the thermal gradients along
the displacer and cold finger tube. The shuttle losses are increased if the gradients are not aligned.

Figure 8 shows the effect that changing the overlap would have on the Small Scale Cooler’s
performance, as predicted by the RAL third-order model. The model predicts that the perfor-
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Figure 7.  A diagram showing the overlap
between the displacer and the cold tip. The
overlap is when the displacer is in its mean
position.

Figure 9.  A plot showing how the cooling power predicted by the RAL third-order model is affected
by the mean gap size for tapered and constant appendix gaps. The gradient of the tapered gap was fixed and
the gap sizes at the warm and cold ends were changed by the same amount. The other input parameters are
taken from the 78 K case of the Small Scale Cooler. The vertical dotted line shows the nominal gap size.

Figure 8.  A plot showing the cooling power predicted
by the RAL third-order model when the mean cold tip and
displacer overlap is adjusted. The other input parameters
are taken from the 78 K case of the Small Scale Cooler.
The vertical dotted line shows the nominal overlap.

mance can be improved by around 40 mW by reducing the overlap. Making this change aligns
the thermal gradients along the cold finger tube and displacer and reduces the shuttle losses.

A similar analysis has been performed at the warm end of the cooler by adjusting the overlap between
the cooler body and the warm end of the displacer. It was found that cooling power was not as sensitive to
the warm end overlap and the overlap was already near the optimum.

Appendix Gap Geometry

The RAL third-order model is able to simulate coolers where the size of the appendix gap varies along
the length of the cold finger. This is often the case for coolers built at RAL; the displacer is typically made
from plastic which shrinks more than the metal cold finger tube when cooled, increasing the gap at the cold
end. The model was used to investigate the influence a tapered appendix gap has on the Small Scale
Cooler’s performance.

The results of this investigation are plotted in Figure 9. The tapered gap appears to improve the
cooling power at the current gap size by around 90 mW when compared to a constant gap of the same
mean size. Because the mean sizes are the same, the shuttle losses should be similar. Therefore, the difference
in cooling power is probably due to the reduced seal leakage at the warm end for the tapered gap.
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Figure 6.  The results of the RAL third-order model when simulating the performance of the breadboard
two-stage cooler at a range of temperatures. Each letter correspond to a different case. For example, case “g”
has stage temperatures of 59.1 K and 46.4 K for the first and second stages whereas case “c” has stage
temperatures of 98.8 K and 99.9 K. The left plot shows the results of the model with the measured appendix
gaps and the right plot shows the results of the model with the appendix gaps increased by 40%.

The model was used to replicate a measured load map where different heater powers had been
applied to each stage; the measured stage temperatures and compressor and displacer motions were used
as inputs into the model. The predicted performance using the measured appendix gaps is shown in the left
plot of Figure 6. In addition, a range of clearance seal scale factors for the appendix gaps were investigated,
with the same factor being applied to both stages. Increasing the gaps by 40% gave the best agreement
and the results are shown in the right plot of Figure 6.

The results show that increasing the size of the appendix gaps greatly improves the accuracy of the
model. The larger gaps reduce the modelled cooling power at the second stage because the gas is able to
partially bypass the second stage regenerator and transport enthalpy to the cold tip.

Knowing that this calibration factor is required will be invaluable when designing future two-stage
coolers. It may result in requiring the displacer to be made from a material with a low coefficient of thermal
expansion in order to keep the appendix gap small when the displacer is cold.

MODEL RESULTS

The RAL third-order model works in a similar way to other third-order models in the literature;
however, its key feature is that it simulates the entire geometry of the cold finger with cells that interact
realistically. These interactions can have a large influence on the modelled performance. Simulating the full
geometry allows investigation of aspects of Stirling cooler design that is not possible with other models.

Cold Tip and Displacer Overlap

One aspect of cooler design that can be investigated using the RAL third-order model is how
the overlap of the cold tip and the mean displacer position affects the performance. This overlap
is shown in Figure 7. Increasing the overlap provides more surface area for the heat transfer to
occur which should reduce the temperature difference between the gas and the cold tip. How-
ever, it also reduces the length of the cold finger tube, leading to higher thermal conduction. The
other key effect is that changing the overlap affects the alignment of the thermal gradients along
the displacer and cold finger tube. The shuttle losses are increased if the gradients are not aligned.

Figure 8 shows the effect that changing the overlap would have on the Small Scale Cooler’s
performance, as predicted by the RAL third-order model. The model predicts that the perfor-

P#
90

9

Figure 7.  A diagram showing the overlap
between the displacer and the cold tip. The
overlap is when the displacer is in its mean
position.

Figure 9.  A plot showing how the cooling power predicted by the RAL third-order model is affected
by the mean gap size for tapered and constant appendix gaps. The gradient of the tapered gap was fixed and
the gap sizes at the warm and cold ends were changed by the same amount. The other input parameters are
taken from the 78 K case of the Small Scale Cooler. The vertical dotted line shows the nominal gap size.

Figure 8.  A plot showing the cooling power predicted
by the RAL third-order model when the mean cold tip and
displacer overlap is adjusted. The other input parameters
are taken from the 78 K case of the Small Scale Cooler.
The vertical dotted line shows the nominal overlap.

mance can be improved by around 40 mW by reducing the overlap. Making this change aligns
the thermal gradients along the cold finger tube and displacer and reduces the shuttle losses.

A similar analysis has been performed at the warm end of the cooler by adjusting the overlap between
the cooler body and the warm end of the displacer. It was found that cooling power was not as sensitive to
the warm end overlap and the overlap was already near the optimum.

Appendix Gap Geometry

The RAL third-order model is able to simulate coolers where the size of the appendix gap varies along
the length of the cold finger. This is often the case for coolers built at RAL; the displacer is typically made
from plastic which shrinks more than the metal cold finger tube when cooled, increasing the gap at the cold
end. The model was used to investigate the influence a tapered appendix gap has on the Small Scale
Cooler’s performance.

The results of this investigation are plotted in Figure 9. The tapered gap appears to improve the
cooling power at the current gap size by around 90 mW when compared to a constant gap of the same
mean size. Because the mean sizes are the same, the shuttle losses should be similar. Therefore, the difference
in cooling power is probably due to the reduced seal leakage at the warm end for the tapered gap.

S T I R L I N G  C O O L E R  M O D E L  T H A T  I N C L U D E S  A P P E N D I X  G A P 243



P#
90

10CONCLUSION

A new Stirling cryocooler model has been developed that builds on previous models in the literature
by simulating the interactions within the entire cold finger. The results of the RAL third-order model are
broadly similar to other models in the literature, such as Sage; however, the RAL third-order model is able
to investigate aspects of cold finger geometry that are difficult to assess with other models. The results of
the model have been validated against performance measurements of coolers taken at RAL. It was found
that the model accuracy was improved by using clearance seal gaps that are 40-50% larger than the
measured size. This is because the leakage past the seals appears to be greater than is predicted theoretically.

The model will be used to aid the design of future coolers at RAL. Further information about the
model will be published in an upcoming PhD thesis.17
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Real and Reactive Flows in Regenerative Cryocoolers
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ABSTRACT
The flows in a regenerative cooler can be separated into two orthogonal components, one in-

phase and the other in-quadrature with the pressure amplitude. The in-quadrature component gener-
ates the pressure amplitude, essentially compression of gas in a can, while the in-phase component 
time-averages with the pressure amplitude to produce acoustic power. This separates the compliant, 
or gas spring behavior, from the power conversion behavior of the cooler, and provides insight into 
some of the processes within the cooler. Taking the example of an inertance tube pulse tube with 
a resonant piston compressor, the pressure amplitude is seen to be generated through resonance 
with the piston mass and the effective mass of the inertance tube, which avoids loss of energy of 
compression each cycle. The in-phase component is deamplified by the regenerator in proportion 
to the ratio of the cold and warm end temperatures, which is a direct consequence of conservation 
of mass and the ideal gas law. This leads to a corresponding decrease in acoustic power, which 
then leads to Carnot’s COP. A key point of this paper is the recognition that the pressure amplitude 
and the real flow are the fundamental thermodynamic quantities, while the reactive flow serves to 
generate the pressure amplitude and is not fundamental to the cooling process. Therefore, the pulse 
tube designer has considerable flexibility in methods used to generate and manage reactive flows.

INTRODUCTION
Regenerative coolers are driven by oscillating flows and pressures, which generate acoustic 

power, which in turn, drive thermodynamic processes that produce cooling. These processes are 
well understood and have been thoroughly discussed in the literature1,2,3.

However, processes specific to the flows and pressures themselves have not been illuminated 
in as much depth, so this paper presents a methodology to examine these underlying processes, and 
presents conclusions arising from this methodology. The approach is to separate the flows into real 
and reactive components, i.e. components that are in-phase and in-quadrature, respectively, with 
the pressure amplitude. This then leads to the observation that coolers consist of gas-spring/mass 
systems which generate the pressure amplitude, plus a real flow component that contributes directly 
to the acoustic power. The gas spring behavior is of particular significance, as the management of 
energy stored in gas compression impacts cooler efficiency. 

This presentation is based on lumped-element thermoacoustics1, where two of the main com-
ponents the regenerator and thermal buffer tube (TBT)4, are simply compressible volumes. As such, 
relations between pressure amplitudes and volume flow rates are simple, and allow deconstruction 
of the flows into real and reactive parts. 
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