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Abstract

A new Stirling cryocooler model has been developed that is able to simulate
the interactions between the loss mechanisms in the cold finger of the cooler.
This one-dimensional, finite difference model can simulate single and two-
stage cryocoolers. The model uses the latest friction factor and heat transfer
correlations from the literature and simulates turbulence generation and
thermal penetration depths. It runs fast enough to be useful for optimisation,
thanks to a robust artificial convergence technique. The model includes a full
representation of the cold finger, including the displacer motion and the flow
past the displacer.

A two-stage Stirling cooler has been developed, and the model has been
validated against measurements of its performance. The model predictions
have also been compared to the predictions of a commercially available model
and to the measured performance of single-stage Stirling coolers. The model
is able to accurately predict a variety of measured values, including pressure
swings and cooling powers. The model results show that there are significant
interactions between the loss mechanisms of the simulated cryocoolers. The
model was also used to investigate changes to the cold finger geometry of a
single-stage cooler that would be difficult to simulate using other models; the
model predicted that significant performance improvements could be made.



Impact Statement

Stirling cryocoolers are a key enabling technology for a wide range of space
applications. They are used extensively in Earth observation satellites to cool
infrared detectors [1] and are often an integral part of the cooling chain of
large space telescopes [2]. Emerging quantum technologies, such as single
photon superconducting nanowire detectors for laser ranging and quantum
key distribution, will require cooling that could be provided by Stirling
cryocoolers [3]. The development of Stirling cryocoolers for these space
applications is greatly aided by computer modelling. By simulating the
performance of potential designs, the design can be optimised to target
attributes such as low mass and high thermodynamic efficiency without
requiring a lengthy prototyping process.

Many of the Stirling models in the literature use a modular approach to
represent the system components [4][5]. Each different flow region is
contained within a separate module. This has the advantage of making the
models flexible but can make it more difficult to simulate complex interactions
between the modules. The model developed as part of this project takes a
different approach. It simulates the cold finger of the cooler as a single system.
This allows it to realistically simulate heat transfer between the different flow
paths and account for the motion of the displacer.

Analysing the results of the new model showed that there was a great deal of
interaction between the loss mechanisms that would not be simulated by a
model that considered each flow path separately. This new model should
provide a more accurate assessment of the interactions between the loss
mechanisms in a cooler and hence give a more accurate prediction of the
performance.

The new model was also used to simulate changes to cooler geometry that
could only be investigated by simulating the cold finger of the cooler as a
single system. It was found that some of these geometry adjustments had a
significant effect on the predicted cooling power. The performance of Stirling



coolers could be improved by using the model to find the optimum values of
these geometry adjustments.

This thesis describes the operation of the new model in detail and should
enable other researchers to incorporate the techniques used by this model
into their own work. Hopefully, this will result in lighter and more efficient
Stirling cryocoolers that are better suited to the active cooling requirements
of spacecraft.
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Nomenclature

Latin Letters

A Flow area m?
a Clearance seal radial gap size m
A Solid cross-sectional area m?2
C Heat capacity JK1
c Specific heat capacity JK kg
cp Specific heat capacity at constant pressure JK kg
ey Specific heat capacity at constant volume JK kg
d Diameter m
dp, Hydraulic diameter m
E Energy J
F Force N
f Frequency Hz
fp Darcy friction factor

fp Pressure calculation factor

fr Temperature calculation factor KkgJ1
h Heat transfer coefficient Wm2K1
I Current A
i Imaginary unit

k Thermal conductivity Wm 1K1
K, Minor loss coefficient

m Mass kg
m Mass flow rate kgs1
my Turbulent mass kg
Ny, Conduction enhancement factor

Nu Nusselt number

P Pressure Pa
P Momentum kgms1
Pr Prandtl number

Q Heat J
Q Heat flow rate W
q Heat flux density Wm™2
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N@&g%§<.®<:qﬂ“ﬂmm

Thermal resistance
Radial distance

Specific gas constant
Reynolds number
Turbulent Reynolds number
Surface area

Surface area per unit length
Temperature

Time

Turbulence intensity
Internal energy
Specific internal energy
Volume

Velocity

Volumetric flow rate
Valensi number

Work

Weighting

Length

Solution variable
Width

Greek Letters

v
0

\\QE‘QIN%Q

Heat capacity ratio
Thermal penetration depth
Absolute roughness

Compression component calculation factor

Emissivity
Eccentricity

Arbitrarily small positive constant

Gradient ratio
Turbulence kinetic energy

Specific turbulence kinetic energy

Dynamic viscosity

Density

Stefan-Boltzmann constant
Tortuosity

nw X 3

Jkg?t

ms1

m3s1

KPal

Jkg?t
Pas
kgm™

Wm2K™*4
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10) Porosity

P Slope limiter

w Angular frequency

Subscripts

0 Initial or steady-state

A Amplitude

a Advection

b Backshell

c Compression

e Enhanced

g Gas

1 Interior

i The ith cell

j The jt node

L Laminar

m Mesh

s Solid

T Turbulent

w Wall

w Working volume

Notation

yt y is relative to the motion of the cell or node
u*

i Mean of y over a cycle

Ay Change of y

v First derivative of y with respect to time
i Second derivative of y with respect to time
Y y is a complex-valued function

R(y) Real component of y

S(y) Imaginary component y

y has been modified to account for a change in flow area

rads~1

This thesis uses the IUPAC sign convention where I indicates the work done

on the system, () indicates the heat transferred to the system and

AU =Q + W [6,p.56].
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Abbreviations

2D

3D
ALMA
BDF
CFD
CFL
CMM
CoP
ESA
GM
IUPAC
NASA
ODE
RAL
MLI
MRI

Two-dimensional

Three-dimensional

Atacama Large Millimetre Array

Backward Differentiation Formula
Computational Fluid Dynamics
Courant-Friedrichs-Lewy

Coordinate Measuring Machine

Coefficient of Performance

European Space Agency

Gifford-McMahon

International Union of Pure and Applied Chemistry
National Aeronautics and Space Administration
Ordinary Differential Equation

Rutherford Appleton Laboratory

Multi-Layer Insulation

Magnetic Resonance Imaging
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Glossary

Annular heat
exchanger

Appendix gap

Ariel

Backshell

Breadboard

Breadboard
Cooler

Bulk
temperature

Bulk velocity

Clearance seal

Cold finger

Cold finger tube

22

An annular flow passage located between the displacer
outlet and the expansion chamber.

The narrow annular gap between the displacer tube and
the cold finger tube. It is a type of clearance seal.

An ESA space telescope, scheduled for launch in 2029.

The regions of a Stirling cooler that contain the motors.
They are separated from the working volume by
clearance seals.

Hardware that demonstrates the function of the system,
without respecting the final form or fit.

The two-stage Stirling cooler developed as part of this
work that has been used to help validate the model.

The mean temperature of a fluid, averaged over the flow
area.

The mean velocity of a fluid, averaged over the flow area.

A small annular gap between a moving object and a bore
that restricts the leakage past the moving object.

A component of a Stirling cooler that protrudes from the
cold head body. The cooling occurs at the end of the cold
finger (and partway along it for a two-stage cooler).

The outer tube of the cold finger that withstands the gas
pressure.



Cold head

Cold head body

Cold tip

Compressor

CryoBlue Cooler

Cryocooler

Dead volume

Displacer

Displacer bush

Displacer inlet

The part of a Stirling cooler that contains the cold finger
and the displacer motor. It is connected to the
compressor by a transfer line.

The main structure of the cold head, to which the
displacer motor and cold finger are attached.

The component at the end of the cold finger that is
connected to the item to be cooled. A two-stage cooler
has two separate cold tips, with one located partway
along the cold finger.

The part of a Stirling cooler that expands and compresses
the gas at the warm end. It is connected to the cold head
by a transfer line. It is also known as a pressure wave
generator.

A medium-sized, single-stage, long-life Stirling cooler
developed at RAL.

A machine that can provide refrigeration at cryogenic
temperatures. Often referred to simply as a cooler.

The space in the working volume of a cooler that is not
swept by the displacer or compressor pistons.

A component of a Stirling cryocooler that moves back and
forth to drive the gas between the warm and cold ends of
the cooler.

A component of a Stirling cryocooler that surrounds the
displacer shaft to form a clearance seal between the
displacer backshell and the secondary compression
chamber.

The flow path linking the secondary compression
chamber and the regenerator, located at the warm end of
the displacer.

23



Displacer outlet

Displacer tube

Dynamic losses

Expansion
chamber

Flexure bearing

Gross cooling
power

Jacobian matrix

Loss mechanism

Net cooling
power
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The flow path linking the regenerator and the expansion
chamber (or annular heat exchanger if present). It is
located at the cold end of the displacer and at the end of
the first stage for a two-stage cooler.

The outer component of the displacer, often made from
plastic. The regenerator is contained within this tube.

Loss mechanisms that occur when the displacer is moving
but the compressor pistons are stationary. In addition to
the static losses, they include shuttle losses, enhanced
gas conductivity and regenerator and appendix gap
enthalpy transport.

The variable volume chamber where the gas is expanded
by the motion of the displacer and where the cooling
occurs.

A bearing consisting of a flexible element. For Stirling
coolers, these are used to support the compressor
pistons and displacer while only allowing motion in the
axial direction.

The pressure-volume work done by the gas at the cold
end.

A matrix that contains the partial derivative of every
solution variable with respect to every other solution
variable.

An effect that reduces the amount of available cooling
power. The net cooling power can be found by subtracting
all the loss mechanisms from the gross cooling power.

The amount of cooling power that is available for cooling
the item that is attached to the cold tip. Often referred to
simply as cooling power.



Periodic steady
state

Pressure swing

Primary
compression
chamber

RAL Third-Order
Model

Regenerator

Sage

Secondary
compression
chamber

Shuttle loss

Small Scale
Cooler

Solution variable

Static losses

A state of a model where the solution variables have the
same value at the start and end of each cycle.

The difference between the minimum and maximum
pressure at a given location over a cycle.

The variable volume chamber where the gas is
compressed and expanded by the compressor pistons.

The Stirling cryocooler model developed as part of this
work.

A type of heat exchanger that temporarily stores thermal
energy. It is used in the Stirling cycle to improve the
thermal efficiency.

A commercially available computer program that can be
used for simulating Stirling cryocoolers.

The variable volume chamber at the warm end of the
displacer.

A loss mechanism caused by the relative motion between
the displacer tube and the cold finger tube. The motion
causes their thermal gradients to become offset and heat
to flow between them.

A compact, single-stage, long-life Stirling cooler
developed at RAL.

The variables that define the state of the model at each
pointin time.

The loss mechanisms that are present when there is no
motion of the displacer or compressor pistons. They
include the heat load due to radiation and the heat load
due to thermal conduction through the gas and solid
components of the cold finger.
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A machine for producing cooling that operates using the
Stirling thermodynamic cycle.

The volume through which a piston or displacer moves.

The pipe connecting the compressor to the cold head in a
Stirling cooler.

A cryocooler that can produce cooling at two separate
locations.

A chamber that varies in volume over the course of a
cycle. In the model, the variable volume chambers are the
primary and secondary compression chambers, the
expansion chambers and the compressor and displacer
backshells.

The region of gas in a Stirling cooler that undergoes the
thermodynamic cycle. It does not include the gas in the
backshells.



Chapter 1

Introduction

This thesis describes the development, validation and application of the RAL
Third-Order Model, a new Stirling cryocooler model that has been developed
at the Rutherford Appleton Laboratory (RAL), Oxfordshire, UK. This one-
dimensional, finite difference model can simulate single and two-stage
cryocoolers and includes a novel simulation of the interactions between the
different loss mechanisms. The model uses the latest friction factor and heat
transfer correlations from the literature and simulates turbulence generation
and thermal penetration depths. It runs fast enough to be useful for
optimisation, thanks to a robust artificial convergence technique. The model
includes a full representation of the cold finger of Stirling cryocoolers and
simulates the displacer motion, the shuttle losses and the flow past the
displacer. This enables the optimisation of certain parameters that could not
be assessed previously. The model has been validated against single and two-
stage coolers and has been used to investigate changing the cold finger
geometry of a single-stage cooler.

The model will be used at RAL to aid the development of single and two-stage
Stirling coolers that are designed for use in spacecraft. The coolers use flexure
bearings and non-contact clearance seals to achieve a long lifetime. The
previous RAL model was developed in the 1990s, and it uses several
simplifying assumptions due to the limited computing power available at the
time [7]. The assumptions in the previous model break down when it is used to
simulate coolers outside the frequency and size ranges it has been calibrated
for.

The aim of this project is to develop a model that can accurately predict the
cooling powers of single and two-stage Stirling cryocoolers for a wider range
of cooler sizes than the previous RAL model. It should run fast enough to be
useful for design optimisation, be easily configurable to model different cooler
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geometries and it should be modifiable so that it can be calibrated using
experimental data.

Stirling cryocoolers are difficult to model using commercially available 2D or
3D computational fluid dynamics software. The compressible gas, moving
mesh and the variable regenerator temperatures make a 2D or 3D model
computationally expensive [8]. The approach commonly used by other
researchers is to simulate the machine as a network of one-dimensional flow
paths [4][5][9]. Empirical relationships are used to calculate the heat transfer
rates and friction factors at different points in the cooler. These models are
categorised as third order [10], and this was the approach selected for the
new RAL model.

Many of the third-order models in the literature use a modular approach. Each
different flow region is contained within a separate module. This has the
advantage of making the models flexible but can make it more difficult to
simulate complex interactions between the modules. The RAL Third-Order
Model takes a different approach. It simulates the cold finger of the cooler as a
single system. This allows it to realistically simulate heat transfer between the
different gas flow paths and account for the motion of the displacer.

The model was created using the MATLAB programming language.
Correlations from the literature are used to simulate heat transfer and
pressure drops. The model uses novel methods for simulating the motion of
the displacer and the wall heat transfer, and it uses a new method to
accelerate convergence.

The model has been validated against single-stage coolers that were
previously developed at RAL and against a two-stage cooler that has been
developed as part of this work. This two-stage cooler was designed
specifically for validating the model and contains cryogenic pressure
transducers for measuring the pressure swings at the two cold stages.

The results of the validation show that the model can accurately predict the
cooling power of a Stirling cryocooler if the leakage through the clearance
seals has been characterised beforehand. It appears that the model tends to
underpredict the leakage through these seals if their measured dimensions
are used as inputs.
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The results of the RAL Third-Order Model show that there is a great deal of
interaction between the loss mechanisms that would not be simulated by a
model that assesses each flow path separately. The RAL Third-Order Model
was also used to simulate changes to cooler geometry that could only be
investigated by simulating the cold finger of the cooler as a single system. It
was found that some of these geometry adjustments have a significant effect
on the predicted cooling power.

This thesis summarises the development, validation and some preliminary
applications of the new RAL Third-Order Model. Chapter 2 presents an
overview of different types of cryocoolers and looks at the different methods
that other researchers have used to simulate Stirling cycle machines; Chapter
3 describes the formulation of the model and the heat transfer and friction
factor correlations that it uses; Chapter 4 covers the development of a
breadboard cryocooler that has been used to help validate the model; Chapter
5 discusses how the model was validated against performance measurements
of Stirling cryocoolers; and Chapter 6 looks at aspects of cooler geometry that
can be difficult to investigate with other models but can be simulated using
this model.
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Chapter 2

Background

Cryocoolers are machines that provide refrigeration at cryogenic
temperatures, below approximately 120 K[11]. The term typically refers to
devices with a cooling power less than 100 W; larger systems are known as
cryogenic refrigerators or cryoplants [12]. The Stirling coolers modelled in
this work are one type of cryocooler, but there are other types available which
are suited to different applications.

This chapter summarises the different applications of cryocoolers and
introduces some of the most used types. The Stirling coolers that are
developed at the Rutherford Appleton Laboratory are described, and their key
features are summarised. This chapter also provides an overview of the
different modelling techniques used to simulate Stirling cycle machines.

2.1 Cryocooler Applications

Cryogenic temperatures are important for many different technologies [13].
Low temperatures can reduce the thermal noise seen by sensors, can be used
to change the state of materials and can enable quantum effects such as
superconductivity.

A simple way to cool an object to cryogenic temperatures is to use a cryogen
that is already at a low temperature such as liquid nitrogen or liquid helium.
These cryogens can be produced in large quantities at a liquefaction plant and
transported to where they are required. Stored cryogen systems are typically
cheaper and simpler than cryocoolers. However, they require regular
replenishment and have high mass and volume requirements [14, p. 2]. The
key advantages of cryocoolers are that they can produce cooling on demand
and do not need the complex infrastructure required for transporting and
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storing cryogens. As cryocoolers become cheaper and more reliable, they are
being used for a growing number of applications [15].

Cryocoolers are well suited to a variety of applications. Ground based
telescopes that are in remote locations, such as the ALMA telescopes in the
Atacama Desert [16], often use cryocoolers for cooling their detectors to
avoid the logistical challenges of transporting cryogens. Cryocoolers are used
in compact systems that require a low mass, such as miniature unmanned
aerial vehicles and night vision goggles [17]. Cryocoolers are also becoming
more popular in applications that traditionally use cryogens; they are often
used to recondense the liquid helium in MRI machines to produce zero boil-off
systems [13].

A key area for the use of cryocoolers is in spacecraft. Space missions often
have a multi-year lifetime, and it is not practical to have enough stored
cryogen to last the mission duration if there is a large cooling power
requirement. Since 1991, closed-cycle cryocoolers have been regularly used
instead [18]. Cryocoolers are often used for cooling sensitive infrared
detectors which require temperatures of around 10-150 K. These infrared
detectors can be used for Earth observation or astronomy [18]. Other types of
detectors that need cooling include X-ray bolometers (~50 mK) [2], microwave
bolometers (~100 mK) [19] and microwave radiometers (~20 K) [19].
Cryocoolers can also be used when transporting liquid propellants to reduce
boil-off [20].

2.2 Types of Cryocooler

This section describes some of the common types of cryocoolers that are used
for cooling at temperatures above 4 K. All of these cryocoolers use gasin a
closed-cycle; by reusing the same gas, they do not require refilling. The gas is
typically compressed at room temperature, where it rejects heat, and is
expanded at a lower temperature to produce cooling.

The coolers can be split into two types: regenerative and recuperative
cryocoolers. Regenerative cryocoolers have an oscillating gas flow between
the warm and cold parts of the cooler. The main types are Stirling, Gifford-
McMahon and pulse tube coolers. Recuperative coolers have a steady flow of
gas between the warm and cold parts of the cooler, with high-pressure gas
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travelling towards the cold end and low-pressure gas travelling back towards
the warm end. Two common types are Brayton and Joule-Thomson
cryocoolers.

2.2.1 Stirling Cryocoolers

Stirling coolers operate using the Stirling thermodynamic cycle. They are
closed-cycle systems and typically use helium as their working fluid [14,

p. 141]. Single-stage Stirling cryocoolers can cool to around 20 K [14, p. 149]
and two-stage Stirling cryocoolers can achieve temperatures below 10K at
the second stage [14, p. 152]. They commonly operate at frequencies between
30 and 70 Hz and at fill pressures of 10 to 35 bar [21]. Their capacity can range
from fractions of a watt to hundreds of watts of cooling power [21].

The Stirling Cycle

The Stirling cycle is a thermodynamic cycle that was first used in a heat engine
patented by Robert Stirlingin 1816 [22, p. 21]. As well as being able to
produce mechanical power from a temperature gradient, the cycle can also be
used to produce a temperature gradient by using mechanical power [11, p. 95].
This is the principle behind Stirling cryocoolers.

A basic Stirling cryocooler contains two moving components: a compressor
piston and a displacer. The compressor piston is located at the warm end of
the cooler and the displacer is located between the warm and cold ends of the
cooler, as shown in Figure 2.1. When the gas is compressed, work is done on
the gas, and it rejects heat to its surroundings; when the gas is expanded, work
is done by the gas, and it absorbs heat from its surroundings. The displacer is
used to ensure that the gas is at the warm end when it rejects heat and that it
is at the cold end when it absorbs heat. This results in cooling at the cold end.

To increase the efficiency of the Stirling cycle, the warm gas can be cooled
before it enters the cold end. This is done using a regenerator. A regenerator is
atype of heat exchanger that temporarily stores thermal energy. As the warm
gas passes through it, the thermal energy of the gas is transferred to the
regenerator, cooling the gas. Once the gas has been expanded, it flows back
through the regenerator, picking up the thermal energy it deposited earlier in
the cycle. A regenerator helps to thermally isolate the warm end from the cold
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Figure 2.1: A diagram showing the idealised stages of a Stirling cryocooler’s
thermodynamic cycle.

end. The regenerator in a cryocooler is typically contained within the
displacer.

An idealised cycle can be used to make a simple estimate of the cooling power.
The ideal cycle consists of four steps [14, p. 136]:

1. Isothermal compression — The compressor piston moves forward,
changing the volume of the system from V,,,,, to V,,.;,. The gas is
compressed, and its pressure increases. The temperature of the gas is
maintained at T4 Work is done on the gas when it is compressed, and
an equal amount of heat is rejected to the warm heat exchanger.

Vinaz
Wcomp = —Quarm = ngTwarm In <V ] ) (2.1)

2. Constant-volume regenerative cooling — The gas is moved to the cold
end of the cooler by the motion of the displacer. As it moves, the gas
passes through the regenerator which absorbs some of the heat from
the gas and cools it from T4 t0 Tora-

3. Isothermal expansion — The compressor piston and displacer move
backwards, changing the volume of the system from V,,,;,, to V,,,4.. The
gas is expanded, and its pressure decreases. The temperature of the gas
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is maintained at T.,;4. Work is done by the gas when it is expanded, and
an equal amount of heat is absorbed from the cold heat exchanger.

Vinaz
- Wea:p = Qcold = ngTcold In (V - ) (22)

4. Constant-volume regenerative heating — The gas is moved to the warm
end of the cooler by the motion of the displacer. The gas warms from
To1a t0 Tarm as it passes through the regenerator.

These steps are shown in Figure 2.1 and Figure 2.2. The assumptions made by
this ideal cycle are discussed in Section 2.4.1.

The coefficient of performance is the ratio of useful cooling provided to work

required.
Qcold
CoP = ——————
Wcomp + Wea:p
MmRyT o140 (%) (2.3)
ngTwarm In (%) N ngTCOld n (%)
_ Tea
Twarm — Teold
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1
2
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Figure 2.2: A plot of pressure against the total gas volume for the ideal Stirling
cycle. The area enclosed by the cycle represents the net work applied to the gas
and the area under the curve of Step 3 represents the cooling power.
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Because all these steps are reversible, the coefficient of performance of the
ideal Stirling cycle is the maximum possible for any refrigeration cycle and is
the same as for a Carnot refrigerator [11, p. 47].

Regenerators

The ideal cycle highlights the importance of the regenerator. In this cycle,
exactly the same quantity of heat is transferred to the regenerator in Step 2 as
is absorbed from the regenerator in Step 4 because the temperature change is
reversed and the mass of gas is the same. However, if no regenerator is
present, the heat that would be transferred to the regenerator in Step 2 must
be rejected to the cold end heat exchanger, greatly reducing the coefficient of
performance.

An ideal regenerator must meet the following conflicting requirements:

e There must be a low pressure drop as the gas flows through the
regenerator. A high pressure drop reduces the pressure swing at the
cold end, which reduces the cooling power.

e There must be good heat exchange between the gas and the regenerator
material. If the heat exchange is poor, the gas will not transfer as much
thermal energy to the regenerator and will be hot when it flows into the
cold end of the cooler.

e The surface of the regenerator must maintain an almost constant
temperature to maximise the amount of heat transferred with the gas.
This means that the regenerator must have a high heat capacity and that
the thermal conductivity must be high to allow enough heat to flow
between the regenerator surface and interior.

e There must be low thermal conductance along the regenerator. Thermal
conduction applies a heat load, reducing the net cooling power.

e The volume of gas in the regenerator should be low. The space in a
cooler that is not swept by the displacer or compressor piston is known
as the dead volume. If this is too large, the swept volume of the
compressor must be increased to achieve the same pressure swing. This
increases the size of the cooler.
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Stirling Cooler Configurations

There are two Stirling cooler configurations that are commonly used. These
are known as the beta and gamma configurations [22, p. 89] and are shown in
Figure 2.3. In the beta configuration, the displacer and compressor piston
operate in the same bore. The shaft of the displacer passes through the
compressor piston. This configuration can be made very compact and reduces
the dead volume in the cooler.

The gamma configuration separates the compressor piston and the displacer.
The displacer is contained within the cold head which is connected to the
compressor by a transfer line. This enables more flexibility when designing the
cooler; the diameters of the displacer and compressor piston can be different,
and they can be in different locations. The gamma configuration also allows
for two compressor pistons to run in a head-to-head configuration which can
reduce the exported vibrations.

Rotary and Linear Stirling Coolers

Stirling coolers can be driven using a rotary motor. The motor is connected to
the compressor piston and displacer by crank mechanisms. This allows both

Cold head
Displacer
L
Displ
isplacer ~l
[ Compressor
Compressor
piston
Compressor [ [
piston T

(a) Beta configuration Transfer line

(b) Gamma configuration

Figure 2.3: Diagrams showing two common Stirling cooler configurations.
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the displacer and compressor piston to be driven by a single motor. Rotary
motors can be made very cheaply and can be very efficient; however, the joints
in the crank mechanism will eventually wear out. Rotary motors are most
suitable for small tactical cryocoolers that only need a short lifetime [14,

p. 143] or for large cooling plants that can be easily serviced [11, p. 172].

The alternative is to drive the compressor pistons and displacer using
electromagnetic linear motors, similar to those found in loudspeakers. Flexure
bearings or gas bearings are used to constrain the compressor pistons and
displacer radially while allowing them to move axially. Since there is no crank
mechanism to wear out, the lifetime can be greatly increased. Linear coolers
are often used for applications that require a long lifetime without servicing,
such as in spacecraft [14, p. 145]. Linear motors allow the amplitudes and
phases of the compressor pistons and displacer to be adjusted. However, the
operating frequency of the system must be close to the resonant frequencies
of the compressor pistons and displacer for the system to be efficient. This is
because running the motors near resonance reduces the motor forces
required. The resonant frequencies are dependent on the moving masses and
the restoring forces due to the flexure bearings, gas pressure and any
magnetic interactions.

It is possible to design coolers that do not have a displacer motor at all. In
these coolers, the displacer is driven pneumatically by the gas pressure. The
phase and amplitude of the displacer can be tuned by adjusting its mass, spring
rate, damping and the area on which the gas pressure acts. Pneumatic
displacers are often used in miniature coolers [23].

Two-Stage Stirling Coolers

Stirling coolers can be designed to produce cooling at two different
temperatures. The displacer is stepped and there are two expansion
chambers, with the coldest temperature occurring at the second stage. A
diagram of a two-stage cold finger is shown in Figure 2.4. Two-stage coolers
can achieve very low temperatures because losses, such as thermal
conduction, are intercepted at the intermediate temperature where more
cooling power is available. The cooling at the intermediate temperature can
also be useful for cooling radiation shields [24].
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Figure 2.4: A diagram showing the cold head of a two-stage Stirling cryocooler.

2.2.2 Gifford-McMahon Cryocoolers

Gifford-McMahon (GM) cryocoolers operate in a similar way to Stirling
coolers; they produce cooling by using a displacer to expand gas. The key
difference is that GM compressors produce a constant high pressure instead
of an alternating pressure wave. The alternating pressure required to create
cooling is generated by valves in the warm part of the cold head that
alternately connect the cold head to the high and low-pressure sides of the
compressor. The displacer motion is similar to the motion within a Stirling
cooler: it moves away from the cold end when the pressure is high and
towards the cold end when the pressure is low.

The steady flow produced by the compressor means that long gas lines can be
used to connect the compressor to the cold head. This is not possible for
Stirling coolers because a long gas line would increase the dead volume and
reduce the pressure swing. Using valves to separate the compressor and cold
head allows them to operate at different frequencies. The compressors
typically operate at 50-60 Hz which allows them to be compact. The switching
frequency of the cold head is typically around 1 Hz. This low frequency
reduces the flow speed of the gas through the regenerator, reducing the
pressure drop and allowing more time for the regenerator to transfer heat
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with the gas; the lower losses allow two-stage GM coolers to achieve
temperatures of 4 K[21].

The low frequency operation of the cold head brings disadvantages. Clearance
seals cannot be used as too much gas would leak past them over a cycle.
Instead, contacting seals are used at each stage of the displacer which wear
out over time [25]. The low frequency also requires a larger cold head for the
same cooling power. The other key disadvantage of this cycleis that it has a
low efficiency due to irreversible losses in the valves [13].

GM coolers are popular for use in laboratory applications because of their
flexibility and ability to reach low temperatures. They are also relatively cheap
because their steady-flow compressors are similar to air conditioning
compressors and benefit from the maturity of this technology [21].

2.2.3 Stirling-Type Pulse Tube Cryocoolers

Stirling-type pulse tube cryocoolers operate using a similar thermodynamic
cycle to Stirling cryocoolers. In a pulse tube cooler, the mechanical displacer is
replaced with a tuned pneumatic circuit. The motion of the gas in the
pneumatic circuit causes a phase difference between the mass flow and
pressure swing. This phase shift results in the gas rejecting heat at the warm
end and absorbing heat at the cold end [21].

Having no moving parts in the cold head brings advantages. It simplifies the
assembly of the cooler and reduces the exported vibrations. The major
disadvantage is that Stirling-type pulse tube coolers are not as efficient as
Stirling coolers [26][27]. The operation of the pneumatic circuit requires a
greater flow of gas through the regenerator than an equivalent Stirling cooler.
This results in larger losses from imperfect heat transfer and pressure drops.
In addition, a pulse tube cooler dissipates the work done by the gas at the cold
end as heat at the warm end; whereas a Stirling cooler uses this energy to help
compress the gas. The efficiency of low frequency pulse tubes is further
reduced if they are not orientated with the cold tip downwards, due to
convection in the pneumatic circuit [21].

Stirling-type pulse tube coolers are used in similar applications to Stirling
coolers. The compressor pistons can use clearance seals which makes them
suitable for applications that require a long lifetime, such as spacecraft. Their
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low vibration cold heads make them particularly suitable for cooling vibration
sensitive detectors [14, p. 162].

2.2.4 GM-Type Pulse Tube Cryocoolers

GM-type pulse tube cryocoolers combine the tuned pneumatic circuits of
Stirling-type pulse tube coolers with the constant pressure compressors of
GM coolers. The switching frequency of the cold head is typically around 1 Hz,
like a GM cooler, and this low frequency allows them to achieve temperatures
of around 4 K[13].

Because they use a pulse tube, they do not have any displacer seals to wear
out, although there is still wear in the compressor seals and the valves. The
lack of moving parts at the cold end also helps to reduce the levels of exported
vibration. Their main disadvantage is their low efficiency due to irreversible
expansion in their GM-type valves. Because of their low frequency, their
performance is dependent on their orientation, and they need to be operated
with the cold end pointing down to achieve maximum cooling power [21].
They are well suited to use in laboratories, particularly for cooling vibration
sensitive equipment.

2.2.5 Brayton Cryocoolers

Brayton cryocoolers produce cooling by expanding a steady flow of high-
pressure gas. The high-pressure gas enters the expansion chamber and does
mechanical work on a piston or turbine. This mechanical work causes the
energy of the gas to decrease and its temperature to drop. The cold, low-
pressure gas passes through a heat exchanger where it is used to produce
cooling. The low-pressure gas then flows back to the warm end where it is
recompressed.

To increase the cycle efficiency, Brayton coolers thermally isolate the warm
and cold ends of the cooler by using a recuperator. This is a counter-flow heat
exchanger that transfers heat between the high-pressure and low-pressure
gas. As the high-pressure gas travels towards the cold end, it transfers heat to
the low-pressure gas flowing the other way. This ensures that the
high-pressure gas is already cold by the time it reaches the expander.
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The compressor and expander can be reciprocating, using pistons, or rotary,
using turbines. Reciprocating machines are better suited to high pressure
ratio, low flow rate applications, whereas rotary machines are better suited to
low pressure ratio, high flow rate applications [11, p. 345]. Reciprocating
machines can use simpler recuperator designs because the lower mass flows
require less heat to be transferred. Rotary machines have the advantage that
they do not require valves to control the flow of gas.

Brayton coolers that use turbines are known as turbo-Brayton coolers; these
coolers are well suited for use in spacecraft. They can use gas bearings to
achieve non-contact operation for a long lifetime and their turbines operate at
a high frequency, so their vibrations have little impact on sensitive
instruments [28]. The steady flow of gas aids integration as it allows the
compressor to be located far from the expander. They are particularly suited
for applications where a large amount of cooling power is required because
this is when they are the most thermodynamically efficient [29]. The main
disadvantage of turbo-Brayton coolers is the extra complexity of having
cryogenic moving parts.

2.2.6 Joule-Thomson Cryocoolers

Joule-Thomson coolers also produce cooling from a steady flow of high-
pressure gas. Instead of expanding the gas using a piston or turbine, the gas
undergoes free expansion by passing through an orifice or porous plug. As the
gas expands, its temperature may change. This is known as the Joule-Thomson
effect.

The temperature change is caused by a change in the potential energy of the
gas as it undergoes free expansion. This effect is caused by the intermolecular
forces between the gas particles. Cooling only occurs at certain pressures and
temperatures. For example, helium must be below 40 K for Joule-Thomson
cooling to occur [11, p. 268]. The cooling power of free expansion is lower
than obtained in a Brayton cryocooler because no work is done by the gas.

The simplicity of Joule-Thomson coolers makes them appealing for many
applications. They have no moving parts at the cold end, so they are reliable
and produce low levels of exported vibrations. The expansion orifice can be
located a long way from the compressor which provides flexibility. If long-life,
flexure bearing compressors are used, they are suitable for use in spacecraft
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[30]. However, they often have a low efficiency and may require precooling of
the gas to operate.

2.3 Stirling Cryocoolers Developed at RAL

Stirling cryocoolers for space applications have been developed at RAL since
the 1980s [1]. Stirling coolers are a good fit for the requirements of spacecraft:
they require low electrical input power because of their high-efficiency
thermodynamic cycle; they can be made light and compact because of their
high operating frequency; and they can be designed to have a long lifetime by
using linear motors and clearance seals. The coolers designed at RAL have
been used on several missions, with some built at RAL and some built under
licence. RAL Stirling coolers are often used for cooling infrared detectors, but
some have been developed for precooling Joule-Thomson coolers [31].

The Stirling cryocoolers developed at RAL use the gamma configuration. For
most of the coolers, the compressor and cold head are separate and are linked
by a transfer line, as shown in Figure 2.5. Separating the cold head and
compressor allows for more flexibility when integrating the cooler. However,
for some of the more recent compact cooler developments, the compressor
and cold head are integrated into the same body to reduce the system size
[32]. The compressor typically consists of two pistons running in a head-to-
head configuration into a common bore. This configuration helps to reduce
exported vibrations. If the vibration requirements are particularly stringent,
the exported vibrations of the displacer can also be reduced by fitting a
balancer motor that runs in antiphase to the displacer motor [33].

RAL Stirling coolers use clearance seals at the compressor pistons, the
displacer shaft and along the displacer tube. The clearance seals between the
compressor pistons and bores and the displacer shaft and bush reduce the
leakage of gas into the backshells which would reduce the pressure swing. The
clearance seal between the displacer tube and the cold finger tube is known as
the appendix gap and this prevents gas from bypassing the regenerator. These
clearance seals work by having a very small gap between the moving and
stationary components that restricts the flow of gas. They do not wear out
because there are no rubbing components, and they enable the lifetime of the
coolers to exceed 10 years [13]. The compressor pistons and displacer are
driven by linear motors and are suspended on flexure bearings. The flexure
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Figure 2.5: A diagram showing a section view of a typical single-stage RAL
Stirling cryocooler. Some of the main components are labelled.

bearings are made of a disc of metal with a spiral pattern cut into it, as shown
in Figure 2.6. The outer edge of the disc is held stationary, and the centre of
the disc is attached to the shaft of the displacer or piston. The flexure bearings
are designed so that they are axially compliant but radially stiff. They are made
from hardened stainless steel and are designed so that their peak stress is well
below the fatigue limit of the material during operation.

The displacer consists of a plastic tube, typically made of Vespel SP-3 [34], that
contains the regenerator. Locating the regenerator inside the displacer allows
them to be contained in a single cold finger tube which helps to reduce the
thermal conduction between the warm and cold parts of the cooler. Vespel
has a low thermal conductivity and good wear resistance in case of contact
with the cold finger tube. The regenerator is typically composed of stacked
discs of fine wire mesh with a wire diameter of 20-50 pm. Stacked discs give a
good compromise between heat transfer and pressure drop and have a low
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Figure 2.6: A photograph showing one of the compressor motors of the RAL
Maxi compressor. Some key parts have been labelled: A, the flexure bearing; B,
the stationary part of the motor; and C, the compressor piston shaft.

axial thermal conductance. For temperatures above 20 K, most metals have a
much higher heat capacity than the helium gas so work well as a regenerator
material. The RAL coolers use stainless steel mesh at these temperatures. At
lower temperatures, the heat capacities of most metals fall, and they become
ineffective. At these temperatures, the RAL coolers use materials containing
rare-earth elements which have peaks in their heat capacity at low
temperatures [35]. At the warm end of the regenerator is a disc of metal foam
made of Retimet [36] that is used to disperse the jets of gas entering the
regenerator so that a larger fraction of the regenerator mesh is used for heat
transfer. The displacer is contained within a thin wall Titanium Ti-6Al-4V cold
finger tube which has a low thermal conductivity but is strong enough to
withstand the gas pressure.

The coolers use helium as a working fluid. In general, lighter gasses enable
greater heat transfer rates and lower pressure drops than heavier gasses [11,
p. 175]. Both properties are beneficial for Stirling coolers. Hydrogen is the
lightest gas, although its other properties mean that it is rarely used in Stirling
coolers. It is flammable, can permeate through metals and can cause hydrogen
embrittlement. The other disadvantage for use in cryocoolers is that its
behaviour can deviate significantly from that of an ideal gas at low
temperatures, increasing losses [37, p. 167]. Helium is used instead because it
is inert and behaves more like an ideal gas at lower temperatures.
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The typical fill pressure is between 10-20 bar and the operating frequency is
typically between 20-100 Hz. The simple analysis presented in Section 2.2.1
shows that higher fill pressures and operating frequencies improve the cooling
power for a given swept volume. However, increasing either of these
increases the mass flow rate of gas through the regenerator, lowering its
effectiveness and increasing the losses [11, p. 130]. The optimum fill pressure
and frequency depend on the cooler geometry.

The compressor pistons and the displacer are run with a phase difference of
50-90° between their motions to produce cooling. The moving masses,
diameters and flexure bearing stiffnesses of the displacer and compressor
pistons are tuned so that the resonant frequency of their motion is the same
as the operating frequency of the system. Running on resonance reduces the
required input power and means that the motors only have to overcome the
work done on the gas and the damping; the flexure bearings provide the rest
of the force. Through careful selection of the displacer shaft diameter, the gas
forces acting on the displacer can be adjusted so that the displacer runs at the
correct amplitude and phase with minimal input from the motor. This reduces
the force requirements for the displacer motor and allows it to be very
compact.

The linear motors that drive the compressor pistons and displacer are
designed at RAL. All the different types of motor consist of permanent
magnets, iron and a coil, but these components are used in different
configurations depending on the system requirements. Moving coil motors
are typically used because of their low levels of off-axis vibrations [38]. The
magnetic circuit is similar to a loudspeaker motor but has been modified to
increase its efficiency. If a higher efficiency is required for the same size of
motor, moving magnet motors are used [39].

A range of different sized single-stage Stirling cryocoolers have been
developed at RAL: from the Small Scale Cooler [32] (Figure 2.7), which lifts
0.5W at 77 K and has a mass of 625 g; to the Maxi (Figure 2.8), which lifts 6 W
at 77 K and has a mass of 11 kg. Two-stage coolers have also been produced
which can reach temperatures as low as 10 K [40].
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Figure 2.7: A photograph of the RAL Small Scale Cooler. The compressor and cold
head of this cooler are integrated into the same body. Some parts of the cooler
have been labelled: A, the cold tip; B, one of the compressor motor covers; C, the
cold finger tube; and D, the body of the cooler (containing the displacer motor).

Figure 2.8: A photograph of the RAL Maxi compressor attached to a cold head.
The compressor and cold head are connected by a transfer line. Some parts of
the cooler have been labelled: A, the compressor body; B, one of the compressor
motor covers; C, the vacuum vessel containing the cold finger; D, the cold head
body; and E, the transfer line.
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2.4 Stirling Machine Models

A wide range of Stirling machine models have been written about in the
literature. Many of these models focus on Stirling engines, but the same
techniques are often directly applicable to Stirling coolers; Stirling engines use
the same thermodynamic cycle as Stirling coolers, but the cycle is reversed. A
common classification, introduced by Martini [10], groups models by their
complexity into first-order, second-order and third-order.

2.4.1 First-Order Models

First-order models are the simplest type and assume a simplified
thermodynamic cycle without losses. Because of this, they are mostly used for
approximate initial sizing of a Stirling machine.

Ideal Stirling Cycle

The ideal Stirling cycle presented in Section 2.2.1 is a form of first-order
model. However, it makes several poor assumptions that prevent it from being
useful for designing Stirling machines. The assumption of isothermal
compression and expansion is inaccurate because Stirling coolers typically
operate at a high frequency and there is insufficient time for the gas to
thermalise. The model assumes that all the gas will be in the compression or
expansion chambers during the isothermal stages; in a real cooler, there will
always be gas present in the regenerator which will reduce the pressure swing.
In addition, the model assumes that the compressor piston and displacer move
sequentially, whereas they move almost sinusoidally in a real cooler.

Schmidt Isothermal Model

A more accurate thermodynamic cycle is the Schmidt isothermal model [14,

p. 139]. This model still has a closed-form solution but can account for
sinusoidal piston motion and dead volume within the cooler. It assumes that
the gas in each region is perfectly thermalised with the region walls, that there
are no regenerator losses and that the instantaneous pressure is the same
throughout the system.
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The Schmidt isothermal model is better at predicting the cooling power for a
real machine than the ideal cycle. However, it still assumes that the
compression and expansion occur isothermally; therefore, the coefficient of
performance is still the same as for a Carnot refrigerator.

2.4.2 Second-Order Models

Second-order models simulate a more realistic thermodynamic cycle, and they
account for loss mechanisms such as thermal conduction and imperfect
regeneration. The assumption made by second-order models is that the losses
do not interact with the thermodynamic cycle. The losses are calculated after
the thermodynamic cycle has been computed and are subtracted to find the
cooling power.

RAL Second-Order Model

The model that has previously been used at RAL to design Stirling coolersis a
second-order model [7]. It is based on the Finkelstein adiabatic model [41].
The model makes the assumption that there is no heat transfer in the
compression or expansion chambers. Instead, the heat transfer takes place in
separate heat exchangers at either end of the regenerator. The gas in the heat
exchangers and the regenerator is at a fixed temperature. The instantaneous
pressure is assumed to be the same throughout the system. The system of
differential equations cannot be solved analytically, so the equations are
integrated over several cycles until a steady state is achieved; this typically
takes five cycles.

After the system has converged, the pressure drop can be estimated from the
mass flows. The pressure drop waveform is calculated by using empirical
correlations for flow through pipes and wire meshes. This waveform is
subtracted from the pressure waveform in the cold end expansion chamber.
The model is also able to account for the finite speed of sound in the gas. The
pressure waveform at the cold end is phase shifted to account for this. After
the pressure waveform has been modified, the pressure-volume work done by
the gas at the cold end is calculated to find the gross cooling power.

To calculate the net cooling power, the following losses are calculated and
subtracted from the gross cooling power:
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e Conduction losses — The model calculates the thermal conduction
along the cold finger tube, displacer tube and the regenerator by using
thermal conductivity integrals.

e Shuttle heat transfer — This is caused by the relative motion of the
displacer tube and the cold finger tube and is described further in
Section 3.7. The model uses the analytical equation derived by
Zimmerman [42].

e Regenerator loss — This accounts for any incomplete cooling of the gas
as it travels towards the cold end. The second-order RAL model can
estimate the magnitude of these losses from the flow rate of the gas and
empirical heat transfer correlations.

The model can simulate the temperature difference between the gas in the
cold heat exchanger and the cold tip. The model uses thermal resistances that
have been calibrated over a range of displacer strokes and operating
frequencies using performance measurements of RAL coolers. This thermal
resistance is then used to calculate an increased cold tip temperature.

The RAL Second-Order Model is much more accurate than the isothermal
first-order models. The loss mechanisms have a large impact on the cooling
power, particularly at lower temperatures. In addition, the adiabatic
compression and expansion reduces the coefficient of performance of the
cycle and is a much better approximation for typical Stirling coolers because
of their high operating frequency. However, it is unable to simulate gas
leakage past the clearance seals and, like all second-order models, it makes the
assumption that the loss mechanisms do not interact with the thermodynamic
cycle or each other.

The model has been found to be sufficiently accurate when simulating single-
stage coolers that operate within the correlation ranges, and it can be useful
for performing initial optimisations because it is able to run very quickly.
However, the cold end heat transfer correlation is only valid over a limited
range of operating frequencies and cooler sizes, and the model has difficulties
accurately simulating two-stage coolers.
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2.4.3 Third-Order Models

Third-order models are the most complex type in Martini’s classification and
are essentially one-dimensional computational fluid dynamics (CFD) models.
They simulate the interactions of the loss mechanisms with the
thermodynamic cycle. The machine is divided into a one-dimensional array of
cells and the flow of gas between these cells is calculated. Correlations are
used to simulate heat transfer and flow friction.

There are several third-order models that have been written about in the
literature. Some of the models that have been described in detail are
summarised here.

Model by Tew (1983)

Tew’s model was developed at the NASA Lewis Research Center to simulate
Stirling engines for use in automobiles [43]. It splits the system into control
volumes and uses differential equations based on the conservation of mass
and energy equations. The momentum equation is simplified to ignore the
effects of gas inertia. This allows the pressure drop calculations to be
decoupled from the thermodynamic calculations. Because the pressure wave
dynamics are not simulated, much larger time steps can be used.

Model by Urieli (1977)

Urieli’'s model [9] was one of the first to fully model the inertial effects of the
gas in a Stirling machine [44]. It models a simplified form of a Stirling engine
that uses parallel pipes for its heat exchangers and regenerator; however, the
model was designed so that it could be easily modified to include a wire mesh
regenerator. The model solves the system of differential equations explicitly
using a 4th order Runge-Kutta solver. Because of this, many time steps are
required to track the propagation of acoustic waves through the system.

Model by Andersen (2006)

Andersen’s model [4] also models the inertial effects of the gas, but it uses a
semi-implicit Runge-Kutta scheme to remain stable with larger time steps. It is
unusual because it can simulate the shuttle losses due to the relative motion
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of the displacer tube and the cold finger tube at the same time as the rest of
the thermodynamic cycle. The temperatures of the cells in the displacer and
cold finger tubes are interpolated to calculate the heat transfer per unit length
along the cold finger; this is integrated to find the rate of heat transfer for each
cell.

DeltaEC

The Design Environment for Low-Amplitude Thermoacoustic Energy
Conversion (DeltaEC) is a model that has been developed at Los Alamos
National Laboratory [45]. It can simulate a wide variety of different systems,
including thermoacoustic machines and Stirling coolers.

DeltaEC works by using an acoustic approximation for the gas pressure and
flow rates, and it assumes that the pressure and volumetric flow oscillations
are sinusoidal. The system is split into segments and the model numerically
integrates the differential equations to find the amplitudes and phases of the
pressure oscillations at each segment. These approximations enable the
model to run very quickly but cause it to have a reduced accuracy at high
pressure amplitudes.

Sage

Sage is a commercially available third-order model that is developed by
Gedeon [5]. As well as modelling Stirling machines, it can be configured to
model different types of periodic systems. Rather than starting with some
initial conditions and letting the system converge to a steady state, the model
sets periodic boundary conditions so that the start of a cycle is the same as its
end. The whole cycle is then solved simultaneously. This allows Sage to solve
simple models very quickly, although simulations with fine time or space
discretisations can take much longer to solve.

The empirical correlations used by Sage are advanced for a third-order model.
It can simulate the effects of oscillating flow in pipes by tracking the build-up
of turbulence. It also uses equations for compression and expansion chambers
that model the effects of inlet induced turbulence.
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Because of its combination of speed, accuracy and versatility, Sage has
become a very popular modelling tool for Stirling coolers [46], Stirling engines
[47] and pulse tube coolers [48].

2.4.4 2D and 3D CFD Models

Since Martini developed his classification system, 2D and 3D CFD Stirling
machine models have also been developed. Some of the models that have
been described in the literature are summarised here.

Model by Mahkamov (2005)

One of the first three-dimensional Stirling machine models was developed by
Mahkamov at Durham University [49]. This model simulates a Stirling engine
powered by biomass and was created using the commercial software Fluent.
The model is able to simulate the complicated geometry of the engine and
predicts that there are differences in the flow velocity between the individual
pipes of the hot heat exchanger.

To simplify the geometry of the regenerator, the model simulates it as a
homogeneous object. The momentum and energy equations of the gas are
modified to simulate heat transfer and flow resistance. This requires empirical
correlations like the ones used in third-order models.

The simulated engine operates at a frequency of 3.3 Hz and the model runs
until the temperatures reach a steady state. No artificial convergence method
is mentioned (see Section 3.13). Presumably, the model is able to converge
naturally in a small number of cycles because the simulated engine operates at
a low frequency, allowing more time for heat transfer per cycle.

The model gives good results when compared to experimental data. The
pressure-volume work was found to be within 12-18% of the measured value.

Model by Dyson et al. (2008)

A three-dimensional Stirling engine CFD model was developed at the NASA
Glenn Research Center to aid the design of Stirling converters for use on
spacecraft [8]. It is a highly detailed model: it simulates the motion of the
displacer using a moving mesh and includes a full simulation of the appendix
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gap and displacer gas seals. This detail requires a large amount of computing
power; the full simulation took a few weeks to run on a cluster of 32
computers.

The model was developed using the commercial software Fluent. The
simulation performance is highly dependent on the quality of the simulation
grid, and it requires a significant amount of manual adjustment. The CFD
model is integrated with the magnetic model of the linear motors to
investigate the combined effect of the gas and magnetic force on the
alternator pistons.

A simplified model of the regenerator is used; the fibres of the regenerator are
not modelled, and the gas equations are modified to introduce a pressure
drop. The model also makes the assumption that the regenerator and fluid are
in thermal equilibrium which should result in the performance being
overpredicted. However, the model predicts the motor performance to within
the variability of manufactured machines. Dyson notes that this may be
caused by the dissipative losses of the first-order accurate numerical solver
cancelling out the reduction in regenerator losses.

Model by Della Torre et al. (2014)

This model was developed for the simulation of a beta-type Stirling engine
[50]. The software package OpenFOAM was used to create a two-dimensional
axisymmetric model of the engine. The model uses the regenerator heat
transfer and flow resistance correlations developed by Gedeon and Wood
[51]. The model converges naturally in 300-600 cycles when operating at

3.9 Hz and gives good agreement with experimental data.

2.4.5 Sub-System Models

Some models do not simulate an entire Stirling machine but focus on one
specific component.

REGEN

The REGEN computer program is developed by the National Institute of
Standards and Technology and focuses on modelling cryocooler regenerators
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inisolation [52]. The program requires the user to input the mass flows,
pressures and the inlet temperatures at either end of the regenerator. It is
then able to calculate the pressure drop down the regenerator and the
magnitude of the regenerator loss.

The program simulates the gas flow using one-dimensional CFD equations and
can model the inertial effects of the gas. The REGEN program can be used as
part of a second-order model with the pressures and mass flows calculated
from the thermodynamic cycle being used as inputs.

2.4.6 Comparison of Modelling Approaches

A summary of the different types of Stirling system models is presented in
Table 2.1.

First-order models do not account for any loss mechanisms. These losses are
typically a large fraction of the gross cooling power, so first-order models are
not accurate enough to be useful for designing Stirling cryocoolers.

Second-order models can be accurate if they are calibrated using experimental
data. The second-order model used at RAL has been adjusted so that it makes
good predictions for medium-sized Stirling coolers. However, experience has
shown that these calibrations can become invalid if the model is used outside

Table 2.1: A table comparing different types of Stirling system models.

Order Thermodynamics Losses Usage Example
1st Idealised thermodynamic  Does not account Initial [14,
cycle that can be solved for loss sizing p.139]
analytically mechanisms
2nd More realistic Losses are Fast [7]
thermodynamics that calculated after the  simulation
must be solved simulation has
numerically converged
3rd Accounts for pressure Losses caninteract  Detailed [5]
drop and imperfect heat with the simulation
transfer thermodynamic
cycle
CFD Calculates pressure drop Losses caninteract Complex [49]
and heat transfer by with the geometries

simulating gas motion in
multiple dimensions

thermodynamic
cycle
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its calibrated regime. Some loss mechanisms, such as clearance seal leakage
are difficult to simulate using second-order models, and second-order models
do not account for any interactions between the different loss mechanisms.

Third-order models strike a good balance between accuracy and
computational complexity. Friction and heat transfer correlations that are
valid over a large parameter space can be used to make the model accurate for
awide range of different coolers. Third-order models can be slow to converge
and typically require an artificial convergence method so that they can run
quickly.

3D CFD models have the potential to produce the most accurate results. They
can be much more accurate than third-order models when simulating Stirling
machines that have flow paths with small length to diameter ratios [53].
Unfortunately, their complexity means that they take a very long time to run.
Their complex simulation grid also makes applying an artificial convergence
method challenging. Therefore, they are best suited to machines that operate
at alow frequency and converge naturally in only a few cycles. Using a 2D
axisymmetric model can speed up the simulation, but this simplification is not
suitable for all Stirling machines. Although CFD models can simulate many
loss mechanisms from first principles, their regenerators are typically
modelled using the same friction and heat transfer correlations that are used
in third-order models. These correlations can have a large impact on the
predicted performance.
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Model Development

This chapter describes the development of the RAL Third-Order Model, a new
Stirling cryocooler model that has been produced as part of this project. In this
chapter, the requirements of the model are assessed and are used to justify
the selection of the modelling approach. The modelling approach, the
assumptions made by the model and the structure of the model are described.

To simulate Stirling coolers, the model divides the system up into cells; the
method used to do this and the connections between the cells are explained.
The state of the model at each point in time is defined by the solution variables
and the rate of change of these solution variables is determined by a set of
differential equations. These equations are presented, including the
correlations used to represent flow effects in each type of cell. Some key
features of the model are highlighted and described in detail. The methods
used to interpolate the gas properties are described and the choice of
numerical method used to solve the differential equations is explained. Before
running, the model needs to calculate the initial state. The model’s
convergence is then accelerated by using a variety of different techniques.
The methods used to initialise and converge the model are described. Finally,
the information outputted by the model is listed.

3.1 Model Scope

The primary output of the model is the net cooling power at each stage. This is
found by simulating the fluid dynamics, solid temperatures and heat flows
within the cooler. The model inputs consist of the following:

e The geometry of the cryocooler

e The materials the cryocooler is made from
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e The type of gas the cooler is filled with and the fill pressure and
temperature at which it was filled
e The motion of the compressor pistons and displacer (input as the
amplitudes, phases and mean value of a Fourier series)
e The temperatures of the thermal interfaces (the cryogenic stages and
the heat rejection interfaces)
e Therequired spatial resolution of the model and the convergence
parameters
A complete list of the inputs is given in Section A.3 in Appendix A. From these
inputs, the model can calculate the cooling power at each stage and the
required mechanical input power. Other outputs are also reported, and these
are discussed in Section 3.15.

In this model, the thermal interfaces have a fixed temperature, and the cooling
power is an output. The alternative would be to apply a fixed heat load at the
stages and let the model calculate the stage temperatures. Modelling with
fixed temperatures has the advantage that it is easier to make an accurate
initial guess of the temperature distribution. The temperatures are typically
the slowest values to converge, so a better initial guess can greatly reduce the
time taken to converge. The other advantage of fixed temperatures is that
cryocoolers are often designed to maximise cooling at a specific temperature;
a fixed temperature model is simpler to use when optimising a design.

The model is designed to be able to simulate a wide range of Stirling
cryocooler configurations just by changing the input file. The model can be
configured to simulate a single-stage or a two-stage cryocooler. Any number
of compressor pistons can be specified. There is the option of annular heat
exchangers at the cryogenic stages. The user is also able to split the transfer
line and regenerator into sections, with each section having its own geometry.
Although there are multiple configuration options, the model is not fully
modular like some models in the literature [4][5]. The advantage of not being
modular is that the model can be controlled using a simple spreadsheet. In
addition, a fully modular model would have difficulty simulating the heat
transfer between the displacer tube and cold finger tube when they are
moving relative to each other because the interface between these two
modules would be very complicated (see Section 3.7).

It would be possible to extend the model to simulate the dynamics of the
compressor pistons and displacer or even to include an electromagnetic
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simulation of the linear motors. However, this extra complexity can cause
issues when trying to design a cooler. It is much simpler to design the cooler
with fixed compressor piston and displacer strokes, which allows the fluid
dynamics to be modelled in isolation. The initial performance modelling of the
cooler can then be conducted without any knowledge of what motors or
flexure bearings will be required. Once this initial optimisation has been
performed, the results can be used to determine the force requirements of the
motors and the required stiffnesses of the flexure bearings.

3.2 Modelling Approach

From analysing the various modelling approaches seen in the literature
(Section 2.4), a third-order model seems to be the most suitable for use in the
development of RAL cryocoolers. RAL cryocoolers typically have flow paths
that have large length to diameter ratios, which makes them well suited to the
one-dimensional flow approximations of third-order models. They operate at
high frequencies, so an artificial convergence method is required; this is much
easier toimplement in a third-order model than a 2D or 3D CFD model
because of the reduced simulation grid complexity. It is possible to develop a
third-order model that is accurate enough to be useful when designing new
coolers and can run fast enough to be useful for design optimisation. The
simple computational grid makes it easy to modify for different cooler
geometries and the empirical correlations used can be easily adjusted to fit
experimental data.

The equations of the RAL Third-Order Model form a system of partial
differential equations with one space dimension and one time dimension. To
solve these numerically, the finite difference method is used [54, p. 27]. The
spatial dimension is discretised into cells and the partial differential equations
can be solved as ordinary differential equations (ODEs).

The RAL Third-Order Model formulates the system as an initial value problem
and lets the temperatures of the solids in the cooler gradually converge over
several cycles (see Section 3.13). An alternative is to impose periodic
boundary conditions; this technique is used by some of the third-order models
in the literature, such as Sage. Periodic boundary conditions ensure that when
the equations are solved, the system is in a periodic steady state. This can
reduce the computational time required because only a single cycle has to be
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simulated. Periodic boundary conditions are not used for the RAL Third-Order
Model because the required numerical solver would be much more difficult to
implement. Formulating the model as an initial value problem also provides
advantages when simulating flow reversals in pipes (see Section 3.6.2).

The model has been written in the MATLAB programming language [55].
MATLAB was selected because it can perform fast calculations on arrays
which is useful when evaluating the differential equations. MATLAB contains
features that help to simplify the development of the model: the model can
use the parfor structure that is built into MATLAB to run simulation cases in
parallel and the model uses the built-in ode15s function to solve the
differential equations (see Section 3.11).

3.2.1 Model Structure

The structure of the model is summarised in Figure 3.1. The model starts by
loading a case from the input file, which is a Microsoft Excel . x1sx file (see
Section A.3 in Appendix A). If the model is being validated, each case could
represent different measured operating conditions or, if the model is being
used to design a new cooler, each case could have a different value of one of
the input parameters. The model uses the inputs to calculate the initial states
of the solution variables and calculates aspects of the cooler geometry, such as
splitting the cooler up into cells and evaluating the flow areas.

The model then simulates the cooler running for a single cycle. At each time
step, the model calculates the new positions of the displacer and the
compressor pistons from the Fourier components in the input file. The sizes of
the variable volume cells are updated to account for these new positions. The
model then uses the differential equations to calculate the rates of change of
the solution variables and these rates of change are used by the ODE solver to
calculate the solution variables for the next time step. An equation of state is
used to calculate the thermodynamic properties used in the differential
equations from the solution variables.

Once an entire cycle of the cooler has been simulated, the sparsity pattern of
the Jacobin matrix is calculated. This is used to speed up the numerical
method (see Section 3.11.2). Further cycles of the cooler are simulated, and an
artificial convergence method is used to modify the solution variables to
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Figure 3.1: A flowchart showing the main steps of the model.
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accelerate the rate of convergence. Once the system has converged, a final
cycleis simulated, and the results of this cycle are reported in the output file.

3.2.2 Model Assumptions

The selected modelling approach requires the following assumptions to be
made:

e The gas properties and solid properties in the model cells are assumed
to be uniform within each cell. This can be an issue in the regenerator
where the large temperature gradient can cause the material properties
to vary significantly along its length. The effects of this assumption can
be mitigated by using a finer spatial resolution (see Section 5.1.2).

e The flow regions are modelled using one dimension; the gas in each cell
canonly travel in one direction, along the length of the cell. This is not
the case for a real cooler because effects such as turbulence and
changes in flow area cause the flow to move in other dimensions. In
addition, the model assumes that the flow velocity profiles and
temperature profiles are uniform within each cell and are equal to the
bulk velocity and bulk temperature (the mean velocity and temperature
over the flow area). This is also not true in a real cooler because friction
and heat transfer cause non-uniform profiles to develop. The model
estimates the effects of multidimensional flow and non-uniform profiles
by using correlations to calculate the pressure drops and rates of heat
transfer from the bulk velocities and bulk temperatures.

3.3 Model Discretisation

The model is discretised using an Eulerian grid; this is where the cells are fixed
relative to the geometry of the cooler and do not move with the gas. This
discretisation method was chosen because different sections of the cooler
have different flow friction and heat transfer correlations, so they interact
with the gas in different ways. The flow paths are split into cells, as shown in
Figure 3.2. The cells are labelled with is and the nodes between the cells are
labelled with js. Flow towards the right is in the positive direction.

61



CHAPTER 3. MODEL DEVELOPMENT
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Figure 3.2: A diagram showing the relationship between the cells and nodes in
the model.

The flow area of each cell is defined as the volume of gas in the cell divided by
the cell length.
A=Y (3.1)
T
The flow areas of the gas cells are fixed, but the lengths of the variable volume
cells and the second stage appendix gap cells vary as the compressor pistons
and the displacer move. These cell lengths are updated at the beginning of

each time step.

The gas cells are assigned types and are linked to other gas cells by flow paths.
Figure 3.3 shows how the cells of a two-stage cooler with annular heat
exchangers are linked. Cell layouts of other cooler configurations are shown in
Appendix A (Section A.1). The primary flow path contains the compression
and expansion chambers, the transfer line, the regenerators and the second
stage heat exchanger. The secondary flow paths branch off the primary path
and are used to simulate the backshells, the first stage displacer outlet and the
appendix gaps. The physical regions that the cells correspond to are shown in
Figure 3.4. Each gas cell type has its own correlation for flow friction and heat
transfer, described in Section 3.6.1.

The solid cells of the model are assumed to have a uniform temperature. They
can transfer heat with the gas cells and with the other solid cells via the
thermal conduction paths shown in Figure 3.3. The isothermal cells represent
the interface between the model and the external environment and heat can
enter or exit the system at these cells. The model can simulate the effect of
wall surface temperature fluctuations (see Section 3.9). This is achieved by
using extra solid cells; the solid components in the cold finger are multiple cells
thick and there are extra solid cells between the gas cells and the isothermal
regions.

The spatial resolution of the model can be varied by adjusting the number of
cellsin the transfer line, displacer inlet, first stage expansion chamber inlet
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Figure 3.3: A diagram showing the connections between cells when simulating a
two-stage cooler with annular heat exchangers. It is possible to adjust the spatial
resolution of each section by adjusting the number of cells.
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Figure 3.4: A diagram showing the physical locations of the cells of a two-stage
cold finger with annular heat exchangers. This section view only shows half of the
cold finger; the dashed vertical line represents the axis of symmetry. The cells of
this diagram correspond to the cells of Figure 3.3. The dashed lines dividing the
regions show the boundaries of the cells. These lines also indicate which cells are
on the same rows of Figure 3.3.
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and regenerator. It is also possible to model coolers with multiple compressor
pistons; the pistons are combined and the model uses a single compression
chamber, clearance seal and backshell.

3.4 Solution Variables

The solution variables are the dependent variables of the differential
equations, and they define the state of the model at each point in time.
Different regions of the model require different solution variables to
represent their state.

3.4.1 GasDomains

The model uses mass, linear momentum and energy as the solution variables

for the flow paths. Turbulence kinetic energy is used as an additional solution
variable for variable volume cells and turbulent mass is used as an additional

solution variable for pipe and heat exchanger cells.

The differential equations are derived from the conservation laws of mass,
linear momentum and energy. Selecting mass, momentum and energy as
solution variables simplifies the formulation of the differential equations.
Some Stirling machine models reformulate the differential equations to use
different solution variables. For example, Sage uses density, energy per unit
volume and mass flow rate [5, p. 210]. These properties are not affected by the
size of the cells and are broadly constant across area discontinuities. This can
make the differential equations easier to solve, depending on the type of
solver used. However, using these variables can introduce complications when
simulating variable volume cells. For example, if the volume of a cell is
changed, the density must also be modified otherwise mass will not be
conserved. Mass, momentum and energy were selected to avoid these
complications and using these solution variables did not have an impact on the
performance of the selected solver.

Control Volumes

Each solution variable has an associated control volume. The rates of change
of the solution variables can be calculated by considering the interactions of
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the gas within each control volume with its surroundings and the quantities of
gas moving in and out of the control volume. The model’s cells are used as the
control volumes for all the solution variables apart from the momentums. The
momentums use unique control volumes which are offset from the gas cells, as
shown in Figure 3.5. Each momentum control volume corresponds to a node
between two cells. Evaluating the momentums at the nodes is known as the
staggered grid technique; this technique is commonly used in CFD models [54,
p. 113]. Without a staggered grid, the velocity in each cell would be influenced
by the pressures in the adjacent cells but would be unaffected by the pressure
within its own cell. This can cause an unphysical “zig-zag” pressure
distribution to form [9]. A staggered grid ensures that the pressure
distribution is calculated correctly.

The momentum control volumes in the primary flow path (see Figure 3.3)
extend between the midpoints of the cells. The flow area of each momentum
control volume is chosen to be the same as the flow area at the node between
the two cells (see Figure 3.5). Using the node flow area rather than expanding
the momentum control volumes to fill the cells simplifies the calculation of the
pressure forces in the differential equations (see Section 3.5.1). The
momentum control volumes in secondary flow paths do not overlap with the
main flow path because the model makes the assumption that there is no
momentum flow between flow paths (see Section 3.5.1).

Secondary . :
flowpath | |

Primary flow path

[] Gascell

i1 Momentum control volume

Figure 3.5: A diagram showing the relationship between the gas cells and the
momentum control volumes.
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Solution Variable Definitions

The mass of gas in each control volume is self-explanatory, but the definitions
of the other solution variables are not as straightforward.

The momentum is defined as the product of the mass of gas in the momentum
control volume and the bulk velocity of the gas in the flow direction.

pj = m;v; (3.2)

The mass of gas in the control volume can be calculated by finding the density
of the gas in the adjacent cells and multiplying these densities by the volume
of the momentum control volume that is within each cell.

ey
i = — 3.3
p v (3.3a)
T

m; = 5 Aipi+ =t Ajpisa (3.3b)

The energy of the gas in each control volume is the sum of its internal energy
and its kinetic energy.

E,=U; + %mivf (3.4)
The turbulence kinetic energy K, used for the variable volume cells, is the
kinetic energy of the turbulent motion of the gas particles. It does not include
the kinetic energy due to the bulk motion of the gas. It is the product of the
specific turbulence kinetic energy x and the mass of gas in the cell.

KZ‘ = MyK; (35)

The turbulent mass m, used for the pipe and annular heat exchanger cells, is
the product of the turbulence intensity 7 and the mass of gas in the cell. The
turbulence intensity goes from O for laminar flow to 1 for fully turbulent flow.

my; = m;T; (3.6)
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Equations of State

An equation of state is used to calculate the pressure and temperature of each
gas cell from the values of its solution variables. The model can use the ideal
gas equation or simulate a real gas by using a lookup table.

For anideal gas, the temperature and pressure can be calculated using the
following equations:
E; — %mivz

T; = d (3.7)

miCy

P, = piR,T; (3.8)

To model areal gas, first the densities and internal energies of each cell are
calculated. These are then used to calculate the pressures and temperatures
by using bilinear interpolation of lookup tables that are generated using
REFPROP 9.1 [56] (see Section B.1 in Appendix B). Using a pre-generated
lookup table is much faster than using REFPROP to calculate the gas
properties as the model is running. The interpolation does not calculate the
pressures and temperatures directly. Instead, it calculates a factor that would
be constant if the gas was ideal. This helps to reduce the effect of any errors
associated with the interpolation. For temperature, the factor fr is
approximately 1/cy.

T = fr(u,p)u (3.9)

For pressure, the factor fp is approximately Ry/cy.

P = fp(u,p) pu (3.10)

Calculating the Gas Properties

The steps used to calculate the properties of the gas cells must be carried out
in a specific order, as shown in Figure 3.6. This is because certain gas
properties can only be calculated once other ones are known.

Firstly, the gas velocities at each node are calculated from the momentums at
the nodes. The masses at the cells are also required for this calculation
because they are used to find the mass at each node. Once the node velocities
have been found, they can be interpolated to calculate the gas velocities at
each cell. The interpolation methods used by the model are discussed in
Section 3.10. The remaining gas properties at each cell can then be calculated
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Figure 3.6: A flowchart showing the steps taken to calculate the gas properties at
the cells and nodes from the solution variables.

by using the cell velocities and the solution variables. Finally, these properties
can be interpolated to calculate the remaining node properties. This
interpolation requires information about the gas velocities at the nodes (see
Section 3.10).

3.4.2 Solid Cells

The model uses temperature as the solution variable for the solid cells. It
would have been possible to use internal energy or specific internal energy as
the solution variable instead. However, if internal energy was used as the
solution variable, the temperature would need to be calculated from this
energy and a function that links the two would have to be derived. It is much
easier to find data in the literature that relates the rate of change of internal
energy to the rate of change of temperature as this is simply the heat capacity.
Using temperature as a solution variable means that its rate of change can be
evaluated in the differential equations by using the heat capacity.
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3.5 Differential Equations

The differential equations of the model relate the rates of change of the
solution variables to the current state of the system.

3.5.1 GasDomains

The model calculates the rate of change of the flow path solution variables by
using the following equations. These equations relate to the gas flow in the
primary flow path, shown in Figure 3.3. The secondary flow paths use very
similar equations; they can transfer mass and energy with the primary flow
path and the pressure of the gas in the primary flow path impacts the flow rate
in the secondary flow paths. The exception is that there is no momentum flow
between the flow paths; this is equivalent to assuming that the secondary flow
path is orthogonal to the primary path.

Some of the cell boundaries in the model move with the displacer and
compressor pistons. The effect of this cell motion is often not simulated by
Stirling machine models. For example, Sage makes the simplification that the
displacer is fixed, and it varies the volume of the cells at either end [5]. This has
little impact for most cases but could potentially be an issue if the inertia of
the gas becomes significant which could occur at very high frequencies. To
avoid this, the motion of the cell boundaries is simulated in the RAL
Third-Order Model.

The cell boundaries of the displacer inlet, regenerator, first stage appendix gap
and the heat exchangers move with the displacer. The cell boundaries in the
compressor piston clearance seals move with the compressor piston. For the
second stage appendix gap, there is the complication that the location of the
start of the seal is fixed, whereas the end of the seal moves with the end of the
displacer (shown in Figure 3.4). To account for this, the boundary of each
second stage appendix gap cell has a unique velocity, linearly interpolated
from zero, at the start of the appendix gap, to the displacer velocity, at the end.

The relative gas velocity at the cells and nodes (indicated by 1) is found by
subtracting the velocity of the boundaries.

vl = v
v 2
v;[ = Uj — Ubound, (3.11b)

_ Vboundj—1 =+ Uboundj (3 113)
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The model uses this relative velocity when calculating the forces acting on the
gas and the amount of gas flowing between the cells. However, the absolute
velocity is used when calculating the kinetic energy of the gas.

Mass

The equation for the rate of change of mass for each gas cell is derived from

the law of conservation of mass. The rate of change is the difference between

the mass flow rates into and out of the cell.
dm; Lt

=T ml (3.12)

Momentum

The equation for the rate of change of momentum for each node is derived
from the law of conservation of linear momentum. The rate of change is given
by the sum of the momentum flow rate, the pressure force, the friction force
and the minor loss force (which accounts for changes in flow area).

pj = pﬂowj + FpTGSj + Ffric]' + Fminorj (3.13)

In the model, it is possible for adjacent cells to have different flow areas. The
momentum control volume spanning this area change must account for any
forces in the flow direction that are due to the changing flow area. If the
momentum control volume is defined so that it has a changing flow area
(Figure 3.7a), the force on the gas due to the changing flow area I, must be
accounted for. To calculate the force at the area change, the pressures of the
adjacent cells can be interpolated, and this is the method used by Andersen [4,
p. 27]. However, interpolating the pressure was found to cause instabilities
when used in the RAL Third-Order Model, so a different approach was
implemented to cope with area changes.

The method used in this model is depicted in Figure 3.7b. The pressure forces
are calculated as if the flow area was constant and equal to the flow area of
the node between them. This removes the need to calculate F5.
Unfortunately, artificially reducing the flow area introduces a further
complication. For steady flow in a region of constant flow area, the
momentum flow rate into the region should be equal to the momentum flow
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Figure 3.7: A diagram showing different options for calculating pressure forces
when there is a change in flow area.

rate out of the region. For steady flow in Figure 3.7b, the gas velocity at the
left side of the region would be lower than the gas velocity at the right side,
which would result in the momentum flows being unbalanced. This can be
corrected by modifying the gas velocities to suit the artificially reduced flow
area A;. The modified velocities are indicated by .

v; = va, (3.14a)
Vi = —Ajlvm (3.14b)

The net momentum flow rate is given by the momentum flow rate at the
centre of the left cell minus the momentum flow rate at the centre of the right
cell. The modified velocities are used for this calculation.

; — o —ml o (3.15)

pﬂowj m; v; M1 Vit .

The pressure force is calculated using modified pressures. If the modified
velocity is greater than the real velocity, the modified pressure will be lower
due to Bernoulli’s principle.

1 1
P = (Pz + 2/%%‘2) - 5101'”?2 (3.16)

The pressure force is then found by subtracting the modified pressure in the
centre of the left cell from the modified pressure in the centre of the right cell.
The pressure acts on the flow area at the node to produce the force.

Fppes; = Aj (P7 = Pyy) (3.17)
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The friction force is calculated by summing the pressure drops due to friction
AP in the two adjacent half cells and then multiplying by the flow area at the
node. The correlations used to calculate the pressure drops are described in

Section 3.6. AP AP
FfriCj - _Aj < 9 L4 224-1) (3.18)

When a fluid flows through a region with a sudden change in flow area, the
fluid loses kinetic energy. To recover the kinetic energy, energy is taken from
the pressure energy of the gas, resulting in a pressure drop. The amount of
kinetic energy lost depends on the type of feature and is represented by the
minor loss coefficient K. The minor loss is modelled as a force acting on the
gas, given by Equation 3.19.

pj vl [v]]

5 (3.19)

Fminorj - _Aj KLj

¢ Increase of Flow Area — When the flow area increases, such as when
the gas enters a variable volume space from a pipe, the model assumes
that all kinetic energy is lost. Therefore, K;, = 1[57, p. 2-11].

e Decrease of Flow Area — When the flow area decreases, such as when
the gas enters a pipe, the model assumes that the velocity of approach is
negligible and the pipe is sharp edged. Half of the kinetic energy is lost
and K, = 0.5[57,p. 2-111].

e Orifice — For flow through an orifice, where the flow area at the node is
smaller than in the cells either side, the model assumes that a vena
contracta is formed, and all kinetic energy is lost. Therefore,

K1 =1/0.61% ~ 2.69 [58].

e Regenerator — Minor losses are not simulated when the gas enters or
exits the regenerator because the minor loss pressure drop is accounted
for by the flow friction correlation in the regenerator [59, p. 110].

Energy

The equation for the rate of change of energy for each gas cell is derived from
the first law of thermodynamics. The rate of change of energy is given by the
sum of the energy flow rate, the flow work rate, the gas conduction, the rate of
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heat transfer with the adjacent solid cells and the mechanical work rate.

dE;
dt

= Eﬂowi + Wﬂowi + Qcondi + thnsi + Wmechi (320)

The energy flow rate accounts for the advection of energy into the cell. It is
the sum of the flow rate of internal energy and kinetic energy into the cell
minus the flow rate of internal energy and kinetic energy out of the cell.

. v V2
Bfiow; = 1m}_, <uj_1 + - ) — 1l (% + 2J> (3.21)

The flow work rate is the power required to push gas across the boundaries
between the cells. The cell gains energy when gas is pushed into it and loses
energy when it pushes gas out. The flow work rate is given by

Wiow; = P Vi = BV (3.22)

where V; is the volumetric flow rate at the node.

V; = vjA; (3.23)

The gas conduction rate is found by dividing the temperature difference
between the current cell and its adjacent cell by the thermal resistance
between the cell centres. This is done for both adjacent cells. The thermal
resistance calculation uses the enhanced conductivity k. to account for the
effects of thermal dispersion (described in Section 3.6.1).

T =T, T;—Ti

Y eomds — _ 3.24a

Qeond Ri 1+ R Ri+Ripa ( )
x;

R; = Sk A (3.24b)

The formula used to calculate the rate of energy transfer with the solid cells
thmi depends on the cell type. The formulas used are listed in Section 3.6.

The mechanical work rate is the product of the force applied to the gas cell by
a moving component and the velocity of the component. The moving
component could be the compressor piston, the displacer or a cell boundary.
Energy is gained by the gas if the force and velocity are in the same direction
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and is lost if they are in opposition.

Wmechi = Fmechi Umechi (325)

The force applied to a gas cell by a moving component is the sum of a minor
loss force, a flow friction force and a pressure force.

Fmechi = Fm'morMechi + FfricMechi + FpresMechi (326)

The minor loss forces are calculated using Equation 3.19. In the appendix gaps
and the piston and shaft clearance seals, some of the minor loss force is
applied by the moving component, but some is applied by the stationary wall
so does not need to be included in the energy calculation. To account for this,
the force is scaled by the ratio between the surface area per unit length of the
moving component s,,..,; and the total surface area per unit length of the
node s;. The force is assumed to be applied by the downwind cell so that the
energy is deposited downwind of the node.

FminorMechi = L'minorLeft; + FminorRighti (3273)
Frinori—1-2hi i V. 1 >0
FminorLefti = mmery = Kl ! (327b)
0 otherwise

(3.27¢)

s it
Foninonj 223 if V; < 0
FminorRighti = ’

otherwise

The friction forces applied to the gas by the moving components are a
superposition of two forces: a Poiseuille flow force and a Couette flow force.
The Poiseuille flow force is caused by the motion of the gas relative to the
mean velocity of the walls and is calculated from the frictional pressure drops
used in Equation 3.18. This force is scaled in a similar way to the minor loss
forces to account for cells where some of the wall is stationary. The Couette
flow force is caused by the relative motion between the moving component
(with surface area S,,..x;) and the stationary wall. It is derived from Newton'’s
law of viscosity. It is only present in the cells where there are fixed and moving
walls, such as the clearance seals. The superposition of the two forces is only
valid for laminar flow; the flow in the clearance seals is typically laminar, so
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this is areasonable assumption.

FfricMechi - FPoiseuillei + FC’ouettei (3283)
S .
FPoiseuillei = _APzAz 77?:'6}” (328b)
)
S )
FC’ouettei = M (328C)
a;

where a is the radial gap size.

The pressure force applied by the moving components is the product of the
pressure at the cell boundary and the gas flow area. The force on the left of
the cell is positive and the force on the right is negative. This force is only
calculated for cell boundaries that are moving with the compressor piston or
displacer.

FyresMech; = (Pj—1 — Pj) A; (3.29)

The pressure force is calculated for the entire gas flow area and not just the
solid area of the compressor piston or displacer. This ensures that Equation
3.25 correctly accounts for the work done by the moving cell boundary. If two
cells share a boundary and have the same flow area, equal and opposite forces
will be applied to the two cells and there will be no net change in energy due to
the motion of the boundary.

Turbulence Kinetic Energy

The level of turbulence kinetic energy in the variable volume spaces is used for
calculating the rate of heat transfer (see Section 3.6.4). The rate of change of
turbulence kinetic energy is based on the method used by Sage [5, p. 233] and
is given by the sum of the flow rate and the rate of decay.

dK;
dt

= Kﬂowi + Kdecayi (330)

The turbulence kinetic energy flow rate is the net flow rate of turbulence
kinetic energy into the cell.
Kﬂawi = T.TLT;l Rj—1 — ’I’TLJr K4 (331)

J J

The method used to calculate s at each node is discussed in Section 3.10.3.
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The rate of decay is a function of x. The empirical correlation that is used is
given in Section 3.6.4.

Turbulent Mass

The level of turbulence in pipe and heat exchanger cells can affect the flow
friction and the rate of heat transfer with the walls. The turbulence in pipe and
heat exchanger cells is calculated in a different way to the turbulence in
variable volume cells. The RAL Third-Order Model uses the same turbulence
model as Sage [5, p. 225]. The rate of change of turbulent mass for each pipe
and heat exchanger cell is given by the sum of the flow rate, the rate of
generation and the rate of decay.

dmr; . . .
dt L m7}l0wi + m%enm‘ationi + mﬁiec(},yi (3'32)

The turbulent mass flow rate is the net flow rate of turbulent mass into the
cell.

M, = 10y Tio1 = 102} T (3.33)
The method used to calculate 7 at each node is discussed in Section 3.10.3.

A generation term is present in the equation to account for the fact that
turbulence in a pipe can occur spontaneously if the flow is fast enough. The
equations used for determining the rate of turbulence generation and decay
are given in Section 3.6.2.

3.5.2 Solid Cells

For the solid cells, the rate of change of temperature is evaluated at each time
step. These rates of change are then used to calculate the temperatures at the
next time step.

The equation for the rate of change of temperature of the solid cells is derived
from the law of conservation of energy. The rate of change of temperature can
be calculated from the rate of internal energy change. The specific heat
capacity c; is calculated using the temperature of the cell at the previous time
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step (see Section B.2.2 in Appendix B).

dT,;, 1 dUy
dt _msicsi dt

(3.34)

The rate of change of energy is given by the sum of the axial and radial
conduction rates with neighbouring solid cells, the rate of heat transfer with
the gas and the radiation load from the environment.

dUsi
dt

= QSa:cz'ali + Qsmdiali + Qstmnsi + Qsmdi (335)

The axial conduction rate is found by dividing the temperature difference
between the current cell and its adjacent cell by the thermal resistance
between the cell centres. This is done for both adjacent cells to find the net
conduction rate.

Tsi—l - Tsi Tsi - Tsi+1

.S o _ 3.36a

Qs agiali Ri_1+ R; Ry + Ry ( !
X

R, = T (3.36b)

where k, is the thermal conductivity of the solid and A; is the cross-sectional
area of the solid. For regenerator cells, the tortuosity 7 and porosity ¢ are
accounted for (see Section 3.6.1).

T

B = 2kg;AgiTi (1 — i)

(3.36¢)

This axial thermal conduction is only calculated between the interior cells of
the solid components and not the wall cells (see Section 3.9). The entire
cross-sectional area is used when calculating the thermal resistance.

A similar formula is used to calculate the radial conduction between each cell
(cell ¢) and the cells that are radially adjacent (either inside or outside of cell 7).
Tsinner aNd Ts .10 are the inner and outer cell temperatures and R;;,,.- and
Rouier are the thermal resistances between those cells and cell :. The
calculation of the thermal resistances is described in Section 3.9.

. T, —T.. T.. —T..
Qsmdiali — Souter s tsi sinner (337)

Router Rinner
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The rate of energy transfer to the solid from the gas is the same as the rate of
energy transfer to the gas from the solid but with the opposite sign. The
correlations used are listed in Section 3.6.1.

Qstmnsi = _thnsi (338)

The radiation load acts on the outermost cold finger cells. The formula used
depends on whether the cold finger is wrapped in multi-layer insulation. The
equations for the radiation loads are given in Section 3.8.

3.6 Cell Correlations

The one-dimensional approach of simulating the gas flow means that
correlations specific to each cell type are required to calculate the pressure
drops, the rates of heat transfer and the increased thermal conduction due to
the mixing of the gas. Each type of gas cell uses different correlations for
simulating these effects. The regenerator solid cells use correlations to
simulate the reduction in axial thermal conduction due to their complex
geometry.

3.6.1 Cell Correlation Equations

The model uses cell correlations to calculate dimensionless factors. These
factors are then used to calculate physical quantities used by the differential
equations. Friction factors are used for calculating the pressure drops, Nusselt
numbers are used for calculating heat transfer and conduction enhancement
factors are used to simulate the increased thermal conduction in the gas. The
tortuosity is used to calculate the reduction in thermal conductivity in the
regenerator cells.

The correlations used to determine these factors often use dimensionless
numbers that represent a ratio between two flow properties.

e The Reynolds number is the ratio of inertial forces to viscous forces
within a fluid [60, p. 271]. It is used to determine the onset of turbulent

flow in the fluid.
pvdp

L

Re = (3.39)
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where dj, is the hydraulic diameter which is equivalent to the pipe
diameter if the pipe has a circular cross-section and can be calculated
using the volume V and surface area S for other duct geometries [60,
p. 369].
4V
d, = — 3.40
h=g (3.40)
e The Prandtl number is the ratio of momentum diffusivity to thermal

diffusivity [60, p. 611]. It is used in heat transfer correlations.

(3.41)

e The Valensi number is related to the ratio of hydraulic diameter to
viscous penetration depth [5, p. 206] and can be thought of as a
dimensionless frequency. It is used in oscillating flow correlations.

_ pwdj

Ve
a m

(3.42)

e The turbulent Reynolds number is similar to the conventional Reynolds
number, but the bulk flow velocity is replaced by the square root of the
specific turbulence kinetic energy « (from Equation 3.5). This
dimensionless number is used for correlations in variable volume cells.

- Pdh ﬁ0.5

Rer (3.43)

Some the correlations that have been developed for oscillating flow simulate
frictional forces or heat transfer that is out of phase with the oscillation of
bulk velocity or bulk temperature. The model does this by using complex
numbers. The velocities and temperatures are split into a real component and
an imaginary component. This can be thought of as similar to how a complex
sinusoid has a real and imaginary component.

et — cos (wt) + isin (wt) (3.44)

The real component is the current value of the gas property, and the imaginary
component is a quarter cycle behind. If this complex representation of the gas
property is then multiplied by a complex factor to calculate the force or rate of

80



3.6. CELL CORRELATIONS

heat transfer, the calculated value will be phase shifted relative to the gas
property.

To convert the temperatures and velocities into this complex form, they are
first split into their steady and oscillating components, y and y(¢), where only
the oscillating component is complex. The steady component is calculated by
finding the mean value of the variable over the previous cycles ;.. The real
part of the oscillating component is calculated by subtracting i,,s; from the
current value. The imaginary part of the oscillating component is found by
phase shifting the previous cycle’s variable by a quarter of a cycle and
subtracting 44

Y = Yiast (345)
Rly(t)] = y(t) — Yuast (3.46a)
S[y(t)] = Yuast(t = 75) — Yiast (3.46b)

The evaluation of y,,; is performed by using a weighted mean of the previous
three cycles to improve the convergence stability.

3Yk—1+ 2Yp—2 + Yr—3 (3.47)

Ylast = 6

where k represents the current cycle.

Friction

The frictional force opposing the motion of a fluid is a combination of viscous
shear (skin friction) and pressure force (form drag) [59, p. 8]. Because the
model simulates the flow as one-dimensional, there is no simulation of viscous
shear or changes in flow direction, and an additional equation must be used to
model the frictional effects.

The pressure drop due to friction is modelled using the Darcy-Weisbach
equation [60, p. 127]. This relates the pressure drop to the Darcy friction
factor fp.

AP fp put’

T = o4 (3.48)
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where v' is the relative velocity between the gas and the solid components. In
the clearance seals, the walls can move relative to each other. In this case, the
relative gas velocity is calculated by subtracting the mean wall velocity from
the gas velocity. The pressure drop is used in the differential equations to
evaluate the rate of change of momentum (Equation 3.18).

The friction factor correlations used for some cells can tend to infinity when
the gas is stationary relative to its surroundings. This causes the model
calculations to fail. To overcome this, the model calculates fp Re instead of fp
and uses this to evaluate the pressure drop. This is the method proposed by
Urieli [9].

(fpRe) vl pa

AP =
a2

(3.49)

In the regenerator and clearance seal cells, the flow velocity profile is assumed
to be fully developed throughout the cycle because the hydraulic diameters
are typically very small. This means that the pressure drop is only dependent
on the bulk flow velocity and the friction factor is a real number. However, in
the pipe and annular heat exchanger cells, this assumption is no longer valid,
and the model accounts for pressure drops that are out of phase with the
velocity due to the oscillating flow. These cells use the complex velocity v and
a complex friction factor fp Re to achieve the required pressure drop phase
shift. This is added to the steady component of the pressure drop which is
calculated using the cycle-averaged velocity o' and a steady-state friction
factor (fpRe)o.

(fpRe)o ol R {(fDRe) ’vq 0T

AP =
20 Y

(3.50)

Heat Transfer

Most of the cell types calculate the rate of heat transfer using the Nusselt
number Nu, which is the ratio of convective to conductive heat transfer [61,
p. 402]. The rate of heat transfer is proportional to the Nusselt number [60,
p. 274], and the Nusselt number is greatly increased when the flow becomes
turbulent. Each cell type has its own correlation for the Nusselt number; the
exception is for laminar flow in the appendix gaps, which uses a unique
equation to cope with situations where the walls differ in temperature.
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For the regenerator and clearance seal cells, the model assumes that heat
transfer is proportional to the difference between the solid temperature and
the bulk gas temperature because the hydraulic diameters are typically very
small. The rate of heat transfer is calculated using Equation 3.51.

Nuk S

Q trans — dh

(T, — T) (3.51)

where k is the thermal conductivity of the gas, S is the surface area of the solid
in contact with the gas, T is the bulk gas temperature and T is the wall
temperature. In the regenerator cells, the heat transfer with the inner wall of
the displacer tube is modelled using the same Nusselt number as the heat
transfer with the regenerator.

For the variable volume, pipe and annular heat exchanger cells, the heat
transfer can be out of phase with the temperature difference due to the
oscillating flow. For these cells, complex Nusselt numbers and complex
formulations of the temperatures are used. The heat transfer in variable
volume cells is given by the following equation:

thns = Z’f (NUO (Ts - T) - R [NU T]) (3.52)

For the pipe and annular heat exchanger cells, the complex temperatures are
split into compression and advection components. This is because heat
transfer for laminar oscillating flow occurs at a different rate depending on
whether the temperature change is due to advection or compression [5,
p.213].

Sk

Qurans = = (Nuo (T = T) = R [Nue Te] ~ R [Nug Ta)) (3.53)

The model only calculates the total oscillating temperature T so the relative
contribution of the compression and advection components must be
estimated. The model assumes that the compression component T, consists
of any temperature oscillation that is in phase with the pressure oscillation
because the compression component is caused by the pressure variation. It is
calculated by scaling the oscillating pressure of the previous cycle by a real
factor A\ until it matches the oscillating temperature of the previous cycle as
closely as possible, using a least-squares fit. This scale factor is then used to
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calculate T, at each time step of the current cycle from the oscillating
pressure P. The remaining oscillating temperature is assumed to be T,.

T.=\P (3.54a)
T,=T—T. (3.54b)

Conduction Enhancement

As the gas flows, any turbulence can cause mixing of the gas. This mixing
results in thermal dispersion which enhances the effective thermal
conductivity of the gas. This effect is modelled by multiplying the thermal
conductivity of the gas by a conduction enhancement factor Ny, which the
model calculates with different correlations for each cell type. The enhanced
thermal conductivity . is used in the differential equations to calculate the
rate of change of energy (Equation 3.24).

ke = Ny k (3.55)

Tortuosity

The solid cells in the regenerator have correlations that are used for modelling
thermal conduction. The thermal conduction through a regenerator is
dependent on the shape of the matrix. For wire meshes, the thermal energy
must take a longer path to reach the cold end than it would if the wires ran
straight from the warm to the cold end. This can be represented by the
tortuosity 7 which is defined as the effective thermal conduction
cross-sectional area divided by the mean cross-sectional area of the solid.

Aeﬁective
—A (3.56)

T =

It is used in Equation 3.36 of the differential equations.

3.6.2 Pipes

The same friction factors and heat transfer correlations are used for the
transfer line, the displacer inlet and the displacer outlet (at the first stage of
two-stage coolers). The pressure drop and heat transfer in pipes depends on
the frequency of oscillation [62]. When the flow is laminar and oscillating, the
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friction factor and Nusselt number are different than would be expected for
steady flow with the same bulk velocity. This is because the velocity of the
fluid near the wall can be out of phase with the bulk velocity. However, when
the flow is turbulent and oscillating, the steady-state correlations correctly
predict the friction factor and Nusselt number [5, p. 252].

Turbulence

The transition from the laminar to the turbulent regime for oscillating flow
occurs at a higher Reynolds number than for steady-state flow. However, once
the gas becomes turbulent, it stays turbulent until the Reynolds number drops
to the steady-flow laminar range [5, p. 230]. Empirical correlations are used to
determine when turbulence generation should occur and the magnitude of
turbulence generation and decay. These rates of generation and decay are
used in Equation 3.32.

The turbulence model is based on the model developed for the Sage software
[5, p. 225] which assumes that the onset of turbulence is delayed because the
boundary layer takes time to grow. The boundary layer starts growing when
the flow reverses. In the RAL Third-Order Model, turbulence generation
starts when the following condition is met:

200V Va

R 2300 3.57
¢ = M 0,075 + 01120 (t — to) (3:57)

In this expression (¢ — tp) is the time since flow reversal and w is the angular
frequency. Turbulence generation ends when the Reynolds number drops
below 2300, and turbulence decay occurs whenever generation is turned off.

The RAL Third-Order Model calculates the times that turbulence generation
and decay occur by analysing the results of the previous cycle. Because the
model gradually converges to a periodic steady state, it is reasonable to
assume that the turbulence generation times will be the same from one cycle
to the next. Firstly, the times of flow reversal are calculated for each cell and
then the turbulence generation and decay switching times are calculated by
using the Reynolds numbers.
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The equation for the rate of turbulence generation in each cell is the same as
the one used in the Sage model:

wmBRe (1-T)

e (3.58)

ngeneration = 0.008

where 7 is the turbulence intensity, defined in Section 3.4.1. The factor of
(1 —T)prevents T from exceeding 1.

The equation for the rate of turbulence decay is also the same as the one used

in the Sage model:
2
9 2
T decay = —0.25 B0wmTs (3.59)
Va
Sage uses a smoothing term to aid model stability. The RAL Third-Order
Model does not use a smoothing term as it was found to have little impact on

the speed or stability of the model.

Friction

Two separate friction factor correlations are used for flow in pipes: a complex
factor for the oscillating flow fp Re and a real factor for the steady-state flow
(fpRe)o. These are used in Equation 3.50 to calculate the pressure drop.

The complex factor uses different correlations for simulating laminar and
turbulent flow. The laminar friction forces can be out of phase with the bulk
velocity for oscillating flow. The exact functions are complex Bessel functions
which would be difficult for the model to compute [5, p. 252]. Instead, the
model uses the same approximations as the Sage model.

R((foRe)L] = {64 Ve s 32 (3.60a)
V128 Va otherwise

S[(fpRe)L] = {Sg V=18 (3.60b)
V128 Va otherwise

The turbulent frictional forces are in phase with the bulk velocity and the
Haaland correlation is used for turbulent flow [63]. This equation was
developed for steady-state flow and is not valid for turbulence at low
Reynolds numbers which can occur in the model if the flow slows down before
the turbulence has decayed. This issue is mitigated by preventing the

86



3.6. CELL CORRELATIONS

Reynolds number used in this equation from dropping below 2300.

1.11 -2
(foRe)r = Re* (1.810g10 ((6?{?) + gj)) (3.600)

where
2300 if Re < 2300
Re* = (3.60d)

Re otherwise

These are then weighted with the turbulence intensity 7 and summed to give
fp Re, whichis used in Equation 3.50.

fpRe = (fDRe)L (1 — T) + (fDRe)TT (3.60e)

The steady-state factor (fp Re)o is calculated using Equation 3.60 with Va set
to 0.

Heat Transfer

The model uses separate Nusselt number correlations for the steady,
compression and advection components of the temperature in pipes. These
are then used in Equation 3.53 to calculate the rate of heat transfer.

The steady component of the Nusselt number Nug uses the same correlation
as the Sage model for laminar flow [5, p. 253] and uses the Gnielinski
correlation [60, p. 360] for turbulent flow. This equation is not valid for
Reynolds numbers below 2300, so the Reynolds number used in the equation
is prevented from dropping below this value by using Equation 3.60d.

Nugr, =6 (3613)

(fp/8)(Re* —1000) Pr
N’LLT =
1+ 12.7(fp/8)1/2 (Pr2/3 - 1)

1.11 -2

The laminar and turbulent Nusselt numbers are weighted using the

(3.61b)

where

turbulence intensity 7 and summed to give Nuy.
N’LL() = NU()L (1 - T) + NUTT (361d)
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The Nusselt numbers for the compression and advection components of
temperature, Nu. and Nu,, use complex numbers to simulate the heat
transfer for laminar flow which can be out of phase with the temperature
difference. The real and imaginary components are calculated by using the
same correlations as the Sage model [5, p. 253]. For the compression
component of temperature, these are

6 if V2VaPr <6

R [Nueg] = nverert= (3.62a)
v2VaPr otherwise
1 .
= VaP f VaPr < 5v2VaP

S[Nugg) =40 0 BHT= “r (3.62b)
vV2VaPr otherwise

and for the advection component, these are

4.2 if vV2VaPr <84

R [NuaL] = o (362C)
%\/ 2VaPr otherwise
1 .
=~ VaPr if VaPr <5v2VaPr

S [Nugp] =4 - (3.62d)
%\/ 2VaPr otherwise

The turbulent correlation is the same as used for Nug (Equation 3.61b). The
laminar and turbulent components are weighted using the turbulence
intensity 7 and summed.

Nu. = Nucp, (1 —T) + NurT (3.62¢)
Nug = Nugr, (1 —T) + NupT (3.62f)

Conduction Enhancement

The conduction enhancement factor for pipes was developed by Gedeon [5,
p. 253]. The conduction is only enhanced if turbulence is present.

N = (1 —=7T)+0.022 Pr Re"™T (3.63)

3.6.3 Annular Heat Exchangers

The annular heat exchangers that may be present at the first or second stage
use similar correlations to pipes. However, the friction factor and Nusselt
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number correlations are slightly different for laminar flow due to the different
geometry.

Turbulence

The turbulence is calculated in the same way as for pipes.

Friction

Annular heat exchangers use a complex friction factor for the oscillating flow
fpReand areal factor for the steady-state flow ( fp Re)o. Like pipe cells, they
use Equation 3.50 to calculate the pressure drop.

The laminar friction factors assume that the flow in an annular heat exchanger
behaves the same as the flow between two parallel plates. This is a reasonable
assumption because the gap of an annular heat exchanger is typically much
smaller than its diameter. The laminar correlations are the same as used by
the Sage model for flow between parallel plates [5, p. 254].

R [(foRe)) 96 if Va <172 (3.6423)

plve)r| = .64a
V128 Va otherwise

S [(fpRe)L) e if Va <40.5 (3.64)

N) pLre)yr | = .
V128 Va otherwise

The turbulent friction factor (fp Re)r is calculated using the same correlation
used for pipes (Equation 3.60c). These are then weighted by the turbulence
intensity 7 and summed.

(fpRe) = (fpRe)r (1 —T) + (fpRe)rT (3.64c)

Heat Transfer

The Nusselt number correlations are also calculated in a similar way to pipes.
Separate correlations are used for the steady, compression and advection
components of the temperature and these Nusselt numbers are used in
Equation 3.53 to calculate the rate of heat transfer.
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The correlations for the laminar Nusselt numbers are the same as used in the
Sage model for flow between parallel plates [5, p. 255].

Nugy, = 10 (3.65a)

10 if vV2VaPr <10

R[Nucg] = - (3.65b)
vV2VaPr otherwise
Lyapr if VaPr < 5v2VaPr

S [Nueg] =4 ° - (3.65¢)
vV2VaPr otherwise
8.1 if vV2VaPr <16.2

R[Nugr] = - (3.65d)
%\/ 2VaPr otherwise
LVaPr  if VaPr < 5V2VaPr

S [Nugp] =4 ¥ B (3.65€)
%\/ 2VaPr otherwise

The turbulent Nusselt number Nur is calculated using the same correlation
used for pipes (Equation 3.61b). The laminar and turbulent components are
weighted using the turbulence intensity 7 and summed.

Nu. = Nu.p, (1—T)+ NurT (3.65f)
Nug = Nugr, (1 —T) + NurT (3.65g)

Conduction Enhancement

The conduction enhancement factor used for annular heat exchangers is the
same as for pipes (Equation 3.63).

3.6.4 Variable Volume Cells

The variable volume cells of the model are the primary and secondary
compression chambers, the expansion chambers and the compressor and
displacer backshells. All these cells use the same correlations.

Turbulence

The variable volume cells have an associated turbulence kinetic energy (see
Section 3.5.1). The turbulence kinetic energy decays over time as the kinetic
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energy is converted to thermal energy. The correlation used to model the rate
of decay has been developed by Gedeon [5, p. 234] to match measurements
taken by Cantelmi [64]. ,
Kk3pV

Kdecay = —5.8 dh

(3.66)

Friction

The frictional effects in the variable volume spaces are assumed to be
negligible. This is because these spaces have a large cross-sectional area, so
the gas is moving slowly and the frictional force is low.

Heat Transfer

The heat transfer in variable volume spaces is modelled using Equation 3.52.
This equation uses a complex Nusselt number with a real and imaginary
component; the imaginary component causes some of the heat transfer to be
out of phase with the variation in bulk fluid temperature. This is most
important when there is no turbulence in the variable volume space to disrupt
the boundary layer of the gas near the wall. This is the assumption made by
Lee for his model of heat transfer in a gas spring [65].

To improve heat transfer, it is desirable to have turbulent gas in the variable
volume spaces. Therefore, the coolers developed at RAL try to maximise
turbulence in these volumes and Lee’s model is not suitable. Some models,
such as the one by Cantelmi [64], consider the effects of this inflow-induced
turbulence. Gedeon used Cantelmi’s data to produce an empirical correlation
for the heat transfer [5, p. 257] and this correlation is used in the RAL Third-
Order Model. The Nusselt numbers that are used in Equation 3.52 are
calculated using the following correlations:

Nug = 6 + 0.084Rer (3.67)

V2 VaPr if Rer < 7.7v/2VaPr

R[Nu]={ 0.13Rer

n ( 0.35ReT )
V2 VaPr

(3.68a)

otherwise
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tanh (%)

SINuj=——3 =

R [Nu] (3.68b)

where

= 7.8 VaPr (3.68¢)

Displacer End Conduction

The model accounts for the thermal conduction from the solid cells at the ends
of the displacer into the variable volume cells at either end. Equation 3.52 is
not used to calculate the heat transfer because it does not account for the
thermal resistance of the solid cell which may be significant in the axial
direction. The equation is modified by summing the thermal resistance along
half of the solid cell length and the effective gas resistance to find the total
steady-state thermal resistance.

dp

Ts
Riot = Rs + Rg ~ 9 ko S + Nug S k (3693)
. Ts—T
thns = R ) — %éﬁ [Nu T] (369b)
tot h

Conduction Enhancement

The conduction enhancement factor for variable volume cells was developed
by Gedeon to account for the increased mixing due to turbulence [5, p. 258].

Ni = 1+0.014 Rey (3.70)

3.6.5 Regenerator — Wire Mesh

The regenerators of the Stirling cryocoolers developed at RAL consist of
stacked discs of wire mesh. The empirical correlations for this region are some
of the most important in the model because the properties of the regenerator
have such a large impact on the cooler performance (see Section 5.1.4).

Some commonly used correlations for flow through wire mesh are the ones
developed by Kays and London [59]. These correlations were used in the
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previous iteration of the RAL model [7]. The correlations were generated
using steady-state flow measurements. More recently, there have been
several papers claiming that correlations developed using steady flow data
may be invalid for oscillating flow [66][67]. However, Gedeon and Wood [51]
performed a series of measurements at the frequencies and Reynolds
numbers commonly found in cryocoolers and did not find any difference
between the flow friction and heat transfer for steady-state and for oscillating
flow at the same Reynolds numbers. They explain that this is because the
small flow paths within the mesh mean that the flow becomes fully developed
very quickly. Because Gedeon and Wood'’s test setup was designed to be
representative of the conditions found in a cryocooler, their correlations have
been used for this model.

Turbulence

The gas in wire mesh cells is assumed to always be turbulent. This is because
the wires disrupt the flow of the gas and cause turbulent mixing.

Friction

The friction factor correlation is taken from the paper by Gedeon and Wood
[51], and the friction factor is used in Equation 3.49.

fpRe =129 + 2.91Re897 (3.71)

Heat Transfer

The heat transfer correlation is also taken from the paper by Gedeon and
Wood [51], and the Nusselt number is used in Equation 3.51.

Nu = (1+0.99 (Re Pr)*®) 617 (3.72)

where ¢ is the porosity of the mesh (the void volume divided by the total
volume).
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Conduction Enhancement

The conduction enhancement factor is taken from the same paper [51].

Nj, = 14 0.5 (Pr Re)*% ¢=291 (3.73)

Tortuosity

The model uses the tortuosity correlation developed by Gedeon [5, p. 244]:

b\ [30ks/ky = @)+ (2+ ko /)
o <k~"> [ 3(1 . o)+ (2+ k:s/k;g);) (3.74)

where k, and k, are the conductivity of the solid and gas (without
enhancement).

3.6.6 Regenerator — Metal Foam

There is little information in the literature about metal foams in the oscillating
flow regimes found in regenerators. However, some correlations have been
developed for metal foams in steady flows. Friction factor correlations have
been summarised by Edouard [68] and heat transfer correlations have been
summarised by Mahjoob [69]. Because of the uncertainty about whether
these correlations would be applicable for flows in regenerators, the model
uses the random fibre regenerator matrix correlations that have been
developed by Gedeon [5, p. 246]. These correlations do not depend on the
operating frequency. It is hoped that a random fibre matrix with the same
porosity and surface area as a metal foam will have similar flow properties.

The surface area is calculated using the equation developed by Lacroix et al.

[70]:
4

S =
dst'rut

(1-9) (3.75)

where the strut diameter d;,..; is calculated from the distance between the
pores x,, and the porosity ¢.

(3.76)
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Turbulence

The gas in metal foam cells is assumed to always be turbulent, for the same
reasons as for wire mesh cells.

Friction

The friction factor is calculated by using Gedeon'’s correlation for a random
fibre matrix [5, p. 247] and is used in Equation 3.49.

fpRe = a1 + ao Re™ (3.77a)
where
az = —0.00283% + 0.9252 (3.77d)
Heat Transfer

The Nusselt number is calculated by using Gedeon'’s correlation for a random
fibre matrix [5, p. 247] and is used in Equation 3.51.

Nu=1+0186—"— (Pr Re)™™® (3.78)

1-9¢
Conduction Enhancement

The conduction enhancement for a metal foam is assumed to be the same as
for arandom fibre matrix [5, p. 247].

Ni, =1+ (Pr Re) (3.79)

Tortuosity

For metal foams, the tortuosity is calculated by assuming the foam has a cubic
lattice structure. If this is the case, only a third of the struts within the foam
can be aligned along the thermal gradient at once. Therefore, the tortuosity is
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given by .
Tfoam = g (3.80)

3.6.7 Piston and Shaft Clearance Seals

The flow in the compressor piston and displacer shaft clearance seals is
modelled as flow between two parallel plates. This is because the gap width is
much smaller than diameter of the compressor piston or the displacer shaft.
The velocity and temperature profiles of the flow are assumed to be fully
developed throughout the cycle because the gap width is so small. This allows
steady-state correlations to be used.

Turbulence

Because the flow is assumed to always be fully developed, the turbulence
intensity is only dependent on the Reynolds number. The flow is assumed to
be fully laminar below 2300 [61, p. 491]. When the Reynolds number is above
4000, the flow is assumed to be fully turbulent because the turbulent friction
factor and Nusselt number correlations are valid for Reynolds numbers
greater than this. Linear interpolation is used to calculate the turbulence
intensity between these values.

0 if Re < 2300
T = R0 if 2300 < Re < 4000 (3.81)
1 if Re > 4000

Friction

The laminar friction factor depends on the eccentricity ¢ of the piston or shaft
in the bore, where ¢ is the ratio of the offset to the mean radial clearance [71,
p. 616]. This is discussed in more detail in Section 5.4. The turbulent friction
factor does not need to account for the eccentricity as the turbulent friction
factor is independent of the pipe geometry [59, p. 116]. The same turbulent
correlation as for flow in pipes is used.

(foRe) = (1+916552) (3.82a)
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i\ 6.9\
(fpRe)r = Re <—1.810g10 ( 6?{.7}1) + Re)) (3.82b)
fpRe= (fpRe) 1 —T)+ (fpRe)rT (3.82¢)

Heat Transfer

The laminar heat transfer correlation assumes a constant wall temperature
[59] and the turbulent correlation is the same as for pipes.

Nuyp = 7.54 (3.83a)
(fp/8)(Re — 1000) Pr
NUT =
L+ 12.7(fp/8)1/2 (Pr?/? — 1)

1.11 —2
fp = (—1.810g10 ((E?{‘;h) + ;Z)) (3.830)

The laminar and turbulent Nusselt numbers are weighted using the

(3.83b)

where

turbulence intensity 7 and summed to give Nu.

Nu = Nuy, (1 — T) + NurT (3.83d)

Conduction Enhancement

The conduction enhancement factor used for the piston and shaft clearance
seals is the same as for pipes (Equation 3.63).

3.6.8 Appendix Gaps

The appendix gap cells in the model are a form of clearance seal, so they use
similar correlations to the piston and shaft clearance seal cells. The exception
is the method used to calculate heat transfer.

Turbulence

The turbulence intensity is modelled in the same way as for the piston and
shaft clearance seal cells (Equation 3.81).
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Friction

The friction factor correlations are the same as for the piston and shaft
clearance seal cells (Equation 3.82).

Heat Transfer

The heat transfer correlation used for the appendix gap must be able to model
cases where the inner and outer walls are at significantly different
temperatures. This is important for accurately modelling the shuttle losses
(see Section 3.7). The constant wall temperature correlation for laminar flow
is not valid as the correlation assumes that the walls are the same
temperature.

The RAL Third-Order Model uses the correlation developed by Andersen [4]
to calculate the rate of heat transfer for laminar flow. This correlation
approximates the radial temperature in the gap using a quadratic polynomial.
The mean value of the polynomial is the same as the bulk gas temperature T
and the temperatures at the ends of the polynomial are the same as the wall
temperatures. The rate of heat transfer can be calculated from the gradient of
the polynomial near the walls. The calculation is performed separately for the
displacer tube and the static components of the cold finger. Subscript s1 refers
to the wall that the heat transfer is calculated for and s2 refers to the opposite
wall.

QL = Ssalk (4Ts1 + 279 — GT) (3.84a)

where qa is the size of the appendix gap. The turbulent heat transfer
correlation is the same as for pipes.

Ss1k

Qr == =Nur (T =) (3.84b)
(fp/8)(Re — 1000) Pr
Nur = 3.84
ur 1+ 127(fD/8)1/2 (P?"2/3 - 1) ( C)
where
Cl 1.11 69 —2
fp= (—1.810g10 ((Z;) + Re)) (3.84d)

98



3.7. HEAT TRANSFER TO MOVING CELLS

The laminar and turbulent heat transfer rates are weighted using the
turbulence intensity 7 and summed to give Q.

Q=QL(1-T)+OrT (3.84e)

Conduction Enhancement

The conduction enhancement factor used for appendix gaps is the same as for
pipes (Equation 3.63).

3.7 Heat Transfer to Moving Cells

The displacer cells can move relative to the other cold finger cells. This poses a
problem when simulating the heat transfer to the displacer cells; the contact
area between the displacer cells and the static cold finger cells is constantly
changing, and which cells are in contact with each other is not fixed. It is
important that this heat transfer is simulated accurately because it causes a
significant loss mechanism, known as shuttle loss. As the displacer tube and
cold finger tube move past each other, their thermal gradients become offset.
When the displacer is at the warm end, thermal energy conducts across the
appendix gap from the cold finger tube to the displacer tube. When the
displacer moves towards the cold end, this thermal energy conducts back
across the appendix gap from the displacer tube to the cold finger tube. This
has the net effect of “shuttling” the thermal energy towards the cold end.

To simulate the heat transfer between the static and moving cells, the model
splits the cells in the displacer tube, cold finger tube and nearby gas and solid
cellsinto subcells, as shown in Figure 3.8. The method used to create the
subcells ensures that the subcells do not overlap the boundaries of their
parent cells and that the subcells in the different components share the same
axial locations. How the cells are divided depends on the position of the
displacer and is recalculated for each time step.

The properties of the subcells must be found before the rates of heat transfer
can be calculated. For subcells within the displacer tube, appendix gap, heat
exchangers and cold finger tubes, the temperatures are linearly interpolated
from the temperatures of the cells. Subcells within variable volume cells or
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tube that overlaps the cold finger tube tube that overlaps the displacer tube
at both ends. at both ends.

Figure 3.8: Diagrams showing how the cells of a single-stage cold finger are
divided into subcells. The solid lines represent the boundaries of the parent cells.
The lengths of the subcells are set so that they do not overlap any cell boundaries.

their walls take the temperature of the parent cell. Reynolds numbers and
turbulence intensities are always taken from the parent cell.

Each gas subcell is connected to a maximum of one displacer tube subcell and
one static cold finger subcell because the subcells of the different components
have the same axial locations. The rates of heat transfer to the gas subcell are
calculated using the correlations described in Section 3.6. The rates of heat
transfer to each subcell of a parent cell are summed to find the total rate of
heat transfer to that parent cell.

3.8 Radiation Loads on the Cold Finger Tube

Radiation loads are applied to the outermost cells of the cold finger tube as
the model runs. The radiation loads acting on the stages are calculated after
the model has converged (see Section 3.14).

The cold finger tube can be covered in multi-layer insulation (MLI) or left bare.
If no MLI is present, the heat load is calculated by using the Stefan-Boltzmann
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law.
Qraa = Spaa €00 (Thy, — T2 (3.85)

where o is the Stefan-Boltzmann constant, S, is the surface area exposed to
the radiation, ¢q is the surface emissivity, T; is the temperature of the surface
and T, is the temperature of the surrounding environment.

The emissivity of the cold finger tube cells is dependent on temperature and is
calculated by linearly interpolating the data in Table 3.1. In practice, the
emissivity is also dependent on the type of material, the surface finish and the
amount of oxidation, but the model assumes the cold finger tube is unpolished
and unoxidised and is made from stainless steel or titanium, which have similar
emissivities [73, p. 1486].

MLI can be used to reduce heat transfer by radiation in a vacuum environment
[74]. Itis typically composed of many layers of metallised plastic film that are
separated by plastic scrim. The metal coating reflects incident radiation, and
this effect is enhanced by having multiple layers. The scrim separating each
layer reduces thermal conduction. The cold finger tube of a cryocooler can be
wrapped in MLI to reduce the radiative heat load. The insulation is not perfect,
so any heat load passing through the insulation must be accounted for by the
model. This heat load consists of a radiative and a conductive component. The
model uses a correlation that was developed in a study conducted by
Lockheed for NASA [75].

Cc N2.56 Tm

(qu'c%-q'r:niH(Th—Tc)%-

Creo (raer 4.67

R (1T - TT) (3.86)
where g is the total heat flux density (W m™2), §. is the conductive heat flux
density, ¢, is the radiative heat flux density, C. is the conduction constant

(8.95 x 1078), C, is the radiation constant (5.39 x 10719), 7}, is the hot side
temperature (K), 7. is the cold side temperature (K), T}, is the mean MLI

Table 3.1: A table listing the points that are interpolated to calculate the
emissivity of the cold finger tube. This data is based on the unpolished stainless
steeldatain[72, p.424])and [73, p. 1219].

Temperature (K) Emissivity

4.2 0.12
77 0.34
400 0.34
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temperature (T}, + T.)/2), eo is the MLI shield-layer emissivity at 300 K
(0.031), N is the MLI layer density (layers/cm) and n is the number of MLI
layers.

The model provides the option to simulate a radiation shield for two-stage
coolers. This shield is attached to the first stage cold tip and surrounds the
second stage of the cooler. If a radiation shield is present, the radiation
environment of the second stage is assumed to be at the same temperature as
the first stage cold tip.

3.9 Wall Surface Temperature Fluctuations

When heat is applied to the surface of a solid, the temperature of the surface
will increase at a faster rate than the interior of the solid because it takes time
for the heat to propagate through the material. This means that when a
sinusoidal heat flow is applied to the surface, the temperature fluctuations in
the interior will be smaller than the temperature fluctuation at the surface,
and they will be phase shifted relative to the surface fluctuation. The thermal
penetration depth ¢ is the depth at which the amplitude of the temperature
fluctuation will have decreased to 1/e of the amplitude at the surface.

2ks

WPsCs

0= (3.87)

where w is the angular frequency of the cycle, &, is the thermal conductivity of
the solid, ps is the density and ¢; is the specific heat capacity.

These surface temperature fluctuations can significantly reduce the
temperature difference between the gas and the wall surface, reducing the
rate of heat transfer. This is particularly true when the wall is a poor thermal
conductor. To ensure the model is accurate for a wide range of possible input
parameters, the wall surface temperature fluctuations are simulated for all
the solids in the model.

It would be possible to simulate the temperature fluctuations of each solid
component by splitting up each cell into many layers at different depths and
computing the heat flow between the layers. This would give an accurate
prediction but would be computationally expensive. This method can be
simplified because it is not necessary to accurately simulate the temperature
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fluctuations within the interior of the solids. Only the temperature fluctuation
at the surface needs to be simulated accurately because this affects the heat
transfer with the gas.

Some of the solids have a variable interior temperature, whereas some have
an interior temperature that is fixed. These two types are simulated using
different methods.

3.9.1 Variable Interior Temperature

Solids such as the regenerator mesh, displacer tube and cold finger tube do
not have a fixed temperature and change temperature as the model
converges. It is possible to simulate the surface temperature fluctuation of
these regions by splitting each solid cell into two, a wall cell and an interior
cell, as shown in Figure 3.9. The model uses the temperature of the wall cell as
the solid surface temperature when calculating heat transfer with the gas.

Carslaw and Jaeger give an equation for the wall temperature of a solid that is
subject to a sinusoidal heat flow rate [76, p. 110]. For a solid of thickness r,
insulated on one side and subject to a sinusoidal heat flow rate of amplitude
() 4 on the other, the oscillating component of the wall temperature Ty
divided by the heat flow rate Q is given by

Tw _ 0 1 (3.88a)

Q  RSI+1) oy (g (1 —i—i))

R

Q1) |:> Cw Cy

r

Insulated
wall

SANANNANNANNNANN

Figure 3.9: A diagram showing the arrangement of the solid cells used by the
model to simulate the wall surface temperature fluctuation when the interior
temperature is variable.
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where Q and Ty are complex sinusoids (see Section 3.6.1) and Q is given by

Q = Q™ (3.88b)

By tuning the heat capacities and thermal resistance between these cells, the
wall temperature response to a sinusoidal heat flow rate can be matched to
Equation 3.88. The two solid cells can be thought of as being part of a thermal
circuit, where temperature takes the place of voltage and heat flow rate takes
the place of current. The thermal resistance between the two cells is
represented by a resistor and their heat capacities are represented by
capacitors, as shown in Figure 3.10.

By using the mesh analysis method on this circuit [77, p. 290], the oscillating
component of the wall temperature divided by the heat flow rate is found to
be given by

1 1
TW o (R + iwC’]) 1wCy
Q R+ + ¢

1wCr 1wCy

(3.89)

By equating the real and imaginary components of Equations 3.88a and 3.89,
and by knowing that the heat capacities must sum to equal the physical heat
capacity, the values of R, Cy and C} can be found.

(13 o (s ()
R=
® (L) (a% (L ‘02 + S ()" c2u2 + 23 (Tp) Cw + 1)

Q(t) ? —— Cw —t

Figure 3.10: A diagram showing the thermal circuit that represents the
interactions between the solid cells of the model when the interior temperature
is variable.
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3 L.) Cw+1
Cy = — Q (3.90b)
R Ty \ 2 x (Tw x (Tw
() e s (g oes ()
Cr=C—Cw (3.90c)
where
P (TW> _ 1) sin % — sinh % (3.90d)
Q ksS 2 (cos % — cosh %)
s 2r : 2r
%<TW> _ 1) sm?—ksmh? (3.90¢)
Q ksS 2 (cos % — cosh 27’)
C=Cw+Cr=cwmw +crmy (3.90f)

Figure 3.11 compares the results of this two-cell method to a high-resolution
method where the solid is divided into many cells. It can be seen that the
surface temperature predicted by the high-resolution method is almost
identical to the temperature of the wall cell in the two-cell method. This
indicates that the two-cell method is giving the desired temperature response.

High-resolution method Two-cell method

s = Wall cell
=} =}
g g _
3 _Depth 26 5 -~ =\~ Interior cell
S 8 . N
9 I 9 L 7 4
5° R 4
o o
@ @
Q. Q.
£ (S
o )
~ ~

-1 -1

0 1f 0 1/f

Time Time

Figure 3.11: Plots showing the temperature fluctuations predicted for a solid 2
deep with a sinusoidal heat flow rate on one side and zero heat flow rate on the
other. The plot on the left shows the results of the high-resolution method where
the solid was divided into 300 equal cells. The black line shows the temperature
fluctuation at the surface where the heat flow rate is being applied. The grey
lines show the temperature fluctuations at 10 other points, equally spaced
through the depth of the solid. The plot on the right shows the results of the two-
cell method discussed in this section. The solid was split into a wall cell and an
interior cell, with their heat capacities and thermal resistance calculated using
Equation 3.90.
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The two-cell method is only exactly true for a sinusoidal heat flow rate and
constant material properties. The material properties are approximately
constant for typical temperature fluctuations, but the non-linear effects of the
method can cause the heat flow rate to be non-sinusoidal and contain higher
harmonics. Simulations have been run to investigate how the two-cell method
behaves at these higher frequencies. Figure 3.12 compares the surface
temperature responses of the two methods at the fifth harmonic. The plot
shows that the surface temperature amplitude predicted by the two-cell
method is slightly lower than for the high-resolution method and that there is
a small phase shift. However, the two-cell method still gives a reasonably
accurate response at these higher frequencies. At the lower harmonics, the
responses of the methods are even closer.

A special case occurs for the displacer tube because it can exchange heat with
two gas flow paths: the flow through the regenerator, on the inside of the
displacer tube; and the flow through the appendix gap, on the outside. To cope
with this, the model splits the displacer tube cells into three: a wall cell on each

0.5
High-resolution method
= = = Two-cell method

g
S5
£
S
g
=
o
]
Q
S
()
}_

-0.5

0 1/(54,)
Time

Figure 3.12: A plot showing how the surface temperature fluctuations plotted in
Figure 3.11 are affected by increasing the sinusoidal heat flow rate frequency by
afactor of five. The other parameters of the methods, such as the thickness,
material properties and heat flow rate amplitude, were kept the same. The
parameter fjis equal to f in Figure 3.11. The arbitrary temperature units in this
plot are the same as in Figure 3.11.
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side and an interior cell. The thicknesses of the wall cells are calculated
separately, and the remaining mass makes up the interior cell.

3.9.2 Fixed Interior Temperature

The solids such as the walls of the compression chambers, expansion
chambers and transfer line have their interior temperature held constant. The
wall surface temperature fluctuation can be simulated using a single cell, as
shown in 3.13. The equivalent thermal circuit is shown in Figure 3.14.

To calculate the values of Cyy and R that will give the required temperature
response, this type of solid can be thought of as a special case of the two-cell
method where C; and r approach infinity. Equation 3.88 becomes

Tw )

QO  kS(1+4) (3:91)

R

Fixed
Q(t) |:> Cw | temperature
region

Figure 3.13: A diagram showing the arrangement of the solid cells used by the
model to simulate the wall surface temperature fluctuation when the interior
temperature is fixed.

Tw  —

| I
Q(t) di? —— Cw

Figure 3.14: A diagram showing the thermal circuit that represents the

interactions between the solid cells of the model when the interior temperature
is fixed.

107



CHAPTER 3. MODEL DEVELOPMENT

and Equation 3.89 becomes

1

L il (3.92)
Q R+ iwCyw

By equating the real and imaginary components, R and Cy can be found.

)
R= s (3.93a)
Cw = 5 (3.93b)
wo

This method for simulating surface temperature fluctuations for regions with
fixed interior temperatures has previously been used in the model developed
by Kiihl [78].

3.10 Interpolation of Gas Properties

The differential equations for the gas, presented in Section 3.5.1, require
knowledge of the state of the gas at both the cells and at the nodes between
the cells. For example, the model uses the state of the gas at the nodes to
calculate the advection of energy between cells. Most of the solution variables
relate to the state of the gas at the cells, so these cell values must be
interpolated to find the gas state at the nodes. Similarly, the momentums are
evaluated at each node, and these must be interpolated to find the gas velocity
within each cell.

The choice of which gas properties to interpolate and which interpolation
methods to use can affect the accuracy and stability of the model. This section
discusses the advantages and disadvantages of using different gas properties
and interpolation methods and summarises the techniques used by the model.

3.10.1 Interpolated Properties

The solution variables cannot be interpolated directly, they must first be
converted into intensive properties that are unaffected by the cell sizes. The
interpolated properties should also be unaffected by changes in the flow area.
This improves accuracy when interpolating between cells of different sizes.
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Thermodynamic Properties

The cell temperatures and pressures seem like obvious gas properties to
interpolate because the temperatures and pressures at the nodes are used in
many of the differential equations. However, the temperature and pressure of
the gas may change sharply at a node if there is a difference in the flow area. A
smaller flow area will increase the gas velocity which will cause the pressure
and temperature to decrease. Therefore, pressure and temperature are not
suitable properties for interpolation. Instead, the model interpolates the
stagnation pressure and stagnation temperature. These stagnation properties
represent the temperature and pressure that would be measured if the gas
was brought to rest. They are constant when the flow area changes so are
suitable for interpolation.

The stagnation temperatures and pressures are calculated for each cell using
Equation 3.94 and 3.95. These use the gas velocities at the cells, the
calculation of which is described in Section 3.10.3.

2

Tstagi - ,Tz + ;CZP (394)
1
Pstagi =P+ ipzvzz (3.95)

Equation 3.95 is only valid at low Mach numbers, but this should be the case
for most Stirling coolers.

Once the stagnation temperatures and stagnation pressures have been
interpolated at the nodes using the methods listed in Section 3.10.3, the
temperatures and pressures at the nodes can be calculated.

2

Y
j_,‘j = Tstagj — E (3.96)
PS ag 4
p= " (3.97)
L+ omT

Equation 3.96 is a simple rearrangement of Equation 3.94. Equation 3.97 is a
rearrangement of Equation 3.95, but the density at the node is not known.
Instead, the ideal gas equation is used to estimate the density (p = P/(R,T))
and this is substituted into Equation 3.95. This is a reasonable approximation,
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even for areal gas, because the difference between P; and Psmgj is typically
very small.

The density p and the energy density E/V could be used as interpolation
properties instead of the stagnation temperatures and pressures. These
properties are also constant with changing flow areas and are the ones used
by Sage [5, p. 215]. However, using these properties for interpolation was
found to give unphysical node temperatures. For example, for two cells at the
same temperature with a large pressure difference between them, the node
temperature calculated from these interpolation properties was found to be
significantly different from the cell temperatures. These unphysical node
temperatures can be avoided by interpolating the stagnation temperature
instead.

Velocity

The model interpolates the volumetric flow rate to calculate the gas velocities
at the cells. The volumetric flow rate V' = v A can be interpolated as it is
unaffected by changes in flow area if the temperature and pressure are
constant.

Turbulence

The turbulence state of the gas is interpolated using the specific turbulence
kinetic energy « for variable volume cells and the turbulence intensity 7 for
pipe and heat exchanger cells.

3.10.2 Interpolation Methods

Avariety of different interpolation methods are described in the literature,
each suited to different fluid dynamics applications. For each application, it is
important to pick a method that gives a stable solution with a good accuracy.
An interpolation method with a poor accuracy can introduce an artificial
energy transport mechanism called numerical diffusion [4, p. 30]. In a Stirling
cooler model, this has the effect of increasing the heat flow along the
regenerator, resulting in a poor prediction of cooling power. This section
summarises some of the commonly used methods and describes how they can
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be used to interpolate node properties from cell properties; each method can
also be used to interpolate cell properties from node properties instead.

Central Differencing Scheme

The most obvious way to interpolate the gas properties at a node is to take the
average of the properties of the adjacent cells (y; and y; 1). This is known as
the central differencing scheme [54, p. 82]. This interpolation can be volume
weighted to take into account how close the node is to the centre of the

adjacent cells.
P Yit1Vi + yiVipa
Jeb Vi+Vig

The central differencing method has a good accuracy and produces low

(3.98)

amounts of numerical diffusion because its Taylor series truncation error is
second order [79, p. 447]. However, it can introduce unphysical spatial
oscillations of the gas properties in regions of strong convection and low
diffusion [79, p. 145]. When convection dominates, the flow from the upwind
direction should have a greater influence on the value at the node; using the
central differencing scheme allows the information to propagate against the
flow.

Upwind Differencing Scheme

To reduce the oscillations, the interpolation can be weighted towards the
upwind direction. This ensures that information travels with the flow. The
simplest way to do this is to set the node value to be the same as the upwind
cell value. This is known as the upwind differencing scheme [79, p. 146].

yi  ifV;>0
Yiup = .J (3.99)
i1 fV; <0

This is stable but can introduce a large amount of numerical diffusion because
it is only first-order accurate. A high spatial resolution is required to get an
accurate result.
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Linear Upwind Differencing Scheme

The upwind differencing scheme can be extended to be second-order accurate
by extrapolating the node value from the values of the two upwind cells. This
is known as the linear upwind differencing scheme [79, p. 165].

Viyi —vi1 o
yi+§7ﬁ+v§:—1 it V; >0
2 2
Y Lup = (3.100)

Viel Vi1 — Yiv2 ., ¢
Yir1 + 5 Vi . Viea it V; <0

This scheme is more accurate than the upwind differencing scheme and does
not introduce the oscillations of the central differencing scheme.

QUICK Scheme

The linear upwind differencing scheme and the central differencing scheme
can be combined using a weighted average to produce a scheme that is
accurate and stable. This approach was recommended by Kiihl [78].

ijeighted =WYcp + (1 - w)ijUD (3101)

Kihl recommends a weighting factor of w = 0.7. If a weighting factor of

w = 0.75is used, the scheme becomes equivalent to the QUICK scheme [79,
p. 156]. The QUICK scheme calculates the node value using a quadratic fit
between the two adjacent upwind cells and the one adjacent downwind cell. It
is third-order accurate.

3 1
Yiquick = yY%cp + 1YiLup (3.102)

Total Variation Diminishing Schemes

The QUICK scheme can still introduce oscillations in the gas properties under
some circumstances [79, p. 165]. To remove the oscillations completely, the
scheme must be total variation diminishing (TVD). TVD schemes do not create
new undershoots and overshoots in the solution and do not accentuate
existing extremes [79, p. 168].
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TVD schemes combine the central differencing scheme and the upwind
differencing scheme to produce an interpolation method that is second-order
accurate and produces no oscillations. The central differencing scheme and
the upwind differencing scheme are weighted using a slope limiter .

Yi =ViYicp+ (1 —¥)Yipp (3.103)

When the gas property is changing linearly, the central differencing scheme is
used. In locations where the spatial gradient of the gas property is changing
rapidly, the upwind differencing scheme is used. For situations between these
two extremes, a weighted average of the two interpolation methods is used.

The slope limiter is a function of the gradient ratio 0 [4, p. 33].

max [eo, [yi — yi—1]]
Vi1

Y4
sign [(vi — yi—1)(Yit1 — Yi)] 2 2
max (€0, |Yi+1 — Yil]
Vit + Vi

if V; >0

2 2

max (€0, |Yi+1 — Yit2|]
max [0, |Yi — Yi+1]]
% + ViéH

if V; <0

sign [(yit1 — Yir2) (i — Yiv1)] (

(3.104)
where g is an arbitrarily small, positive constant. The gradient ratio describes
how quickly the gradient of y is changing. It is equal to 1 if the gradient across
the upwind cells is equal to the gradient across the adjacent cells.

The slope limiter recommended by Andersen is the van Leer slope limiter [4,

p. 33][80, p. 115].
_ 0+

; = 3.105
w]vanLeer 14+ ‘9]| ( )

Another option is the superbee slope limiter [81]. This limiter was designed to
preserve sudden changes in the spatial gradient of the gas properties.

Vj superbee = Max[0, min[20;, 1], min[6;, 2]] (3.106)
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Summary

Figure 3.15 shows a visual representation of the node values that these
different interpolation methods produce. From the plot, some of the key
properties of the methods can be seen. For example, the node values
calculated using the central differencing method are independent of the flow
direction; the upwind differencing method has a poor accuracy when the gas
property is changing; and the superbee method preserves sudden changes in
the gas property.

3.10.3 Selected Interpolation Methods

The model uses different interpolation methods for different gas properties.
This is because the different gas properties have unique stability and accuracy
requirements.

Stagnation Temperature

The most important interpolation method is the one used for the stagnation
temperatures because it can have a significant impact on the accuracy and
stability of the model.

The choice of interpolation method for the stagnation temperatures affects
the number of cells required to accurately predict the cooling power. This is
particularly important within the regenerator; small differences in
interpolation can strongly influence the regenerator losses because of the
high mass flows and large temperature gradient.

The relationship between cooling power and spatial resolution was
investigated for different stagnation temperature interpolation methods. The
results are plotted in Figure 3.16. A lower number of cells is desirable as the
simulation time is approximately proportional to the number of cells.

All the interpolation methods asymptotically approach the same value as the
number of cells is increased. In this case, the central differencing scheme is
most accurate for a given number of cells. The central differencing scheme
requires the fewest cells because the interpolated node value is independent
of the flow direction. This is particularly beneficial in the regenerator because
the regenerator losses are caused by the gas having different temperatures
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Figure 3.15: Plots showing how the schemes discussed in Section 3.10.2
interpolate the values at the nodes from the cell values. The flow is in the positive

direction.
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Figure 3.16: A plot comparing the relationship between the number of
regenerator cells and cooling power for different stagnation temperature
interpolation methods. The upwind differencing method was also simulated but
is not shown because the cooling powers it predicted were significantly lower
than the powers predicted by the other methods. The model was used to
simulate a measurement taken using the Small Scale Cooler (see Section 5.1).

when flowing in different directions. The disadvantage of the central
differencing scheme is that it can produce unphysical oscillations of the gas
properties. This can be seenin Figure 3.17. These oscillations are most
prominent in the transfer line because of the poor thermal contact with the
surroundings. These oscillations do not appear to significantly affect the
predicted cooling power for the Small Scale Cooler, but it is possible that they
could have more significant effects when simulating other coolers.

The QUICK scheme is the next most accurate, and it does not introduce
unphysical oscillations, so this scheme was selected for interpolating the
stagnation temperatures. The QUICK scheme is only used in regions of
constant flow area and cell type. This ensures that the node temperatures are
only interpolated using information from the same type of region, which helps
to prevent artificially smoothing out the stagnation temperatures. Different
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Figure 3.17: Plots showing the temperature variation of a cell over a cycle for the
central differencing and QUICK interpolation schemes. This cell is located in the

middle of the transfer line and the model is simulating the Small Scale Cooler (see
Section 5.1). Oscillations can be seen at 60° and 220° for the central differencing

scheme.

interpolation methods are used for nodes that are at the interface between

different regions, as shown in Table 3.2.

Stagnation Pressure

The stagnation pressures are interpolated using the central differencing

scheme. It is not necessary to weight the interpolation towards the upwind

direction to prevent unphysical oscillations. This is because Stirling machines

typically operate at low Mach numbers, so the pressure information travels

much faster than the flow speed. For nodes adjacent to variable volume cells,

the stagnation pressure of the gas in the variable volume cell is used because

thereis no pressure drop in the cell. The central differencing scheme is used

for all other nodes.

Table 3.2: A table showing how the schemes used for interpolating the
stagnation temperatures are selected based on the position of the node relative

to the interfaces between different regions.

Interpolation scheme

Node type
Interpolation node Upwind node
Interface Interface
Interface Not aninterface
Not an interface Interface
Not an interface Not an interface

Upwind differencing
Linear upwind differencing
Central differencing
QUICK
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Volumetric Flow Rate

The volumetric flow rates at the centres of the cells are calculated by using the
central differencing scheme. Using this scheme for the volumetric flow rates
does not appear to introduce any unphysical oscillations of the gas properties.

Specific Turbulence Kinetic Energy

The specific turbulence kinetic energy in variable volume cells is generated by
incoming flow. Therefore, the method used for calculating the specific
turbulence kinetic energy at the nodes depends on whether the flow is
outgoing or incoming.

For outgoing flow, the specific turbulence kinetic energy at the node «; is
calculated using the upwind differencing method and is equal to the specific
turbulence kinetic energy at the cell centre. This is because the variable
volume cells are assumed to be well mixed. For incoming flow, «; is calculated
using Equation 3.107 which assumes that all the flow kinetic energy is
converted to turbulence kinetic energy.

1
5 = 502 (3.107)

Turbulence Intensity

The turbulence intensity in pipe and heat exchanger cells is primarily
interpolated using the upwind differencing method. Upwind differencing
provides good stability and prevents the interpolated value from exceeding 1
or dropping below O. The empirical cell correlations that use the turbulence
intensity already have a significant uncertainty, so the reduced accuracy of
upwind differencing is not an issue.

The exception is when the cells on either side of the node are different types
or have different flow areas. In these cases, the incoming flow is assumed to
always be fully turbulent and 7; is set to 1.
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3.11 Differential Equation Solver

The choice of ordinary differential equation solver influences the speed of the
model and the accuracy of the solution. It is important to select a solver that is
suited to the system of differential equations.

The model equations presented in Section 3.5 are stiff. A system of differential
equations is stiff if an explicit method requires very short time steps to remain
stable, even when the solution variables are changing slowly [82, p. 72]. This is
the case when simulating the subsonic flow and compressible gas found in
Stirling coolers because the pressure waves in the gas travel much faster than
the gas itself. To remain stable, the time step of an explicit method must be
shorter than the length of time it takes for an acoustic wave to cross a cell; this
is the Courant-Friedrichs-Lewy (CFL) condition [83]. For a time step Atand a
cell length z, the CFL condition can be written as

At < *

Vsound

(3.108)

where v,,.,4 IS the speed of sound, given by

Vsound = \/ Y Rg T (3.109)

To avoid this limitation on the time step, the model uses an implicit method.
Whereas explicit methods calculate the future state of a system from the state
of the system at the current time, implicit methods find the future state by
solving an equation involving both the future state of the system and the
current state. Implicit methods take longer to calculate each step, but they
often take less time overall for stiff problems because they can take longer
time steps. This was the case for the differential equations of this model.

The method selected for use in this model is the backward differentiation
formula (BDF), implemented by using the ode15s function that is part of the
MATLAB ODE suite [82, p. 39]. The ode15s function was the fastest of the
methods of the MATLAB ODE suite for this system of differential equations. It
was found that its speed could be further improved by limiting its maximum
order of accuracy to 2 and setting it to use backward differentiation formulas
instead of numerical differentiation formulas [84].
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3.11.1 Error Tolerances

The ode15s function uses a variable time step to provide the required
accuracy. It estimates the accuracy of the solution by calculating the local
truncation error [82, p. 74]. If the error becomes too large, the function
reduces the step size.

When the model is started, acoustic pressure waves form as the gas velocities
stabilise. The model must take small steps to properly track these waves.
However, after a little while, these acoustic waves will “ring out” and the
solver can take much longer time steps.

The required accuracy of the solution is specified by two variables: the
relative and absolute tolerances. The ode15s function adjusts the step size so
that the error in the calculation of each solution variable is always less than
either the relative tolerance multiplied by the solution variable or the absolute
tolerance.

| Error| < max (RelTol |y|, AbsTol) (3.110)

The ode15s function uses the same relative tolerance for all solution variables
and the model uses an initial relative tolerance of 1 x 1073. As the solution
converges, the relative tolerance is updated at the end of each cycle to be a
factor of 100 lower than the largest convergence error for the solid and gas
temperatures (see Section 3.13.4). A factor of 100 appears to give sufficient
accuracy for the model to converge reliably, but it can be adjusted in the input
file if necessary (see Section A.3 in Appendix A).

A different absolute tolerance can be set for each variable. This tolerance is
particularly important for solution variables that approach zero; setting an
absolute tolerance prevents the required error from also approaching zero.
This is the case for the gas momentum, turbulent mass and turbulence kinetic
energy. Before running the first cycle, the model calculates the absolute
tolerances for these variables at every cell or node by using Equations 3.111,
3.112and 3.113.

AbsTolpj =1x1073 Vsoundj M (3.111)
AbsToly, ;=1 x 1072 m; (3.112)

2
AbsToly; = % (1 x 1073 Usmmdi) m; (3.113)

The speed of sound is calculated using Equation 3.109.
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With these error tolerances, the solver typically takes a few hundred steps per
cycle. The smallest time steps occur when the flow reverses direction.

3.11.2 Jacobian Matrix

The ode15s function uses a Jacobian matrix to calculate the solution variables
for the next step [82, p. 70]. The Jacobian matrix contains the partial
derivatives of the solution variables with respect to all the other solution
variables. This provides the ode15s function with information about how
changing one variable will affect the other solution variables.

The ode15s function numerically recomputes the Jacobian matrix if it is
unable to find the solution variables for the next step. To speed up this
process, the model provides the ode15s function with the sparsity pattern of
the Jacobian matrix. The sparsity pattern is found by analysing the Jacobian
matrix at various times over the first cycle and identifying any elements that
are non-zero. A typical sparsity pattern is shown in Figure 3.18.
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Input Variables

Output Variables

Figure 3.18: A typical Jacobian matrix sparsity pattern calculated by the model.
This sparsity pattern is for a single-stage cooler with 10 regenerator cells. Each
dot represents a non-zero value of the Jacobian matrix, where a change in the
associated input causes a change in the associated output. The input and output
variables are sorted into groups: a, gas properties in the main flow path; b, gas
properties in the piston and shaft clearance seals and backshells; c, gas properties
in the appendix gap; d, solid cell temperatures; and e, energy flow along the cold
finger. The energy flow along the cold finger does not affect the other variables,
but it is tracked for use by the artificial convergence routine (see Section 3.13.1).

122



3.12. INITIAL STATE

3.12 Initial State

The initial states of the solution variables are calculated from the input file
parameters (see Section A.3 in Appendix A). The model aims to set an initial
state that is close to what the final state will be once the model has converged;
this helps to reduce the time taken for convergence.

The input parameters define the temperatures of the compressor body, the
cold head body, the transfer line and the cold tips. Linear interpolation is used
to calculate the initial temperature profile along the cold finger tube, displacer
tube, regenerator and the gas cells of the regenerator and appendix gaps. The
input parameters also specify the fill pressure of the cooler and temperature
of the cooler when it was filled. This pressure and temperature are used to
calculate the total mass of gas in the system by using either the ideal gas
equation of state or a real gas lookup table.

The solid cells use temperature as their solution variable, so the model can set
these solution variables directly. In contrast, the thermodynamic state of the
gas cells is defined by the mass and energy which need to be calculated. The
model knows the temperatures of the gas cells and the total mass of gas from
the input parameters and uses this information to calculate the mass and
energy of each cell.

To calculate the initial mass and energy of each cell, the model first works out
the initial pressure distribution in the system. The pressure of the working
volume (the main flow path and the appendix gaps) and the pressures of the
backshells (which contain the linear motors) can differ significantly over the
thermodynamic cycle as the compressor pistons and displacer move;
therefore, the model must estimate individual initial pressures for each of
these regions. Firstly, the model estimates the cycle-averaged system
pressure P by using the cycle-averaged cell volumes.

Mot Rg

P= _
Z Vwi + &
~ Twi G Ty

(3.114)

where V,,; and V,, are the mean volumes of the working volume cells and the
backshell cells and T.,,; and T}, are the initial cell temperatures. The total mass

123



CHAPTER 3. MODEL DEVELOPMENT

of gas in the working volume m.,;,; can then be calculated.
5 ‘_/wi
P
Z Twi

Maptor = j,% (3.115)
g

Then the initial pressure in the working volume P, can be calculated by using
the initial volumes of the cells in the working volume V.

Mwtot Rg
Vwi
Twi

P, = (3.116)

i

Finally, the initial mass and energy solution variables for each cell in the
working volume can be calculated.

(3.117)

Ev; = cyv muy; Tw; (3.118)

The model uses a lookup table instead of Equations 3.117 and 3.118 when
simulating a real gas. A similar process is used for calculating the masses and
energies of the gas cells in the backshells.

The model sets the initial values of the momentum, turbulence kinetic energy
and turbulent mass to be zero. This does not delay the model convergence
significantly because these properties converge quickly.

3.13 Convergence Acceleration

The solution variables of the Stirling model described in the previous sections
will converge towards a periodic steady state in the same way that a real
Stirling machine will. A periodic steady state is where the solution variables
have the same value at the start and end of each cycle. The input and cooling
powers of the modelled cooler can only be evaluated accurately when this
periodic steady state has been reached.

Some model properties take longer to converge than others. For example, the
pressure swings and gas velocities in the primary flow path reach a periodic
steady state in around three cycles of the mechanism. However, the
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temperatures of the regenerator mesh cells may take thousands of cycles to
converge to a steady state. This is because the heat capacity of the mesh cells
is large compared to the heat capacity of the gas. The flow through the
compressor piston and displacer shaft clearance seals can also take a long time
to converge if the seals are effective.

Each cycle takes around a minute to run, so it can take a very long time for the
model to converge naturally. Artificial convergence acceleration methods are
used by the model to speed up the convergence.

3.13.1 Temperature Convergence

Accelerating the temperature convergence is challenging because of the high
heat capacity of the solid cells compared to the gas cells and the complicated
relationships between the cell temperatures and heat flows. The artificial
convergence methods discussed in the literature were reviewed to help select
the convergence method for this model.

Methods Discussed in the Literature

One of the simplest artificial convergence methods is to determine how the
temperature of each cell is changing and then extrapolate this change. The
procedure suggested by Urieli [9] is to calculate the change in temperature of
each regenerator cell between the start and the end of the cycle. This
temperature change is then multiplied by a factor and the result is added to
the temperature of the cell at the end of the cycle. This approach was
unsuccessful when used to accelerate the temperature convergence in the
RAL Third-Order Model. The approach works best if each cell is in an
unchanging environment; however, the flow of gas in the regenerator causes
the temperature of each regenerator cell to strongly affect the temperatures
of the neighbouring cells. This results in the convergence becoming unstable if
the multiplication factor is too large. A smaller factor can be used, but the
model takes a very long time to converge when the factor is small enough to
be stable.

A similar method to Urieli’s is the epsilon algorithm [85]. Andersen suggested
that this method could be used for accelerating the convergence of Stirling
machine models [4]. The algorithm assumes that the temperatures will settle
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by exponential decay and uses this information to extrapolate to the periodic
steady-state temperatures. This is slightly more effective than Urieli’'s method
but still takes a long time to converge for similar reasons.

A method suggested by Schock [86] is to set the specific heat capacity of the
regenerator cells to a very low value at the start of the simulation and then to
gradually increase it after each cycle up to its physical value. This method did
not work successfully when used in the RAL Third-Order Model. The model
did converge quickly when the heat capacities were low but the temperatures
it converged to were very different from the periodic steady-state
temperatures when the full heat capacities were used.

The method used by Kiihl [78] and Harvey [87] is based on the principle that
heat can only enter or leave the regenerator at either end. When the model is
converged, the net energy flowing along the regenerator per cycle will be the
same for all the nodes along the length of the regenerator. If there is more
energy flowing across some nodes than others, the regenerator mesh
temperatures can be adjusted to correct this. This method is most effective
when the temperatures of the regenerator cells strongly affect the
temperature of the gas leaving each cell. This occurs when the heat capacity of
the regenerator cells is high and there is good thermal contact between the
gas and the regenerator. These conditions apply for most Stirling coolers.

An alternative approach is to find the periodic steady-state solution
numerically rather than by trying to artificially speed up the natural
convergence process. For example, Andersen [4] uses a shooting method to
guess the required solution variables. This method trials different sets of
initial solution variables by running a cycle with each set of variables. It
adjusts the initial variables until a periodic steady state is found. This
numerical method can be fast for low resolution models but can take much
longer to solve higher resolution models [4].

The Sage model [5] also finds the periodic steady state using a numerical
method. It creates a system of equations where the solution variables at the
end of a cycle are defined as being equal to the solution variables at the start
of the cycle. This ensures that the solution to the equations will be the
periodic steady state. This system of equations is then solved by using a
nonlinear solver.
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Selected Method

None of the methods found in the literature were determined to be suitable
for the RAL Third-Order Model. Urieli’'s method and the epsilon algorithm do
not work well for converging the regenerator cells, whereas the method used
by Kihl works well for the regenerator cells but struggles when the displacer
tube and cold finger tube are included in the model. The shooting method
used by Andersen was not attempted because it was thought that it would
take a very long time to find a solution due to the large number of cells in the
model. The method used by Sage would require the development of a periodic
differential equation solver which was out of the scope of this project.

The selected approach for the RAL Third-Order Model combines two
methods: energy flow equalisation, based on the method used by Kiihl, and
cell temperature adjustment, based on the method used by Urieli. These two
methods are effective in different situations. The energy flow equalisation
method is suitable if the cells are well-connected thermally because a
temperature change of one cell will strongly affect the energy flows to
neighbouring cells. This occurs if the regenerator is effective because the
temperature of a regenerator mesh cell strongly affects the temperature of
the gas flowing through it. If the regenerator is ineffective, temperature
changes of cells have little impact on their neighbours and the cell
temperature adjustment method works better.

Another advantage of using two convergence methods is that they apply their
temperature adjustments in different ways. The energy flow equalisation
method applies its temperature adjustments to groups of cells. If this is the
only method used, it can take a long time for the individual cells to reach their
periodic steady-state temperatures. The cell temperature adjustment method
applies a different temperature adjustment to each cell, so it can help the
individual cells converge faster. Combining both techniques produces a
convergence acceleration method that is fast and robust for a range of
different coolers.

Energy Flow Equalisation

The energy flow equalisation method used in this model is similar to the
method used by Kiihl but with a significant modification. Kiihl's model uses the
method to converge the cell temperatures of the regenerator mesh; the RAL

127



CHAPTER 3. MODEL DEVELOPMENT

Third-Order Model extends the method to help converge the temperatures of
all the solid and gas cells in the cold finger and the gas in the transfer line and
compression chambers.

The method uses the principle that convergence is achieved when the heat
flowing into each region over a cycle is equal to the heat flowing out. If this is
the case, the region temperature will be the same at the start and end of the
cycle. The cold finger is divided along its length into regions, with each region
consisting of a row of cells in Figure 3.3. A typical cold finger region would
contain a regenerator mesh cell, a displacer tube cell, a cold finger tube cell
and the associated gas cells. The gas cells in the compression chambers and
transfer line are grouped into a region and the gas in the expansion chamber is
in its own region. The method achieves convergence by applying temperature
adjustments to the cells in each region. The cells in a region can have different
temperatures, but the method applies the same temperature adjustment to all
the cells in each region.

The convergence method calculates the required temperature adjustments by
making the approximation that the regions are part of a thermal circuit and
are connected by thermal resistances. The thermal circuit of a single-stage
cooler is shown in Figure 3.19. This thermal circuit is used to predict how a
temperature adjustment to one region will affect the energy flows to other
regions. Temperature adjustments are applied to regions comp, exp, CF'1 and
CF2 until the heat flow rates are balanced, as defined by Equation 3.119.

Qwarm + QPVwarm = QCFO = QCFI = QC’FQ = Qcold + QPVcold (3119)

In order to calculate the required temperature adjustments, the average heat
flow rates of the previous cycle and the thermal resistances between regions
must be found.

The average heat flow rates are calculated by finding the integral of the heat
flow rates between regions over the previous cycle and then dividing by the
cycle period. In Figure 3.19, Q warm and Q .14 represent the heat flow rate from
the isothermal walls to the gas in the warm and cold regions of the cooler;

Q Pvwarm aNd Q preoid represent the rate of work done on the gas by the
motion of the compressor pistons and the displacer; and Q cro, Q cr1 and

Q o2 represent the heat flow along the cold finger which consists of the
motion of the gas and the conduction through the gas or solids. There are
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Q PVeold Teold
Reoq
Cco

Regenerator

Qwarm —

Figure 3.19: A diagram showing the thermal circuit approximation for a single-
stage cooler used by the energy flow equalisation method. The temperatures,
heat flow rates and thermal resistances are equivalent to the voltages, currents
and electrical resistances of an electrical circuit. When the model is converged,
the heat flow rates will satisfy the relationships shown in this diagram. All
temperatures, heat flow rates and thermal resistances are the average over a
cycle. The temperatures represent the region temperatures; these are not well
defined, but this is not an issue as they are not required by the convergence
method. Models typically have many more cold finger regions than the two
shown in this diagram.

Tcomp
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some additional aspects that must be considered when calculating Q cro,

Qcr1 and Q cra:

e Heat transfer in the appendix gap is not always between cells in the
same region (see Section 3.7). The model tracks the heat transferred in
the appendix gap between different regions and includes it in the
calculation of the average heat flow rates.

e The model can simulate the external radiation loads on the cold finger.
The heat from these radiation loads is then transported towards the cold
end. To account for these loads in the energy balance, any radiation
loads at cells nearer the warm end of the cold finger are subtracted from
the measured heat flows. For example, any radiation loads at CF'1 and
CF2in Figure 3.19 would be subtracted from Q ¢p».

The thermal resistances between the gas and the walls at the warm and cold
ends of the cooler (R, q-m and R.,;q) are calculated using the heat transfer
correlations presented in Section 3.6. The resistances are calculated with
Equation 3.120, which uses the surface areas S, gas conductivities &, hydraulic
diameters d;, and Nusselt numbers Nu, averaged over the previous cycle. The
calculation of R,,,,» accounts for the thermal resistance between the walls
and gas in both compression chambers and in the transfer line cells.

- = N, (3.120)

The thermal resistances between the cold finger regions (R ¢rg, Rcr1 and
Rcrs) account for the advection of energy and the thermal conduction; they
are calculated using Equation 3.121. The gas leaving each regenerator cell is
assumed to be the same temperature as the mesh, so anincrease in mesh
temperature increases the energy flowing out of the cell. Only half the mass
flow iz is accounted for because the gas is flowing out of the cell for
approximately half of the cycle. The thermal conduction accounts for the
conduction through all the gas cells and solid cells, although Equation 3.121
has been simplified to only include a single conduction path. The conductance
depends on the cell length z; the flow or cross-sectional area A; and the cycle-
averaged conductivity k, which may be enhanced for gas cells (see Section
3.6).
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1 [yl 1
_ Iyl
R, 2 P L Titl
2k;A; 2k A

(3.121)

Once the heat flow rates and thermal resistances from the previous cycle have
been calculated, they can be used to calculate the required temperature
adjustments. They are used in a system of linear equations which relate the
required temperature adjustments to the required changes in heat flow rates.
For the thermal circuit shown in Figure 3.19, the system of equations is as

follows:
_ATcom . . "
Tp = Qtarget - Qwarm - QPVwarm (31223)
AT, — AT . .
—— or = Qtarget - QCFO (3122b)
Rero
ATCFI — ATCFQ = Qtarget - QCFl (3122C)
Reom
ATCF2 — AT&IP = Qtarget - QCF2 (3122d)
Repo
AT, . . .
i 2 = Qiarget — Qeold — QPVeold (3.122¢)
cold

where AT represents the required temperature adjustment for a region and
Qtarget is the target heat flow rate that is constant along the cold finger. The
unknown variables of this system of equations are ATy, ATcr 1, ATcr2,
ATy and Qtarget and they are found by solving the equations using MATLAB'’s
mldivide function[55].

The thermal circuit approximation of the artificial convergence method can be
extended to work with two-stage coolers, as shown in Figure 3.20. For this
thermal circuit, the unknown variables are ATy, ATcr1, ATcrz, ATcrs,
ATcry, AT eapz, Qargeti» Qtargere and the system of equations is as follows:

_RA;I::::LP = Qtargetl — Quarm — QPvuwarm (3.123a)
ATCWJZC—FOATOM = Qtarget1 — QCFo (3.123b)
ATcFllLz CFIATCF 2 = Quarget1 — Qor (3.123¢)
for — ATors _ Qiarget1 — Q2 (3.123d)

Rcpa
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QPVcold.Q Tcold2

Rcold?

,,,,,,,,,,,, Q coldz

2nd stage regenerator

Tcoldl

Rcold]

,,,,,,,,,,, Qcoldl

1st stage regenerator

Qwarm

Figure 3.20: A diagram showing the extension of the thermal circuit
approximation of Figure 3.19 for two-stage coolers.

Tcomp
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AT ) . . .
R Cl:;S = (Qtargetl - Qtarget?) - (QCFl - QC’F?) (31236)
ATCF:S — ATCF4 - Qtarget? - QCFIS (3123f)
Rors
ATCF4 — ATEIPQ = Qtarget? - QCF4 (3123g)
Rery
AT, : * *
Rip? = Qtarget.@ - QcoldQ - QPVcoldQ (3123h)
cold2

Cell Temperature Adjustment

The other technique that the model uses to accelerate the temperature
convergence is the cell temperature adjustment method. This method
calculates the required temperature adjustments by extrapolating the natural
temperature change over each cycle. These temperature adjustments are
combined with the adjustments calculated by the energy flow equalisation
method. The combined temperature adjustments are calculated using the
following steps:

1. The natural temperature change over the previous cycle is calculated for
the regenerator mesh, displacer tube and cold finger tube cells.

2. These temperature changes are then normalised by dividing each
change by the largest absolute value of temperature change over the
previous cycle for that type of cell. For example, each regenerator mesh
cell temperature change is normalised by dividing by the largest
absolute regenerator mesh cell temperature change.

3. The normalised temperature changes are then multiplied by half the
largest absolute value of the energy flow equalisation temperature
adjustment. Capping the maximum temperature in this way helps to
keep the convergence stable.

4. The temperature adjustments calculated by the two methods are then
added together.
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Ensuring Stable Convergence

The temperature adjustments are calculated and applied every two cycles.
This allows the gas pressures to stabilise for one cycle before the model

measures the energy flow rates and the natural temperature changes.

Applying the calculated temperature adjustments may result in the model

overshooting and starting to diverge. To prevent this, the required

temperature adjustments are multiplied by a scale factor. This scale factor

starts at 1 and is modified as the model converges:

¢ |f the magnitude of any of the required temperature changes exceeds a
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temperature adjustment cap (typically 5 K), then the scale factor is
reduced so that the magnitude of the largest temperature adjustment is
the same as the temperature adjustment cap. For the first five
convergence iterations, the scale factor is reset to 1 after each iteration.
Keeping the scale factor high for the first five convergence attempts
prevents the scale factor from getting too small too quickly. After five
iterations, the reduced scale factor is retained for future convergence
iterations.

The convergence method occasionally ends up in a situation where the
signs of the applied temperature changes oscillate from one application
to the next and the model does not diverge or converge. This situation
can be identified by checking for oscillations in AQ, which is the
difference between the rates of energy flow at either end of the cold
finger. For the single-stage cooler represented by the thermal circuit in
Figure 3.19, AQ is calculated using the following equation:

AQ = Qcr2 — Qcro (3.124)

The model records AQ each time temperature adjustments are applied.
The system is determined to be oscillating if the most recent local
maximum and minimum values of AQ are both similar in magnitude to
the current value of AQ), as defined by Equations 3.125a and 3.125b.

(3.125a)
(3.125b)

|AQmar
|AQumin

- ‘ AQ current
- ‘ AQ current

<0.5 ’Achrmnt

<05 ’Achrrent

The scale factor is reduced by 10% if the system is oscillating.
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Separate scale factors are used for each stage of a two-stage cooler. This was
found to improve the speed of convergence.

3.13.2 Pressure Convergence

The flow through the piston and shaft clearance seals can take a long time to
reach a periodic steady state if the seals are effective. The convergence of the
flow is accelerated by artificially adjusting the pressure in the backshells. The
model does this by finding the average mass flow rates through the seals over
the cycle and then calculating the pressure changes required to counteract
this, using Equation 3.49 in Section 3.6. These pressure changes are applied to
the backshells every two cycles (at the same time as the temperature
adjustments).

3.13.3 Applying the Temperature and Pressure Adjustments

The solid cells use temperature as their solution variable, so it is trivial to apply
the calculated temperature adjustments. For gas cells, the model modifies the
masses and energies of the cells to make the required temperature and
pressure adjustments while conserving the total mass of gas in the system.

The gas cell temperature adjustments are applied while keeping the cell
pressures constant. The required mass adjustment is calculated by using the
ideal gas equation; the change in mass is typically small relative to the total
cell mass, so it is not necessary to include real gas effects. The internal energy
is unaffected by a temperature change, so only the kinetic energy component

is modified.
PV PV
Am = — 3.126
T Ry (T+AT)  R,T (31262}
Madj = M+ Am (3.126b)
Eu=FE+ %Armﬂ (3.126c)

The pressure adjustments are applied while keeping the temperature
constant. The gas is assumed to be ideal for this adjustment so both the mass
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and energy are proportional to pressure.

P+ AP

Madj = M~ (3.127a)
Eogj = ELPAP (3.127b)

After applying the temperature and pressure adjustments, the mass and
energy of each cell are corrected to ensure that the total mass of gas in the
system my,; is unchanged. This is done by adjusting all the cell pressures in
proportion while keeping the cell temperatures constant.

Mecorrectedi = TnadjiM (3.128a)
Z Madj;
= ot (3.128b)

Ecorrectedi = Eadjii
> Madj;
i

3.13.4 Convergence Criteria

The model continues to run until it is sufficiently close to a periodic steady
state. Convergence is achieved when the relative changes of all solid cell
temperatures are below a specified value and the relative changes of the mass
flows in the piston and shaft clearance seals are also below a specified value.

|Tend - Tstm‘t ’

< Convergence criterion (3.129)
Tend

’mend - mstart‘
mend

< Convergence criterion (3.130)

For the model, both values are typically set to 1 x 107¢ as this was found to
give solutions with very similar cooling power predictions when different
initial conditions were used. The model usually converges in less than 300
cycles, which takes approximately four hours on a desktop computer.

3.14 Non-Interacting Losses

The model assumes that some of the loss mechanisms do not interact with the
fluid dynamics. These losses are computed after the cycle has converged and
are subtracted from the cooling power.
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3.14.1 MLI In-Plane Conduction

If multi-layer insulation is wrapped around a cold finger tube, the model
calculates the in-plane conduction through the MLI as a non-interacting loss.
Most of this conduction is through the aluminium that is deposited on the
plastic film of the MLI. Although it is a very thin layer (around 40 nm), the high
purity aluminium used has a very high thermal conductivity.

When calculating the heat load due to in-plane conduction, the model
assumes that the inner layer will have the same temperature difference along
it as the cold finger tube and the outermost layer is assumed to be at the
radiation background temperature along its length. The temperature
differences along the length of the middle layers are calculated by a linear
interpolation between these two extremes.

The model calculates the conduction separately for each layer by assuming it
is thermally insulated along its length and the heat flow is constant. The heat
flow is calculated by using a thermal conductivity integral [88, p. 50].

§= / e (T) T (3.131)

Ttot

Tsta,rt

where A, is the cross-sectional area of the aluminium or plastic film, z;,; is the
total length and k; is the conductivity. This integral is evaluated numerically.

It should be reasonable to model this loss as non-interacting because it is
typically small and there should be poor thermal contact between the cold
finger tube and the MLI. Simulating the MLI conduction loss as the model runs
would require an array of cells for each sheet of MLI which would greatly
increase the model complexity.

3.14.2 Radiation Loads

The thermal radiation loads on the first and second stage cold tips are also
calculated after the cycle has converged. These heat loads are transmitted
directly to the cold tip cells which are modelled as being isothermal.
Therefore, it is not necessary to consider these heat loads while the fluid
dynamics are being simulated.

If aradiation shield is present, the radiation load on the shield is added to the
radiation load on the first stage cold tip. This radiation load accounts for the
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radiation from the environment and the radiative heat transfer between the
shield and the second stage.

The cold tips and radiation shield are assumed to be surrounded with multi-
layer insulation. The radiation loads are calculated in the same way as the
radiation loads on the cold finger tube cells when MLl is present (using
Equation 3.86).

3.15 Model Outputs

After the model has converged, it runs one final cycle in which it records the
forces on the moving components, the work done on every gas cell and the
heat transferred between cells. The results of this final cycle are then used to
produce the model outputs.

3.15.1 Numerical Outputs

The model calculates key quantities from the final cycle which are saved to a
Microsoft Excel . x1sx file (see Section A.3 in Appendix A). The spreadsheet
includes the following results:

e The heat input at the stages and warm end

e The mechanical power applied to the gas (the pressure-volume power)

e The approximate contribution of each loss mechanism

e The forces acting on the compressor pistons and the displacer

e The amplitudes and phases of the pressure waveform harmonics at

different points in the cryocooler

e The mean temperatures at different points in the cryocooler

e Model diagnostic information, such as convergence speed
These results are calculated using the following methods.

Heat Input

The model outputs the average rate of heat transfer to the gas at the cold
stages and at the warm end of the cooler. This is the total heat transferred
from each isothermal solid over a cycle, divided by the cycle period. The heat
transferred to the gas at the warm end includes the heat from the cold head
body, the transfer line and the compressor body.
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Mechanical Power

The mechanical power applied to the gas is found by dividing the cycle-
averaged mechanical work by the cycle period. It is calculated for the warm
end and for each stage. The warm end power includes the power of the
compressor piston and the warm end of the displacer. The mechanical power
of each stage includes the powers along the stage of the displacer and the
power at the expansion chamber of that stage.

Loss Mechanisms

The model estimates how much each loss mechanism contributes to the
difference between the gross cooling power (the mechanical power) and the
net cooling power (heat transferred) at each stage. The sizes of the losses can
indicate where performance improvements could be made. Because these
losses interact with each other, it is not possible to reduce one without
affecting the others; however, splitting up the loss mechanisms can still
produce useful insights.

The magnitude of each loss can be different at different points along the cold
finger. An average value along the length of the cold finger is calculated for
each loss, weighted by the length of each cell. To calculate the size of the
losses, they need to be integrated over a cycle. This is done by adding them as
solution variables for the final cycle.

The following loss mechanisms are reported by the model:

e Enthalpy transport — These losses represent the net enthalpy transport
of the gas in the regenerator and the appendix gap. If the gas travelling
to the cold end is warmer than the gas returning, there is an associated
loss of cooling power.

e Shuttle loss — This loss represents the net heat flow down the cold
finger due to the conduction between the static cold finger components
and the gas in the appendix gap. The model records how much heat is
conducted from each static cold finger cell to each appendix gap gas cell
over the cycle. If the cells are on different rows (see Figure 3.3), this heat
transfer is counted as conduction along the cold finger. The heat flows
are summed to calculate the net heat flow along the cold finger at each
node.
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e Gas conduction — These losses represent the heat conducted through
the gas in the regenerator and the appendix gap.

¢ Solid conduction — These losses represent the heat conducted through
the regenerator, the displacer tube and the cold finger tube.

e Radiation Loads — The model reports the total radiation load on each
stage. This includes the radiation that heats the stage directly and the
radiation that heats the respective cold finger tube.

Forces

The model reports the mean forces acting on the compressor pistons and the
displacer as well as the amplitudes and phases of the first 10 harmonics of the
force waveforms. The harmonic content is found by performing a Fourier
transform.

Pressures

The model reports the mean pressures at all variable volume cells and also
reports the amplitudes and phases of the first 10 harmonics of the pressure
waveforms.

Temperatures

The model reports the mean gas temperatures at the expansion and
compression chambers.

3.15.2 Output Waveforms

In addition to these outputs, the model can export a MATLAB .mat file which
contains the value of the solution variables and other key properties at
specified intervals during the final cycle.

140



Chapter 4

Breadboard Cooler Development

A breadboard two-stage Stirling cryocooler has been developed to help
validate the RAL Third-Order Model. This cooler is much larger than the two-
stage coolers that have previously been developed at RAL and allows the
model to be validated over a new parameter range. This chapter describes the
requirements, design, assembly and operation of the cooler. The performance
of the cooler is compared with the model predictions in Chapter 5.

4.1 Breadboard Cooler Requirements

A breadboard is a low-fidelity unit that demonstrates the function of the
system, without respecting the form or fit of the final hardware [89, p. 49]. The
Breadboard Cooler uses clearance seals and linear motors to ensure that its
thermodynamic performance is broadly representative of a flight-like cooler.
However, the requirements on mass, size and reliability that would typically
apply to a flight-like cooler have been relaxed.

Arange of different sensors are needed to help validate the model. RAL
coolers typically have temperature, motor position and warm end pressure
sensors. In addition to these sensors, the Breadboard Cooler has been
designed so that the pressure at the expansion chambers can be measured.
This allows for the gross cooling power to be calculated, which is a key output
of the model.

The Breadboard Cooler is also envisioned as being useful for prototyping
future RAL two-stage coolers. The Breadboard Cooler has been designed to
be easily reconfigurable. It can be modified to match new cooler designs to
verify the cooling powers predicted by modelling. The Breadboard Cooler is
large enough to accommodate the required cold finger geometry of
foreseeable future two-stage coolers.
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CHAPTER 4. BREADBOARD COOLER DEVELOPMENT

4.2 Breadboard Cooler Design

The cooler was designed before the model development was complete, so the
model was not available for optimising the design to improve its performance.
The geometry was selected by a simple scaling of previous RAL two-stage
cooler designs. A high thermodynamic performance was not required because
the only aim was to produce results that could be used to validate the model.

The Breadboard Cooler is shown in Figure 4.1. It uses a gamma configuration,
with the compressor and cold head separated by the transfer line. This
increases the system flexibility and allows the compressor to be swapped.

The temperatures of the warm regions of the Breadboard Cooler are
measured using platinum resistance thermometers. These are located on the
compressor, the transfer line, the displacer motor and near the secondary
compression chamber. Lake Shore Cryotronics Cernox temperature sensors
are used for measuring the temperatures of the cold stages. Heat loads are
applied by using resistors that are bolted to each stage. An Endevco 8510B-
200 piezo-resistive pressure sensor is installed in the transfer line to measure
the pressure swing and mean pressure. The pressure swings at the first and
second stage expansion chambers are measured using PCB Model 112A03

Figure 4.1: A photograph of the Breadboard Cooler. The key components have
been labelled: A, the compressor; B, the transfer line; and C, the cold head.
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4.2. BREADBOARD COOLER DESIGN

charge output pressure sensors. These sensors can operate at low
temperatures but can only measure dynamic pressures; the mean pressure is
assumed to be the same as the mean pressure in the transfer line.

4.2.1 Compressor

An off-the-shelf compressor, the Qdrive 25132W pressure wave generator, is
used to drive the cooler to reduce the development costs. This is a linear
compressor that uses two pistons with clearance seals running in a head-to-
head configuration. It can deliver up to 450 W of pressure-volume output
power for 600 W of electrical input power [90]. The compressor is air cooled
using fans.

The compressor motors do not have built-in position sensors. The position is
measured using the manufacturer’s recommended method: a pressure sensor
is connected to the backshell volume, and the measured pressure waveform is
used to calculate the piston motion [90].

42.2 ColdHead

The cold head is shown in Figure 4.2 and a section view is shown in Figure 4.3.
Each stage of the cold head uses a separate cold finger tube and displacer
tube. This allows the geometry of each stage to be modified independently. It
also simplifies manufacture as the tight tolerance parts are simple cylinders
and are not stepped. The cold finger tubes are joined to an interface piece
using indium seals, as shown in Figure 4.4. This gives a gas-tight seal that
functions at cryogenic temperatures.

The cold finger tubes are constructed from stainless steel with a 0.5 mm wall
thickness. The thin walls help to reduce thermal conduction. The cold finger
tubes used in RAL coolers are typically made from titanium with an even
thinner wall thickness, but thicker stainless steel tubes were selected to
simplify manufacture.

The displacer is shown in Figure 4.5. The displacer tube is made from
molybdenum disulphide filled nylon-6 which is cheaper than the Vespel SP-3
that is typically used in flight coolers. The molybdenum disulphide acts as a
lubricant if the displacer tube rubs on the cold finger tube and helps to prevent
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Figure 4.2: A photograph of the cold head of the Breadboard Cooler. Some of the
key components have been labelled: A, the second stage cryogenic pressure
sensor; B, the second stage heater mounting location; C, the second stage cold
finger tube; D, the first stage heater mounting location; E, the first stage cold
finger tube; F, the vacuum port; G, the transfer line; H, the displacer motor cover;
I, the second stage cold tip; J, the first stage cold tip; K, the first stage cryogenic
pressure sensor; L, the electrical feedthroughs for the cryogenic pressure
sensors; and M, the fill line.
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Figure 4.3: A section view of the cold head of the Breadboard Cooler. Some of
the key components have been labelled: A, the vacuum bell jar; B, the radiation
shield; C, the second stage regenerator; D, the first stage regenerator; E, the
displacer motor; F, the second stage displacer tube; G, the first stage displacer
tube; and H, the displacer bush.
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Figure 4.4: A photograph of one of the indium seals of the Breadboard Cooler. A
is the indium wire.

;
&/

Figure 4.5: A photograph of the displacer of the Breadboard Cooler. Some of the
key components have been labelled: A, the second stage displacer tube; B, the
first stage displacer tube; and C, the displacer outlet.
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it from seizing. The displacer bush is made of Vespel SP-3 which also contains
molybdenum disulphide.

A stainless steel wire mesh regenerator is used. Lower temperatures could
have been targeted by using a regenerator coated with material that has a
high heat capacity at low temperatures (see Section 2.3); however, this was
deemed unnecessary for the initial model validation. The regenerator material
can be easily changed for future testing if required. A sheet of Retimet metal
foam is located at the displacer inlet to disperse the gas entering the
regenerator.

The cooler is filled with helium. The fill pressure was varied from 5 to 15 bar
during testing to provide data that could be used to validate the model over a
wide parameter range.

The cold finger is surrounded by a bell jar, as shown in Figure 4.3 and this
chamber is evacuated before running the cooler. The vacuum reduces the
thermal conduction and convection. An aluminium radiation shield is attached
to the cold tip of the first stage and the shield is covered with multi-layer
insulation. This shield surrounds the second stage of the cooler to reduce the
radiation load on this stage. The second stage cold tip is also surrounded with
multi-layer insulation.

The displacer is driven using a repurposed motor from a RAL Standard
Compressor. These motors were historically used as compressor motors for
Stirling coolers, but it is used as a displacer motor here to drive the large
displacer. The displacer motor is cooled using a chilled water circuit. The
displacer position waveform is measured using a bespoke capacitive position
sensor that is part of the motor. The sensor is calibrated by removing the
pressure cover and physically measuring the displacement of the motor.

Alignment Procedures

Three components in the cold head require alignment to allow the displacer to
move freely: the displacer shaft in the bush and the two displacer tubes in the
cold finger tubes. The alignments do not need to be as precise as for a flight-
like cooler, since the reliability requirements are less demanding; however,
alignment procedures are still used to reduce the friction to a low level.
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The alignment procedures are similar for all the components and take
advantage of the differences in the thermal expansion coefficients of the
plastic and metal components.

The displacer shaft and the bush are aligned before the displacer is attached.
The shaft and bush are shown in Figure 4.6. The displacer shaft is a separate
component to the motor shaft; they are joined by a screw thread where the
male thread is undersized. This allows the displacer shaft to move relative to
the motor shaft. To perform the alignment, glue is applied to the screw thread
and the parts are screwed together before the glue has set. The plastic bush is
heated, but its expansion is constrained by the metal bush holder. This causes
the inner diameter of the bush to shrink and grip the displacer shaft, centring
the displacer shaft within the bush. The predicted changes in diameter are
shown in Figure 4.7. Once the glue sets and the bush cools back down, there is
a small radial gap between the displacer shaft and the bush.

The alignment of the displacer is carried out in a similar way to the shaft.
There are two joints that require alignment: the joint between the displacer

Figure 4.6: A photograph of the displacer shaft seal of the Breadboard Cooler.
Some of the key components have been labelled: A, the transfer line outlet; B, the
bush; C, the displacer shaft; and D, the bush holder.
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Figure 4.7: A plot showing the predicted change in diameter of the bush and
displacer shaft with temperature. The bush would start to grip the shaft above
approximately 328 K, but the components are modelled in isolation and the
contact is not simulated.

shaft and the first stage of the displacer and the joint between the two
displacer stages. Both joints are loose screw threads that are glued. To align
the displacer, the cold finger tubes are slid over the displacer tubes before the
glue has set, and then the whole assembly is heated. The heat causes the
plastic displacer tubes to expand until they grip the inside of the cold finger
tubes. The predicted expansion of the cold finger tubes and displacer tubes
are shown in Figure 4.8. The glue in the two joints sets when the displacer is
hot, and this keeps the displacer sections aligned. The heat is applied using a
water bath, as shown in Figure 4.9. When the displacer cools down, there are
small radial gaps between the displacer tubes and the cold finger tubes.
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Figure 4.8: Plots showing the predicted thermal expansion of the cold finger tube
and displacer tube for both stages of the Breadboard Cooler. The cold finger
tubes would start to grip the displacer tubes above approximately 325 K and
322K, but the components are modelled in isolation and the contact is not
simulated.

Figure 4.9: A photograph showing the displacer alignment procedure of the
Breadboard Cooler. The cold head has been placed upside-down in a hot water
bath.
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4.3 Breadboard Cooler Operation

The alignment procedures were successful, and the cooler was able to run
without issues. However, when the cold finger tubes were removed, some
wear was visible on the first stage displacer tube (this can be seen in Figure
4.5). It is thought that this is because the shaft joint used in the Breadboard
Cooler is not as stiff as would be used in a flight-like cooler.

For the initial testing of the Breadboard Cooler, no effort was made to modify
the suspension systems of the compressor and displacer motors to match
their resonant frequencies. The compressor resonant frequency was much
higher than that of the displacer. Because of this, the cooler was run with the
compressor and displacer motors off-resonance which limited their stroke
due to the high currents required. If measurements at longer strokes are
required in future, it would be relatively simple to add stiffer flexure bearings
to the displacer motor to increase its resonant frequency.

The Breadboard Cooler was used to produce a large range of performance
measurements that have been used to validate the model. The results are
presented and compared to the model predictions in Section 5.3.
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Model Validation

The RAL Third-Order Model, described in Chapter 3, has been validated
against single and two-stage Stirling coolers that have been tested at RAL. The
aim of the model validation was to estimate the accuracy of the model by
assessing how well the model predicts the measured performance of the
coolers. The model has been validated against measurements of cooling
powers, loss mechanisms, displacer forces and pressure waveforms. In
addition, the sensitivity of the model to changes in the input parameters and
gas cell correlations has been assessed.

Two single-stage coolers were used for the validation: the compact Small
Scale Cooler and the larger CryoBlue Cooler. In addition, validation was
performed against the large two-stage Breadboard Cooler that was developed
during this project. Using a range of different sized coolers for the validation
helps to assess the accuracy of the model over a wide parameter space.

5.1 Validation Against the Small Scale Cooler

Performance measurements of the Small Scale Cooler were used to validate
the model. The Small Scale Cooler is the most recent single-stage Stirling
cooler developed at RAL that has undergone a complete testing program.

The Small Scale Cooler is a miniature cooler, with a mass of only 625 g, which
is designed for use on small Earth observation satellites. It operates at a high
frequency (90 Hz) and produces around 0.5 W of cooling at 77 K. The
compressor and cold head are integrated into the same body to keep the
cooler as compact as possible. The first version of the Small Scale Cooler was
produced in 2014. A new version was developed in 2018 that features
improvements that make it easier to integrate into spacecraft, such as adding
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extra thermal interfaces and improving the thermal conductivity of the body.
The 2018 version is shown in Figure 2.7 in Section 2.3.

A range of performance measurements and loss characterisation tests were
performed on the original Small Scale Cooler between 2014 and 2017 by the
author and others at RAL. The performance of the 2018 model was also
measured, but a full characterisation was not carried out as the internal
geometry was identical to the previous cooler. The RAL Third-Order Model
was used to reproduce these tests and the model results have been compared
to the measured data.

5.1.1 Input Parameters

The input parameters used for modelling the Small Scale Cooler were derived
from multiple sources: from measurements taken during the build process;
from characterisation tests on key subsystems; and from measurements taken
during the performance testing.

Geometry

The geometries of the Small Scale Coolers that were used for validating the
model are well known because metrology was performed on the critical
dimensions during their build process. For example, the wall thickness of the
cold finger tube was measured using a coordinate measuring machine (CMM)
and the wire diameter of the regenerator mesh was measured optically using a
microscope. The temperatures and fill pressures are also known accurately.
The temperatures were measured using platinum resistance thermometers
and the pressures were measured using a calibrated gauge while the cooler
was being filled.

Position Waveforms

There are no position sensors for the compressor pistons or the displacer for
either iteration of the Small Scale Cooler. This means that the position
waveforms used by the model had to be derived from the measured current
and voltage waveforms of the compressor and displacer motors. A simple
electrical model was used to estimate the back electromotive force across
each motor coil. This back electromotive force is caused by electromagnetic
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induction as the motor moves, so could be used to estimate the motor velocity.
This velocity was then integrated to find the position waveform.

Clearance Seals

The geometries of the clearance seals were calculated using different
methods. The clearance seal gaps for the compressor pistons and appendix
gap were calculated from the measured geometry. The sizes of the
compressor pistons were measured using a micrometer and the bores were
measured using a CMM. The displacer tube and inside of the cold finger tube
were also measured using a CMM. The clearance seal gaps were then
calculated using the least-squares diameter of the CMM measurements. The
eccentricity was not measured, but an eccentricity of 1 was assumed as the
worst case for the alignment.

The leakage of the displacer shaft clearance seal was measured directly using
a helium flow test and the measurements were used to derive the clearance
seal gap used by the model that would give an equivalent leakage. This is a
more useful way of estimating the clearance seal for the purposes of modelling
the cooler performance because it means that the seal leakage predicted by
the model should be a better representation of the seal leakage in the cooler.
The method used to calculate the clearance seal gap used as a model input is
described in Section 5.4.1. There was no need to account for the eccentricity
of the seal because the gap was derived from the flow measurements with the
assumption of no eccentricity.

It is important to account for thermal expansion and contraction when
calculating the clearance seal gaps. For example, the compressor pistons of
the Small Scale Cooler are made of plastic and expand more than the metal
bore if they are running at a high temperature. This reduces the size of the
clearance seal. For the cases used to validate the model, the body temperature
of the cooler was slightly above room temperature, so the input gap sizes of
the piston clearance seals and the shaft clearance seal were reduced. In the
appendix gap, the plastic displacer tube shrinks away from the cold finger
tube; the cold end gap used in the model was increased to account for this.
The displacer tube is packed with regenerator mesh which is metal and does
not shrink as much as the plastic displacer tube. However, it was assumed that
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this did not prevent the contraction of the displacer tube as the mesh is
porous and not very rigid.

5.1.2 Spatial Resolution

Before the model results could be compared to the measured data, it was
necessary to determine the required spatial resolution of the model. If the
spatial resolution is too low, it can have a significant impact on the predicted
cooling power. The spatial resolution is most important in the regenerator
because the large temperature gradient means there are large differences in
the properties of neighbouring cells.

The effect of adjusting the number of regenerator cells on the cooling power
at 78 Kiis shown in Figure 5.1. The 78 K case was selected because this is the
operating point the cooler design was optimised for. It can be seen that, if
more than 15 cells are used, the cooling power asymptotically approaches a
value as the resolution is increased. This is a useful indicator to check that the
model is functioning correctly. The difference in cooling power between using
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Figure 5.1: A plot showing how the modelled cooling power predicted by the RAL
Third-Order Model is affected by the number of regenerator cells for the 78 K
case of the 2018 Small Scale Cooler.
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50 and 60 regenerator cells is only around 0.5 mW so increasing the
resolution further was deemed unnecessary. All further modelling was carried
out using 60 regenerator cells.

Adjusting the number of cells in the transfer line and clearance seals had a
negligible effect on the predicted cooling power. For all further modelling, six
cells were used for the transfer line and one cell was used for both the
compressor piston and displacer shaft clearance seals.

5.1.3 Performance Modelling

The primary function of the model is to predict the cooling power of a cooler
for given operating conditions. The predictions of the model have been
compared to the measured performance of the Small Scale Cooler.

A load line was taken for the 2018 Small Scale Cooler by applying a range of
heat loads and recording the cold tip temperature. The amplitudes and phases
of the compressor pistons and the displacer were adjusted to maximise the
cooling power at each point for 22 W of electrical input power. The test setup
is shown in Figure 5.2.

Figure 5.2: A photograph of the 2018 Small Scale Cooler undergoing
performance testing.
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To compare the results to the model, the measured displacer and compressor

position waveforms and the measured temperatures were used as inputs. The
model was run to find the cooling power it predicts. The results are plotted in

Figure 5.3.

The cooler was also modelled using Sage (see Section 2.4.3), with the same
inputs where possible. The main differences in the inputs were related to the
compressor piston clearance seals and the appendix gap. Sage is not able to
account for the eccentricity of the clearance seals, so the compressor seal gap
used in the Sage model was a factor of 2,53 larger than the gap in the RAL
Third-Order Model to ensure that the flow resistance was identical for both
models. This factor comes from the fact that a full eccentricity increases the
flow rate by a factor of 2.5 (see Equation 3.82) and that the flow rate is
proportional to the cube of the gap size (see Equation 5.7). Sage is unable to
simulate tapered appendix gaps (see Section 6.1), so the appendix gap size
used in the Sage model was the mean gap size of the RAL Third-Order Model.
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Figure 5.3: A plot comparing the measured cooling powers of the 2018 Small

Scale Cooler at different cold tip temperatures with the cooling powers
predicted by the RAL Third-Order Model and Sage.
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Although the appendix gap was assumed to be eccentric in the RAL model, the
gap was not increased in the Sage model because this would alter the shuttle
losses. The results of the Sage model are also plotted in Figure 5.3.

It can be seen that both the RAL Third-Order Model and Sage overpredict the
cooling power by a similar amount across the entire load line. This suggests
that either both models incorrectly simulate some aspect of the cooler or that
there is an issue with the input parameters. Possible causes of this
discrepancy are discussed in Section 5.1.6.

Operational Losses

Models can be used to analyse the individual loss mechanisms of a Stirling
cooler. Looking at the loss mechanisms can provide a clearer picture of why a
cooler performs the way it does compared to looking only at the net cooling
power (the cooling power available at the cold tip). Comparing the loss
mechanisms of different models can also be useful for determining why they
give different predictions of the net cooling power.

The net cooling power can be thought of as the difference between the gross
cooling power and the sum of the loss mechanisms. The gross cooling power is
the rate of pressure-volume work done by the gas on the displacer in the
expansion chamber. When the gas does work, it cools and absorbs heat from
its surroundings. Only some of this is useful cooling; the remainder of the heat
absorbed by the gas comes from the loss mechanisms described in Section
3.15.1.

The pressure-volume relationship at the expansion chamber predicted by the
two models is plotted in Figure 5.4. The gross cooling power can be calculated
by multiplying the area of the pressure-volume loop by the operating
frequency. The plot shows that there is good agreement between the models,
although the gross cooling power is slightly higher for the RAL Third-Order
Model because its pressure swing is larger.

Figure 5.5 compares the gross cooling power, net cooling power and total
losses predicted by the two models. The total losses are calculated by
subtracting the net cooling power from the gross cooling power. It shows that
there is good agreement between the models for all three of these quantities.
Both the gross cooling power and net cooling power are larger for the RAL
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Figure 5.4: A plot of the expansion chamber pressure-volume loops predicted by
the RAL Third-Order Model and Sage for the 78 K case of the 2018 Small Scale
Cooler (shown in Figure 5.3). The area of the loop represents the gross cooling
energy per cycle. The paths have a clockwise direction because work is being
done by the gas on the cold end of the displacer.
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Figure 5.5: A plot of the gross cooling power, net cooling power and total losses

predicted by the RAL Third-Order Model and Sage for the 78 K case of the 2018
Small Scale Cooler.
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Third-Order Model by a similar amount; because of this, the total losses of the
two models are almost identical. This plot also highlights the difficulties
involved in predicting the performance of Stirling cryocoolers. Because the
net cooling power is small compared to the gross cooling power and the total
losses, any errors in the estimation of these two quantities will result in a
larger relative error in the net cooling power, which is the difference between
them.

The differences between the two models can be seen by comparing the
contributions of each individual loss mechanism. The RAL Third-Order Model
calculates the contribution of each loss mechanism by using the length-
averaging method described in Section 3.15.1. The sum of these loss
mechanisms differs from the total losses given in Figure 5.5 by 0.02%, showing
that the length-averaging gives accurate results.

A similar length-averaging method was used to calculate the individual loss
mechanisms for the Sage model. Sage reports the size of most of the loss
mechanisms along the length of the cold finger; however, the sizes of the
regenerator and appendix gap enthalpy transport are only reported at either
end. The size of the enthalpy transport along the length of the cold finger was
calculated by averaging the product of the volume specific total energy and
the volumetric flow rate over a cycle. This was then scaled so that it matched
the reported enthalpy transport at either end. Summing all the length-
averaged losses gave a total loss that was 3.3% lower than given in Figure 5.5.
The largest uncertainty was in the calculation of the enthalpy transport losses,
so these were scaled to make the total losses match.

The contribution of the individual loss mechanisms predicted by the two
models is shown in Figure 5.6. The plot shows that the models give
significantly different predictions for enthalpy transport and shuttle loss. This
may be due to the different ways that these losses are calculated. Sage uses an
analytical formula to calculate the shuttle losses, and this is done separately
from the rest of the simulation. The RAL Third-Order Model calculates the
shuttle losses as the simulation is running and allows the shuttle losses to be
affected by the flow of gas in the cooler. It appears that this interaction
reduces the appendix gap enthalpy losses at the expense of increasing the
shuttle losses.
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Figure 5.6: A plot comparing the losses predicted by the RAL Third-Order Model
with the losses predicted by Sage for the 78 K case of the 2018 Small Scale
Cooler.

The other factor to consider is that Sage simulates the appendix gap as being a
constant size along its length, whereas the RAL Third-Order Model can
simulate it as being tapered. This may help explain why the appendix gap
enthalpy transport is lower for the RAL Third-Order Model; the small gap at
the warm end reduces the flow of gas. This is discussed in more detail in
Section 6.1.

The gas and solid conduction losses are similar for both models. This is
unsurprising as both models simulate these effects in a similar manner. Sage
reports the cold finger and displacer conduction as a combined loss, so these
losses from the RAL Third-Order Model have also been combined. Sage does
not account for radiation losses and conduction along the MLI, but the RAL
Third-Order Model indicates that these losses are small.

5.1.4 Uncertainty and Sensitivity Analysis

Uncertainty analysis and sensitivity analysis are useful tools for assessing the
relative importance of the model inputs and empirical correlations. They can
provide guidance on how accurately the model will be able to predict the
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performance of a cooler. This analysis was performed on the 78 K case of the
2018 Small Scale Cooler.

Input Parameters

Uncertainty analysis was performed on the model inputs. The goal of this
analysis was to determine how the accuracy of the model is affected by
uncertainty inits inputs.

The first step was to determine the level of uncertainty of each input. These
uncertainties were estimated in different ways. For physical dimensions, the
uncertainty was estimated from the tolerance on the engineering drawings or
from the measurement technique used if metrology was performed on the
part. The uncertainty in the regenerator mesh wire diameter was determined
from the measured variation in wire diameter over a sheet of mesh and the
uncertainty in the mesh porosity was derived from the uncertainty in the wire
density. For the position waveforms of the compressor pistons and displacer,
the uncertainties were estimated from the accuracies of the electrical models
used to calculate the position. For the temperatures, a thermal model was
used to estimate the temperature differences between the sensor locations
and the surfaces in contact with the gas.

A one-at-a-time approach was used to perform the uncertainty analysis. Each
input parameter was increased in turn to the upper limit of its uncertainty. The
cooling power of each case was then compared with the nominal cooling
power to find the error that this uncertainty produced.

The results are plotted in Figure 5.7. The most significant source of error is
due to the uncertainty in the gap size of the compressor piston clearance
seals. The gap size uncertainty was derived from the uncertainty of the
alignment of the pistons in the bore; a gap size uncertainty of 3 um was used as
this gave a change in flow that was equivalent to changing the alignment from
centred to fully eccentric. The measurements of the pistons and bore
themselves had a sub-micron level of accuracy, so they were not a significant
source of uncertainty. The uncertainty in the gap size produced a very
significant change in the cooling power. The larger gap allowed more gas to
leak past the piston, reducing the pressure swing and the gross cooling power.
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Figure 5.7: A plot of the variation in cooling power for the 78 K case of the 2018
Small Scale Cooler predicted by the RAL Third-Order Model when each of the
inputs is increased to the upper limit of its uncertainty. The inputs that resulted
inanerror larger than 20 mW are labelled.
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The other significant sources of error are due to uncertainties in the position
waveforms of the compressor pistons and displacer. The errors of the
electrical models used to calculate the amplitudes and phases of the motion
were assessed by correlating them against measurements taken with a laser
position sensor. An uncertainty of 30 um was used for the compressor pistons
and 50 pym was used for the displacer. The electrical models could not be used
to determine the mean position of the compressor pistons and displacer, so
the uncertainties were estimated from typical offsets seen in other coolers.
These uncertainties were used for the mean lengths of the compression and
expansion chambers.

Adding all the cooling power errors in quadrature gives a total error of

167 mW. This is a significant fraction of the total cooling power at this
operating point. The large error shows the importance of obtaining accurate
inputs for the model. The position waveform accuracy could be improved by
directly measuring the position waveforms of the mechanisms, although
installing position sensors would increase the size of the cooler. Taking
measurements of the gas flow through the clearance seals would remove the
uncertainty in the piston alignment as it would enable a gap size to be
calculated that gives a leakage equivalent to the measured value. However,
installing the gas ports necessary to perform this flow test would increase the
size of the cooler.

Heat Transfer

The sensitivity of the model to changes in the heat transfer correlations was
assessed. The rates of heat transfer in each region were increased by 10%
using a one-at-a-time approach.

The results are plotted in Figure 5.8. Modifying the heat transfer correlations
only has a small impact in most of the regions. The largest impact is in the
regenerator where an increase in the rate of heat transfer increases the
regenerator efficiency and increases the cooling power. Increasing the heat
transfer in the appendix gap reduces the cooling power because it increases
the magnitude of the shuttle losses. It is interesting to note that increasing the
heat transfer in the primary and secondary compression chambers reduces
the cooling power. The improved heat transfer slightly reduces the pressure
swing which reduces the gross cooling power.
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Figure 5.8: A plot of the variation in cooling power for the 78 K case of the 2018
Small Scale Cooler predicted by the RAL Third-Order Model when the rates of
heat transfer in each region are increased by 10%.

The relative error in the regenerator heat transfer correlations is estimated to
be about 10% for high peak Reynolds numbers (>1000) and about 50% for low
(<5) [51]. The typical peak Reynolds number for the Small Scale Cooler
regenerator is around 50, so the error will be between these two values. The
error of the heat transfer correlation in the appendix gap is unknown because
it is theoretical and not derived from experimental data. It may be large if the
assumptions are incorrect (see Section 3.6.8).

Friction

The friction factor in each region was increased by 10% in a similar way to the
rates of heat transfer. The results are potted in Figure 5.9. Unsurprisingly,
increasing the friction factor in the clearance seals improves the effectiveness
of the seals and improves the performance of the cooler. Increasing the
friction factor in the regenerator reduces the cooling power because it
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Figure 5.9: A plot of the variation in cooling power for the 78 K case of the 2018
Small Scale Cooler predicted by the RAL Third-Order Model when the friction
factors in each region are increased by 10%.

increases the pressure drop along its length and reduces the pressure swingin
the expansion chamber.

The friction factor correlation in the clearance seals is theoretically exact. Its
accuracy depends on the validity of the assumptions, such as the flow being
fully developed (see Section 3.6.7). The uncertainty of the friction factor
correlation in the regenerator is estimated to be around 10% [51].

5.1.5 Loss Mechanisms

It is possible to investigate some aspects of the modelling in isolation by
simulating tests that aim to isolate individual loss mechanisms [91]. Static loss
and dynamic loss tests were performed on the 2014 Small Scale Cooler and
these tests have been simulated using the model.

Static Losses

The static losses include the heat load due to thermal conduction through the
gas and solid components of the cold finger and the heat load due to radiation.
To measure these losses, the cooler is first run until the cold tip temperature is
below the temperature of interest. The cooler is then turned off, and the
warm-up rate is measured. This is repeated with a range of electrical heat
loads being applied to the cold tip. By comparing the warm-up rates with
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different electrical heat loads, the heat load due to the static losses can be
calculated. To increase the accuracy of the measurement, the warm-up rate is
slowed by attaching a large thermal mass to the cold tip (as shown in Figure
5.10).

A comparison of measured and modelled static losses for the 2014 Small Scale
Cooler is shown in Figure 5.11. There is good agreement between the
measured and modelled static losses across a large temperature range, which
indicates that the model is accurately predicting the conductive and radiative
heat loads.

Dynamic Losses

The dynamic losses are measured in a similar way to the static losses, but only
the compressor pistons are stopped. The motion of the displacer results in the
total heat load being higher than in the static loss case. The displacer motion

Figure 5.10: A photograph of the 2014 Small Scale Cooler undergoing loss
mechanism testing.
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Figure 5.11: A plot comparing the measured static losses of the 2014 Small Scale
Cooler at different cold tip temperatures with the static losses predicted by the
RAL Third-Order Model.

introduces new loss mechanisms: shuttle losses; enhanced gas conductivity;
and regenerator and appendix gap enthalpy transport.

A comparison of the measured and modelled dynamic losses for the 2014
Small Scale Cooler is shown in Figure 5.12. The model gives a good prediction
of the dynamic losses of the Small Scale Cooler over the full range of strokes.
This indicates that the model is accurately simulating the shuttle losses,
enhanced conductivity and enthalpy transport.

5.1.6 Model Calibration

The results from the sensitivity analyses and loss mechanism modelling can be
used to help understand why the model overpredicts the cooling power when
simulating a load line (as shown in Figure 5.3).

The results of the sensitivity analyses indicate that errors in the heat transfer
and friction factor correlations of the regenerator and in the heat transfer
correlation of the appendix gap could have a significant impact on the cooling
power. However, the static and dynamic loss test results suggest that the
model is correctly simulating the regenerator losses and shuttle losses which
depend on these correlations. The only other correlation that has a significant
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Figure 5.12: A plot comparing the measured dynamic losses of the 2014 Small
Scale Cooler at different displacer strokes with the dynamic losses predicted by
the RAL Third-Order Model. The cold tip was at 75 K for all cases.

impact on the cooling power is the friction factor of the compressor piston
clearance seals; this may be causing the overprediction of the cooling powers.

The uncertainty analysis of the input parameters also highlights the
importance of correctly modelling the compressor piston clearance seals. An
error in the radial clearance could account for the overprediction in cooling
power, although this is unlikely because the uncertainty in the radial clearance
is mostly from the uncertainty in the eccentricity and the piston was already
assumed to be fully eccentric. Errors in the thermal expansion coefficients
would only have a small impact on the gap size because the compressor was
only just above room temperature. It appears to be more likely that the
friction factor correlation is incorrect.

Measurements have been taken at RAL that indicate that the measured flow
rate of gas past a clearance seal is often higher than is calculated theoretically
from measuring the dimensions of the piston and bore. These measurements
are presented in Section 5.4. This provides further evidence that the friction
factor correlation is underpredicting the leakage.

These results suggest that the accuracy of the model could be improved by
increasing the clearance seal leakage predicted by the model. This could be
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done by either adjusting the friction factor correlation or increasing the gap
sizes of the clearance seals in the input file. Increasing the gap size was chosen
because it made it easier to adjust individual seals. This method of calibration
has been previously used in the Joule-Thomson compressor model developed
at RAL and has given good results. For the Small Scale Cooler, this calibration
was only applied to the compressor piston seal gaps and the appendix gap as
these were calculated from the dimensions of the components; the displacer
shaft seal gap was calculated from flow test data so did not need to be
adjusted.

The gap of the compressor clearance seals and the appendix gap were
adjusted to see what impact increasing the gaps had on the cooling power. The
sensitivity analysis indicates that increasing the compressor piston clearance
seal gap has a much greater impact on the cooling power than increasing the
appendix gap; however, both gaps were increased by the same amount
because it is not clear why the correlation would be needed for one clearance
seal and not the other.

Figure 5.13 shows the effect that increasing the size of both gaps by 50% and
100% has on the predicted cooling power. The plot shows that the best
agreement between measured and modelled cooling power is found if both
gaps are increased by around 50%. Applying this calibration results in the load
line to agreeing across the whole temperature range; this gives confidence
that this is an effective method for calibrating the model.

Losses with the Calibration Applied

The impact of this calibration on the powers and losses has been investigated.
A comparison of the gross cooling power and net cooling power with and
without the calibration applied is plotted in Figure 5.14. Increasing the gaps
causes a significant reduction in gross cooling power, resulting in a reduction
in net cooling power. The reduction in gross cooling power occurs because
more gas can leak past the compressor piston, reducing the pressure swing.

The changes in the individual loss mechanisms have also been analysed. The
contributions of the loss mechanisms for both cases are plotted in Figure 5.15.
The three largest changes are in the regenerator enthalpy transport, appendix
gap enthalpy transport and regenerator gas conduction. The reduction in
regenerator enthalpy transport and gas conduction is probably partly due to
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Figure 5.13: A plot showing the effect that increasing the compressor seal radial
clearance by 50% and 100% has on the net cooling power predicted by the RAL
Third-Order Model for the 2018 Small Scale Cooler. These results are compared
to the measured cooling power.
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Figure 5.14: A plot showing the change in the gross cooling power, net cooling
power and total losses predicted by the RAL Third-Order Model for the 78 K
case of the 2018 Small Scale Cooler when the sizes of the compressor clearance
seal gaps and appendix gap are increased. The total losses are calculated by
subtracting the net cooling power from the gross cooling power.

171



CHAPTER 5. MODEL VALIDATION

Regenerator enthalpy ] 28(|).1
transport 233.3

Shuttle loss f AI11885711

Appendix gap enthalpy ]1148.0
transport [2 2193.8

Regenerator gas ]1119.5
conduction .

Cold finger tube [ 90.5
conduction ZLLLLZZZZZ77774 90.3

Displacer tube [—5
conduction LLLLLIZAS

Regenerator mesh [—51
conduction LLLLZZZA51

ion —1
MLI conduction

iation 1.8
Radiation 118

Appendix gap gas [ INominal
i cor?dupcgon 8'.%1 V7777 Gaps +50%
0 50 100 150 200 250 300

Magnitude of loss mechanism (mW)

Figure 5.15: A plot showing the change in the losses predicted by the RAL Third-
Order Model for the 78 K case of the 2018 Small Scale Cooler when the sizes of
the compressor clearance seal gaps and appendix gap are increased.

the increase in the compressor clearance seals. This reduces the pressure
swing, reducing the mass flow of gas through the regenerator and reducing
both of these losses. The increase in appendix gap enthalpy transport is
probably caused by increasing the appendix gap. This increases the flow of gas
through the appendix gap which deposits more energy at the cold end. It was
found that the increased flow in the appendix gap also influences the
regenerator enthalpy transport by the transfer of heat through the displacer
tube. This is discussed further in Section 6.1.

The shuttle losses are almost unchanged when the clearance seal gaps are
increased. If the shuttle losses were simulated in isolation, they would be
expected to decrease when the appendix gap size is increased because the
thermal conductance across the appendix gap would be reduced. However, it
appears that this effect is being counteracted by the increased flow in the
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appendix gap, which is acting to enhance the conduction to the gas and
increase the shuttle losses.

5.2 Validation Against the CryoBlue Cooler

The latest single-stage Stirling cryocooler that has been developed at RAL is
the CryoBlue Stirling Cooler, shown in Figure 5.16 [33]. This is a more
powerful cooler than the Small Scale Cooler and can produce more cooling
power at lower temperatures.

The cooler is still under development and has not yet undergone a full test
campaign. However, some initial results have been taken which have been
used to validate the model.

5.2.1 Input Parameters

The geometry input parameters for the CryoBlue Cooler were calculated ina
similar way as for the Small Scale Cooler. However, an advantage of validating
the model against the CryoBlue Cooler is that the seal leakages of the
compressor pistons and displacer shaft were measured using flow tests before

Figure 5.16: A photograph of the cold head of the CryoBlue Cooler.
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the cooler was assembled. For the Small Scale Cooler, only the shaft seal gap
was calculated in this way. The CryoBlue Cooler flow test results were used to
calculate the gaps used by the model, as described in Section 5.4.1, and should
provide an accurate seal leakage when used in the RAL Third-Order Model.
The flow past the appendix gap was not measured, so this gap was calculated
from measurements of the displacer tube and bore. The displacer was
assumed to be fully eccentric in the cold finger tube. All of the clearance seal
gaps were adjusted to account for thermal expansion or contraction.

Another advantage is that the position waveforms were measured directly
using a laser position sensor for the compressor pistons and a capacitive
position sensor for the displacer. This greatly reduces the uncertainty in these
inputs.

Unlike the Small Scale Cooler, the CryoBlue Cooler contains a pressure
transducer in the transfer line. The model’s fill pressure input parameter was
adjusted so that the mean pressure predicted by the model matched the mean
pressure recorded by this sensor.

5.2.2 Spatial Resolution

The regenerator resolution required by the model was assessed in the same
way as for the Small Scale Cooler. The regenerator resolution of the 57 K case
was varied. This case was selected because this is the operating point the
cooler design was optimised for. The results are plotted in Figure 5.17. The
results are similar to the Small Scale Cooler, and this is not surprising because
both are single-stage coolers operating at similar temperatures. A resolution
of 60 regenerator cells was selected for the further modelling.

5.2.3 Performance Modelling

The results of the RAL Third-Order Model are compared to the measured
performance datain Figure 5.18. It can be seen that there is good agreement
between the model predictions and the measured data for all three load cases.
Because the flow past the appendix gap was not measured, the modelling was
repeated with the gap increased by 50% — the calibration factor required by
the RAL Third-Order Model when modelling the Small Scale Cooler
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Figure 5.17: A plot showing how the cooling power predicted by the RAL Third-
Order Model is affected by the number of regenerator cells for the 57 K case of
the CryoBlue Cooler.
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Figure 5.18: A plot comparing a measured load line of the CryoBlue Cooler to the
performance predicted by the RAL Third-Order Model. The model was run with
the measured appendix gap and with the gap increased by 50%. It should be
noted that the measured load line was taken with a low compressor input power
and is not representative of the maximum cooler performance.
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performance (Section 5.1.6). However, it was found that this had little effect
on the modelled performance in this case.

It is reassuring to see that there is good agreement between the model
predictions and the measured data when simulating a cooler where the
compressor piston seal leakages were measured experimentally. The
predicted performance is still slightly higher than the measured performance
by approximately 6% for the 72 K case. However, this is a large improvement
when compared to the 61% error of the uncalibrated model for the 78 K case
of the 2018 Small Scale Cooler. The model’s accuracy when using measured
clearance seal leakages provides further evidence that the overprediction of
the cooling power of the Small Scale Cooler was due to problems with the
clearance seal friction factor correlation.

Operational Losses

The predicted gross cooling power, net cooling power and total losses are
plotted in Figure 5.19. The plot shows that applying the calibration to the
appendix gap has little impact on any of these results.

In contrast, applying the calibration to the appendix gap has a significant
effect on the individual loss mechanisms, as shown in Figure 5.20. The impact
on the loss mechanisms is similar to what was seen when the calibration was

Gross cooling |5.310
power 7/]5.297
Net cooling |2.761
power 72.795
Total losses |2.550 [C___INominal
7)2.502 Appendix gap +50%
0 1 2 3 4 5 6
Power (W)

Figure 5.19: A plot of the gross cooling power, net cooling power and total losses
predicted by the RAL Third-Order Model for the 57 K case of the CryoBlue
Cooler. The model was run with the measured appendix gap and with the gap
increased by 50%. The total losses are calculated by subtracting the net cooling
power from the gross cooling power.
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Figure 5.20: A plot showing the losses predicted by the RAL Third-Order Model
for the 57 K case of the CryoBlue Cooler. The model was run with the measured
appendix gap and with the gap increased by 50%.

applied to the Small Scale Cooler in Section 5.1.6. There is a large increase in
the appendix gap enthalpy transport, a reduction in the regenerator enthalpy
transport and the shuttle losses are almost unaffected.

Pressure Waveform

The pressure swing predicted by the model can be validated against data
taken from the pressure transducer in the transfer line of the CryoBlue
Cooler. Accurately predicting the pressure waveform is useful because it can
be combined with results from an electromagnetic model of the motors to
predict the electrical input power required by the compressor motors. The
modelled and measured pressure waveforms are plotted in Figure 5.21. There
is very good agreement between the waveforms; the shape, amplitude and
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Figure 5.21: A plot showing the pressure waveform measured in the transfer line
for the 57 K case of the CryoBlue Cooler. This is compared to the results of the
RAL Third-Order Model which was run with the measured appendix gap and with
the gap increased by 50%.

phase are very similar. Applying the calibration to the appendix gap has very
little impact on the pressure waveform.

5.24 Displacer Forces

The RAL Third-Order Model can be used to predict the gas forces acting on
the compressor pistons and displacer (see Section 3.1). It is useful to know the
gas forces when designing a Stirling cooler because they affect the dynamics
of the system. If the gas forces are known, it is possible to optimise the
geometry, moving masses and spring rates of the cooler so that the required
position amplitudes and phases can be achieved with minimal motor power.
For example, the diameter of the displacer shaft can be adjusted to affect the
pressure forces acting on the displacer. If the gas forces on the displacer can
be predicted with sufficient accuracy, it is possible to design a cooler that will
not require a displacer motor at all and can be driven pneumatically (see
Section 2.2.1).

178



5.2. VALIDATION AGAINST THE CRYOBLUE COOLER

The accuracy of the displacer gas force prediction was assessed for the
CryoBlue Cooler. The gas force is difficult to measure directly while the cooler
is operating, but it is possible to derive it. This can be done by subtracting the
other known forces from the force required to produce the motion of the
displacer. The resultant force is the gas force.

Fgas = Fiotion — Fmotor — Fspring - Fdampz'ng (51)

These forces are plotted in Figure 5.22. The motion force is calculated from
the position waveform of the displacer x, which was measured with a
capacitive position sensor, and the moving mass of the displacer m.

Friotion = m & (52)

The other forces are calculated using the motor constant k,,,4:.., SPring rate
kspring and damping constant cggmping, Which are determined from separate
motor characterisation tests. The displacer motor current I is measured
during operation using a current probe.

Fmotor = kmotor I (53)
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Figure 5.22: A plot showing the measured and derived forces acting on the
displacer for the 57 K case of the CryoBlue Cooler.
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Fspring = _kspring € (54)
Fdamping = —Cdamping T (5.5)
Figure 5.23 compares the gas force derived from these measurements with
the displacer gas force predicted by the model.

There is good agreement between the amplitude, shape and phase of the force
waveforms. The gas force appears to be unaffected by applying the calibration
to the appendix gap.

8 T T T
Derived from measurements
6 = = = Modelled (nominal)
---------- Modelled (+50% appendix gap) [z

Gas force (N)

Time (Ms)

Figure 5.23: A plot comparing the gas forces calculated by the RAL Third-Order
Model for the 57 K case of the CryoBlue Cooler with the gas force derived from
measurements, shown in Figure 5.22. The model was run with the measured
appendix gap and with the gap increased by 50%.
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5.3 Validation Against the Breadboard Cooler

The Breadboard Cooler, described in Chapter 4, was tested under a range of
different conditions in order to validate the model over a wide parameter
space. The cooler was tested with fill pressures of 5, 10 and 15 bar and a range
of heat loads were applied to the two stages. Each of these tests were
repeated with and without cryogenic pressure sensors. The cryogenic
pressure sensors are useful for verifying the modelled pressure waveforms
but add a significant heat load to the stages.

The resonant frequencies of the compressor and displacer motors were not
matched, so it was not possible to run both the mechanisms at full stroke at
the same frequency (see Section 4.2). As a compromise, the cooler was run at
20 Hz, which is between the resonant frequencies of the displacer and the
compressor motors, and the motors were driven so that they were near their
electric current limit. The phasing between the compressor and displacer
drive waveforms was chosen so that the gross cooling power at the second
stage expansion chamber was maximised; this gross cooling power was
calculated from the motion of the displacer and the pressure waveform at the
expansion chamber. The amplitude and phase of the drive waveforms was set
for each fill pressure when there was no heat load and with the cryogenic
pressure sensors attached. The drive waveforms were then kept constant for
all the other measurements at that fill pressure (for the different heat loads
and with and without cryogenic pressure sensors).

5.3.1 Measured Performance

Figure 5.24 shows the load maps of the cooler at the three fill pressures
without cryogenic pressure sensors.

The load maps show that the best performance was achieved at the 10 bar fill
pressure. The performance is much worse for the 5 bar case, although the
second stage base temperature is similar. It can be seen that the temperature
of the second stage is not much lower than the temperature of the first stage
for any of the 10 and 15 bar load cases. The model has been used to
investigate why this is the case and this is discussed in Section 5.3.4.

181



CHAPTER 5. MODEL VALIDATION

5 bar
T T T T T T
g 200 7
g
= 1w
© L i
g 150
IS 2nd stage
e
% 100 05 W .
1] 2W
©
1w
« 50 0 WO W 1st stage .
1 1 1 1 1 1
60 80 100 120 140 160 180
1st stage temperature (K)
10 bar
g 200 .
g
=
©
5 150 .
g
o) 1st stage oW
® 100 1w 1w ]
2 ow
1) 0.5W 2nd stage
3z ow
N 50 F i
1 1 1 1 1 1
60 80 100 120 140 160 180
1st stage temperature (K)
15 bar
T T T T T T
g 200 7
g
=
© L i
g 150
c 1st stage
2 1w_iw
% 100 1 oy 0.5W 2nd stage T
5 ow
©
o
N 50 .
1 1 1 1 1 1
60 80 100 120 140 160 180

1st stage temperature (K)

Figure 5.24: Plots showing the performance of the Breadboard Cooler at three
different fill pressures without the cryogenic pressure sensors. The annotations
show the heater power that was applied to the stages for each point.
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5.3.2 Input Parameters

The critical geometry of the two-stage cooler was measured prior to assembly
so that the measurements could be used to calculate the model inputs. For
example, the wall thicknesses of the cold finger tubes were measured using a
coordinate measuring machine. The sensors used to measure the pressures,
temperatures and position waveforms are described in Section 4.2. The
model’s fill pressure input parameters were adjusted so that the mean
pressures predicted by the model matched the mean pressures recorded by
the pressure sensor in the transfer line.

The clearance seal gaps of the compressor pistons and the displacer shaft
were derived from helium flow test measurements, using the method
described in Section 5.4.1. The calculated gaps should provide an accurate
seal leakage when used in the RAL Third-Order Model. It was not possible to
carry out flow tests on the appendix gaps, so their sizes were calculated from
the dimensions of the displacer tubes and cold finger tubes. Full eccentricity
was assumed because there was some rubbing between the displacer tube
and the cold finger tube. All the clearance seal gaps were adjusted to account
for thermal expansion.

5.3.3 Spatial Resolution

The impact of the spatial resolution of the regenerators was assessed for the
10 bar case, with 1 W of heat load on the first stage, 0.5 W on the second and
without cryogenic pressure sensors. This case was selected because it was the
middle of the fill pressure and heat load ranges. The number of cells in each
stage were varied together so that both stages contained the same number of
cells.

The results are shown in Figure 5.25. The cooling power does not change
significantly when the number of cells in the regenerators is increased past 40.
For the further modelling, a resolution of 40 regenerator cells was selected for
both stages.

5.3.4 Performance Modelling

The load cases plotted in Figure 5.24 were simulated using the model. The
initial results are plotted in the first column of Figure 5.26. There is good
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Figure 5.25: A plot showing how the cooling power predicted by the RAL Third-
Order Model is affected by the number of regenerator cells for the Breadboard
Cooler. The modelled case was the 10 bar, 1 W, 0.5 W case without cryogenic
pressure sensors.

agreement for the 5 bar cases. However, for some of the 10 and 15 bar cases,
the model overpredicts the cooling power at the second stage. The error in
the cooling power does not seem to be constant. This is shown by the
distortion of the grids of predicted cooling power for the 10 and 15 bar cases.
Isinunlikely that the errors are caused by incorrectly predicting the gross
cooling power because this would result in an almost constant offset, as was
seen with the Small Scale Cooler. Instead, the errors may be due to a loss
mechanism that varies in magnitude for the different cases.

The calibration method used for the Small Scale Cooler was attempted for the
Breadboard Cooler. Because the compressor piston and displacer shaft
clearance seal gaps were calculated from flow tests, they were not increased
but the appendix gap size was. It was found that increasing the appendix gap
size for both stages had a significant impact on the predicted cooling power.
Both gaps were initially increased by 50%, but it was found that a better
match between the measured and modelled results was obtained when both
gaps were increased by 40%.
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Figure 5.26: Plots comparing the measured cooling powers of the Breadboard
Cooler with the cooling powers predicted by the RAL Third-Order Model. The
cases are the same as the ones plotted in Figure 5.24. The letter of each modelled
case indicates which measured case the input parameters were taken from.
Measured and modelled cases with the same letter have the same temperatures
and compressor and displacer amplitudes and phases.

185



CHAPTER 5. MODEL VALIDATION

The results with the calibration applied are plotted in the second column of
Figure 5.26. Increasing the size of the first and second stage appendix gaps by
40% had a dramatic impact on the cooling powers for the 10 and 15 bar cases.
The grids of modelled cooling powers with the calibrated appendix gaps have
similar spacings to the measured cooling powers. This suggests that the model
is correctly simulating the relationships between the stage temperatures and
the cooling powers. The small offsets between the grids of measured and
modelled cooling could be caused by effects that are independent of the stage
temperatures. The errors may be due to inaccuracies in the input parameters,
and this has been investigated further by performing a sensitivity analysis (see
Section 5.3.5).

Operational Losses

The gross cooling powers and loss mechanisms have been examined to
investigate what causes the large change in cooling power when the appendix
gaps are increased. The predicted gross cooling power, net cooling power and
total losses for one of the cases is shown in Figure 5.27. The contribution of
each loss mechanism is shown in Figure 5.28. The selected case was the

10 bar, no cryogenic pressure transducer case where 1 W was applied to the

first stage and 0.5 W was applied to the second stage (the 10 bar case “e” in
Figure 5.26).

Figure 5.27 shows that the gross cooling power is almost unchanged by
increasing the size of the appendix gap. The change in the net cooling power is
mostly due to a change in the total losses for each stage. This plot also
highlights the difficulty in predicting the net cooling power at the first stage
for this case, as the net cooling power is only a small fraction of the gross
cooling power.

Figure 5.28 shows that increasing the size of the appendix gaps has a similar
effect on the individual loss mechanisms as was seen when modelling the
Small Scale Cooler and the CryoBlue Cooler. There is a dramatic increase in
the appendix gap enthalpy transport, a reduction in the regenerator enthalpy
transport and little impact on the shuttle losses.

If increasing the appendix gaps by 40% makes the simulation more realistic, it
may explain the poor second stage cooling performance for the 10 and 15 bar
cases. The increased flow through the appendix gap meant the regenerator
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Figure 5.27: Plots showing the gross cooling power, net cooling power and total
losses predicted by the RAL Third-Order Model for the no pressure transducer,
10 bar, 1W, 0.5 W case of the Breadboard Cooler. The results with the measured
appendix gap and with the gap increased by 40% are shown. The total losses for
each stage are calculated by subtracting the net cooling power from the gross
cooling power.
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Figure 5.28: Plots showing the losses predicted by the RAL Third-Order Model
for the no pressure transducer, 10 bar, 1 W, 0.5 W case of the Breadboard
Cooler. The results with the measured appendix gap and with the gap increased
by 40% are shown.
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was being bypassed, and the warm gas was flowing straight to the second
stage. This was less of a problem for the 5 bar cases because the lower
pressure gas transports less enthalpy. This allowed the second stage to reach
amuch lower temperature than the first stage.

Pressure Waveforms

The measured pressure waveforms in the transfer line and expansion
chambers have been compared to the waveforms predicted by the model.
Comparing the pressure waveforms in the expansion chambers is particularly
useful because these determine the gross cooling powers. The measured and
modelled pressure waveforms of the 10 bar, 1 W, 0.5 W case are plotted in
Figure 5.29.

Figure 5.29 shows that the model accurately predicts the amplitudes and
phases of the pressure waveforms at the three locations. Increasing the
appendix gap causes very little change in the modelled pressure waveforms.
The model correctly predicts that most of the pressure drop along the cold
finger occurs in the first stage; there is very little difference in the pressure
waveforms of the two expansion chambers for either the measured or
modelled data. The measured and modelled pressures were also similar for all
the other fill pressures and heat loads.

Mean Pressures

A potential issue with linear compressors is that the mean position of the
piston can drift when they are in operation [92]. When the gas in the primary
compression chamber is compressed, the high pressure gas leaks through the
compressor piston clearance seal into the compressor backshell; when the gas
is expanded, lower pressure gas leaks from the backshell into the compression
chamber. Because the high pressure gas has a higher density, there is a net
flow of gas into the backshell. This results in the mean backshell pressure
being higher than the mean pressure in the working volume. This pressure
differential applies a force to the piston, pushing it forwards.

The Breadboard Cooler has piezo-resistive pressure transducers in the
transfer line and compressor backshell that are able to measure the mean
pressures in these regions. The pressure in the transfer line is likely to be very
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Figure 5.29: Plots comparing the measured and modelled pressure waveforms
for the 10 bar, 1W, 0.5 W case with cryogenic pressure sensors installed. These
cryogenic pressure sensors at the first and second stage expansion chambers can
only measure the pressure fluctuations and are unable to measure the mean
pressure. It has been assumed that the mean pressure at the expansion
chambers is the same as in the transfer line.
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similar to the pressure in the primary compression chamber due to their
proximity. Therefore, the measurements of the pressure transducers can be
used to investigate the pressure differential caused by the motion of the
pistons.

The measured and modelled mean pressures of the 10 bar, 1 W, 0.5 W case
are presented in Table 5.1. The table shows that the model correctly predicts
that the mean backshell pressure is higher than the mean transfer line
pressure but that it incorrectly predicts the magnitude of this effect.

The table also shows the predicted piston offset, calculated from the pressure
difference, piston area and spring stiffness. The predicted offsets for both the
measured and modelled pressure differences are small compared to the
maximum stroke amplitude of 7 mm. The mean position drift does not appear
to be a significant issue for this type of cooler as it could be easily corrected by
applying a small DC bias to the drive current waveform. If the piston offset is
found to be an issue when developing coolers in the future, it would be
worthwhile investigating this effect further to determine the cause of the
discrepancy between the measured and modelled pressure differences.

5.3.5 Uncertainty and Sensitivity Analysis

Uncertainty and sensitivity analyses was performed for the 10 bar, 1 W, 0.5W
case without cryogenic pressure sensors. The appendix gap calibration was
applied for the nominal case (both gaps increased by 40%).

Table 5.1: A table showing the measured and modelled pressures of the
compressor backshell and transfer line of the Breadboard Cooler for the 10 bar,
1W, 0.5W case. The table also shows the differences between the two pressures
and the mean piston offsets calculated from these pressure differences. The
modelled data is with the appendix gaps increased by 40%.

Mean pressure (bar)

Pressure Predicted
Compressor Transfer difference (mbar) offset (I.l m)
backshell line
Measured 10.36 10.27 93.69 413.7
Modelled 10.33 10.30 27.36 120.8
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Input Parameters

The approximate uncertainties of each input variable were estimated in a
similar way to uncertainties of the Small Scale Cooler inputs (Section 5.1.4).
The most significant difference was in the errors of the displacer and
compressor position measurements. The displacer of the Breadboard Cooler
has a capacitive position sensor, so the uncertainty in its position is low. The
compressor piston position uncertainty is high because it is estimated from
the pressure swing in the compressor backshell. The amplitude of the
pressure swing is dependent on the volume of the backshell, which was
estimated by taking the value from the compressor’s data sheet and adding
the approximate volume of the pressure sensor. Because this volume was not
measured directly, its uncertainty is quite high.

The uncertainty analysis was carried out using the one-at-a-time method
discussed in Section 5.1.4. The results of the uncertainty analysis are plotted
in Figure 5.30. They show that the uncertainty in the compressor amplitude is
a significant source of cooling power error for both stages. Increasing the
compressor amplitude to the upper limit of its uncertainty increased the
cooling power at both stages. This result highlights the importance of
accurately measuring the compressor piston positions when validating the
model; it would have been better to use a capacitive position sensor, as was
used on the displacer.

The other significant source of error is due to the uncertainty in the size of the
appendix gaps. The uncertainties in the appendix gap sizes were calculated by
combining two sources of uncertainty. Firstly, the alighment between the
displacer tube and the cold finger tube can affect the flow resistance and this
effect was represented as an uncertainty in gap size. Secondly, there was
uncertainty in the coefficient of thermal expansion of the displacer tube which
influences the appendix gap size in the cold region of the cooler. Increasing the
size of the appendix gap at the warm end of the first stage to the upper limit of
its uncertainty caused more gas to flow through the gap and resulted in a large
increase in the enthalpy transport loss at the first stage. Similarly, increasing
the size of the second stage appendix gap increased the level of enthalpy
transport from the first stage to the second stage. This increases the cooling
power at the first stage at the expense of cooling power at the second stage.
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Figure 5.30: Plots of the variations in cooling powers of the Breadboard Cooler
predicted by the RAL Third-Order Model when each of the inputs is increased to
the upper limit of its uncertainty. The no pressure transducer, 10 bar, 1W, 0.5W
case with both appendix gaps increased by 40% was used for the nominal inputs.
The inputs that resulted in an error larger than 100 mW for the 1st stage and

25 mW for the 2nd stage are labelled.
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Adding all errors in quadrature gives a total error of 642 mW for the first
stage and 168 mW for the second stage. The uncertainties in the input
parameters may be the cause of the errors in cooling power seen in the second
column of Figure 5.26 because the errors are similar in magnitude.

Heat Transfer

A heat transfer sensitivity analysis was performed using the one-at-a-time
method discussed in Section 5.1.4. The impact on the cooling power at the two
stages is plotted in Figure 5.31.

It can be seen that the largest change in the first stage cooling power is caused
by increasing the heat transfer in the first stage regenerator. Improved heat
transfer improves the effectiveness of the regenerator. The peak Reynolds
number in this region was around 25, so the error is between 10% and 50%
(see Section 5.1.4). The uncertainty of the heat transfer in this region could
have a large impact on the cooling power.

Modifying the heat transfer in the first stage appendix gap also results in
significant change in the first stage cooling power. Increasing the heat transfer
in this location increases the magnitude of the shuttle losses. As stated in
Section 5.1.4, the heat transfer correlation in this region is theoretical, and the
uncertainties may be large if the assumptions are incorrect.

Increasing the heat transfer in the second stage appendix gap has an impact
on the cooling power at both stages. It decreases the cooling power for the
first stage but increases it for the second stage. The increase in the second
stage cooling power appears to be because the increased heat transfer
reduces the enthalpy transport loss in the second stage appendix gap.
Because this reduces the enthalpy transport between the two stages, there is
a corresponding decrease in the first stage cooling power.

Friction

A friction factor sensitivity analysis was performed using the one-at-a-time
method discussed in Section 5.1.4. The results are plotted in Figure 5.32.

Increasing the friction factor of the first stage regenerator has the largest
impact on the cooling power for both stages. This is due to the large pressure
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Figure 5.31: A plot of the variations in cooling powers predicted by the RAL
Third-Order Model for the Breadboard Cooler when the heat transfer
coefficients in each region are increased by 10%. The simulated case is the no
pressure transducer, 10 bar, 1W, 0.5 W case with both appendix gaps increased
by 40%.
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Figure 5.32: A plot of the variations in cooling powers predicted by the RAL
Third-Order Model for the Breadboard Cooler when the friction factors in each
region are increased by 10%. The simulated case is the no pressure transducer,
10bar, 1W, 0.5 W case with both appendix gaps increased by 40%.

drop in this region, as shown in Figure 5.29. The uncertainty of the friction
factor correlation in this region is estimated to be around 10% (see Section
5.1.4); however, errors in this correlation would manifest themselves as errors
in the pressure drops, which are not apparent in Figure 5.29.

5.4 Clearance Seal Measurements

The validation of the model against measurements of the Small Scale Cooler
and the Breadboard Cooler suggest that the accuracy of the model can be
improved by applying a calibration factor to any clearance seal gap sizes that
have been measured directly. It is hypothesised that the calibration factor is
required because the real flow through clearance seals is larger than is
predicted by theory if the measured gap size is used.
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Measurements of clearance seal geometries and flow through the seals have
been taken by other researchers at RAL; this data has been used to explore
the hypothesis that the flow through clearance seals is larger than predicted
by the equations used in the RAL Third-Order Model.

5.4.1 Theoretical Clearance Seal Flow

The flow through a clearance seal can be calculated theoretically by assuming
that the flow can be approximated as laminar flow between two parallel
plates. It is reasonable to assume that the walls of the seal are parallel rather
than forming an annulus because the gap between them is around 1000 times
smaller than the diameter. The flow is laminar in all the seals studied in this
work; the Reynolds number is low because the hydraulic diameter of the seal
is so small.

The volumetric flow V per unit width z between two parallel plates of length z
and separation a depends on the pressure differential AP and the dynamic
viscosity of the fluid . [93, p. 10-1].

1% B AP a?
2 12ux

(5.6)

For a clearance seal of a piston with diameter d, the volumetric flow can be
found by substituting the perimeter of the piston =d for z.

v AP wda?

12px (5.7)

Equation 5.7 assumes that the size of the clearance seal gap is uniform. If the
piston is not perfectly aligned in the bore, the gap size will be different at
different locations around the piston, as shown in Figure 5.33. The
eccentricity e of the piston in the bore is defined by Equation 5.8.

e = Amaz — @0 (5.8)
ag

If the eccentricity is greater than O, the gap size is a function of 6.

a(f) = ap (1 +ecosh) (5.9)

197



CHAPTER 5. MODEL VALIDATION

Bore

oy Piston

: :

Amax

Figure 5.33: A diagram showing a clearance seal consisting of an eccentric piston
inabore.

The total flow through a clearance seal with an eccentric piston can be found
by integrating the flow around the seal. By starting with Equation 5.6,
substituting the arc length r df for z and using Equation 5.9 for the gap size,
the total volumetric flow can be calculated.

V= /0 o 12,];; a(8)r df (5.10a)
_ ?;:;“ /027r (ao (1 + £ cos ) do (5.10b)
_ f;: “o2mad(1.562 + 1) (5.10¢)
_ Agﬁagmﬁ 1) (5.100)

The clearance seal friction factor correlation used by the RAL Third-Order
Model (Equation 3.82) results in the same relationship between flow rate and
pressure drop as given by Equation 5.10. Therefore, Equation 5.10 can be
rearranged to find the clearance seal gap required by the model so that the
modelled seal leakage will match the leakage measured by a flow test. The
same eccentricity that is used when calculating the gap size must be used as a
model input. This approach was used for the displacer shaft seal of the Small
Scale Cooler, the compressor piston and displacer shaft seals of the CryoBlue
Cooler and the compressor piston and displacer shaft seals of the Breadboard
Cooler.
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5.4. CLEARANCE SEAL MEASUREMENTS

5.4.2 Ariel Clearance Seal Measurements

Characterisation measurements have been performed on the piston seals of
the Ariel compressor by other researchers at RAL. This compressor is a
prototype of the one that will be used to circulate neon in the Joule-Thomson
cooler of the ESA Ariel space mission [94]. The compressor has two
compression stages, each using a piston of a different diameter. The Joule-
Thomson compressors developed at RAL use the same flexure bearing and
clearance seal technology as the RAL Stirling compressors.

Measurements of the pistons and the bores were taken using a coordinate
measuring machine before they were assembled. The mean clearance seal gap
was calculated from these measurements by fitting theoretical cylinders to
the piston and bore by using the least-squares method and then subtracting
the radii of these cylinders. These measured gaps are presented in Table 5.2.

Flow measurements were taken for both clearance seals. Helium gas at above
atmospheric pressure was applied to one side of the seal with the other side at
atmospheric pressure. The gas flow was measured using a thermal mass flow
meter. The flow rate was measured at three different pressures in both
directions for each seal. The mass flow was converted to a mean volumetric
flow for comparison with the theoretical model. This was done by dividing the
mass flow by the average of the gas density at either side of the seal,
calculated from pressure and temperature measurements. The results are
plotted in Figure 5.34.

The eccentricity of the pistons in the bores is difficult to quantify. The plastic
pistons had been aligned by heating them until the thermal expansion caused
them to grip the bore. They were then glued to the shaft so that they remained
centred when they cooled back down. It was not possible to measure the
alignment directly, but, by applying a sinusoidal current to the motor and

Table 5.2: A table showing the measured gap sizes of the Ariel compressor piston
clearance seals and the gap increases required to fit the modelled flow
resistances to the measured values.

Measured mean Assumed Required gap

gap (um) Eccentricity increase
Piston 1 10.8 0 41.8%
Piston 2 114 0 41.7%
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Figure 5.34: Plots showing the flow resistance measurements of the Ariel
compressor piston clearance seals. The modelled relationships between pressure
drop and flow rate are also plotted for the measured and increased gap sizes.

looking for hysteresis in the position waveform, the friction between the
pistons and the bore could be quantified. No friction was measured at any
point in the strokes of the two motors, so it was assumed that the pistons were
centred in the bores with 0 eccentricity.

The flow measurements can be compared to the flow predicted by Equation
5.10. The predicted relationship between pressure drop and flow rate is
shown by the solid line in Figure 5.34. It can be seen that this greatly
overestimates the pressure drop. The gaps were increased by a scale factor to
fit the theoretical flow resistance to the measured values, as shown by the
dashed line in Figure 5.34. The required increases in the gaps are presented in
Table 5.2. It is not clear why the theoretical model does not accurately predict
the relationship between pressure drop and flow rate; this is discussed further
in Section 5.5.1.

5.5 Summary of the Model Validation

The results presented in this section show that the RAL Third-Order Model
can accurately simulate many aspects of Stirling coolers. There is good
agreement between the modelled and measured data for the static losses and
dynamic losses of the Small Scale Cooler; the cooling powers, pressure
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waveforms and displacer forces of the CryoBlue Cooler; and the pressure
waveforms of the Breadboard Cooler.

5.5.1 Clearance Seal Correlations

It appears that the clearance seal flow correlation used by the model is wrong.
The cooling power predictions of the model can be improved by using
clearance seal gap sizes that are larger than the measured gaps. Using a
calibration factor of 50% gave the closest results for the Small Scale Cooler
and a factor of 40% gave the closest results for the Breadboard Cooler.

The calibration factors required by the model to match the cooling powers are
very similar to the calibration factors required by the Ariel compressor pistons
to match the theoretical prediction to the measured values, as can be seenin
Table 5.3. This provides evidence that the flow resistance of clearance seals is
lower than is predicted theoretically.

One significant difference between the clearance seals simulated by the
model and the clearance seals of the Ariel compressor pistons is the assumed
eccentricity. For the Ariel pistons, no rubbing between the pistons and bores
was observed, so the eccentricity was assumed to be O. For all the seals

Table 5.3: A table showing the measured dimensions of the clearance seals
simulated by the model where the flow resistance had not been measured. The
table also shows the gap increase required to fit the modelled cooling power to
the measured value for cases where the cooling power was strongly influenced
by the gap size. These clearance seals are compared to the piston clearance seals
of the Ariel compressor, presented in Table 5.2.

Measuredgap  Assumed Required gap

Cooler Location . . .
(um) eccentricity increase
Ariel Piston 1 10.8 0 41.8%
Piston 2 114 0 41.7%
SmallScale  Compressor 11.8 1 50%t
Appendix 11.5-43.1 1 Unknown
CryoBlue Appendix 12-65 1 Unknown
Breadboard  1st appendix 15-230 1 40%t
2nd appendix 93.0 1 40%"

" To fit the theoretical clearance seal model to the measured flow data.
T To fit the RAL Third-Order Model to the measured cooling power.
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simulated by the model where the gaps had not been calculated using flow
measurements, rubbing had been detected during their characterisation tests
and an eccentricity of 1 was assumed. The eccentricity has a large impact on
the flow resistance. If an eccentricity of 1 is assumed for the Ariel pistons, the
required gap increases drop to around 5%. It is probably fair to assume that
the eccentricity of the Ariel pistons is significantly less than 1 because no
rubbing was observed at any point during the characterisation tests.

It is unclear what is causing the increased flow compared to the theoretical
flow. For the Small Scale Cooler compressor piston seals and the Breadboard
Cooler appendix gap seals, it could be caused by inaccurate thermal expansion
coefficients for the plastic pistons and displacer. If these coefficients were
incorrect, the gap sizes calculated for use in the model would be wrong.
However, any inaccuracies in thermal expansion coefficients would not impact
the Ariel results because the geometry measurements and flow tests for these
pistons were performed at the same temperature.

Another possible cause is that the pistons, displacer tubes and the bores are
not perfectly cylindrical: their cross sections will not be perfectly circular,
their diameters will vary along their length, their axes will not be perfectly
straight and their surfaces will not be perfectly smooth. This deviation from a
perfect cylinder is often significant when compared to the radial gap size. The
mean diameters of the cylinders were used by the RAL Third-Order Model
and the theoretical flow model, but this may be an unfair approximation. The
deviation from a true cylinder will result in variations in the clearance seal gap
size and this may have a significant impact on the flow rate.

Dynamic effects may also have an impact on the flow rate. The axis of motion
of a piston or displacer may not be aligned with the bore which would cause a
variation in the eccentricity over the stroke. However, this would not explain
the increased flow in the Small Scale Cooler and the Breadboard Cooler
because the model already assumed full eccentricity for these cases. It would
also not explain the increased flow seen in the Ariel measurements because
the pistons were stationary. A dynamic effect that could explain the increased
flow is off-axis vibration of the piston or displacer in the bore caused by the
flow of gas past it. This could potentially affect the rate of gas flow, although it
is not clear whether this type of vibration occurs and, if it does, whether it
would cause the flow to increase or decrease.
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If the leakage of a clearance seal has been measured by using a flow test, this
measured leakage can be used to calibrate the clearance seal gap used by the
model. This technique was used for compressor piston and displacer shaft
seals of the CryoBlue Cooler and resulted in accurate cooling power
predictions (6% error for the 72 K case). This suggests that, although the
simulation of the flow through clearance seals requires improvement, the rest
of the model performs well.

5.5.2 Comparison with Sage

The RAL Third-Order Model predicts the cooling power for the Small Scale
Cooler with a similar accuracy to Sage. Sage also overpredicts the cooling
power by a similar amount when the nominal clearance seals are used. The
sum of the losses is broadly the same for the two models, although the
magnitudes of some of the individual losses are different. The results of the
RAL Third-Order Model indicate that there is significant coupling between
some of the loss mechanisms, particularly the regenerator enthalpy transport
and the appendix gap enthalpy transport. This occurs because both flow paths
can transfer heat with the displacer tube. Sage cannot accurately simulate
heat transfer with the displacer tube because it models the displacer tube and
cold finger tube as a single object [5, p. 124].

5.5.3 Uncertainty and Sensitivity Analyses

The uncertainty and sensitivity analyses performed for the Small Scale Cooler
and the Breadboard Cooler highlight how the accuracy of the input
parameters and the empirical correlations affect the results. For both coolers,
it was found that accurately knowing the amplitudes of the compressor
pistons is very important when simulating the coolers. Installing position
sensors on future RAL coolers would be very useful for further validating the
model. The sensitivity analyses also showed the importance of the heat
transfer and friction factor correlations for the regenerator. It is important
that these are known accurately so that the pressure drop and regenerator
effectiveness can be simulated correctly.

The uncertainty and sensitivity analyses for the Small Scale Cooler and
Breadboard Cooler did not give similar results for all the parameters and
correlations. The results show that the uncertainty in the compressor piston
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clearance seal gap sizes has a much larger impact on the cooling power in the
Small Scale Cooler than the Breadboard Cooler. This may be because the Small
Scale Cooler has a much smaller working volume, so any leakage has a larger
effect on the pressure swing. The uncertainty in the appendix gap sizes has a
larger impact on the cooling power for the Breadboard Cooler than for the
Small Scale Cooler. This is because the appendix gap enthalpy transport was
the dominant loss mechanism for the second stage of the Breadboard Cooler.
The uncertainty in these input parameters could be reduced by performing
flow measurements on the seals rather than just measuring their geometry.

The results of the uncertainty analyses showed that it may be possible to
significantly increase cooling powers by minimising the leakage through
clearance seals. In the current generation of RAL coolers, the compressor
pistons are made of plastic and the bores are made of metal. This means that
there must be a significant gap between the piston and bore so that it does not
seize when the compressor gets hot and the piston expands. The appendix gap
size is mainly affected by the amount that the plastic displacer tube shrinks
when it cools down. This is not a significant issue for the first stage of a Stirling
cooler because there will still be a good gas seal at the warm end. However, it
becomes an issue for second stages because the displacer tube is cool along its
entire length. The gap sizes of the compressor pistons seals and appendix gaps
could potentially be reduced by using piston and displacer tube materials that
have similar coefficients of thermal expansion to the bore and cold finger tube;
however, this would make it difficult to align the piston or displacer by using
heat (as described in Section 4.2.2).
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Chapter 6

Model Applications

The key advantage of the RAL Third-Order Model over other third-order
models, such as Sage, is that it simulates the geometry of the cold fingerina
way that is more representative of the cold finger of a real cooler. The RAL
Third-Order Model simulates the interactions between all the solid and gas
regions of the cold finger and also simulates the motion of the displacer. In this
chapter, the impact of three aspects of cold finger geometry are investigated:
tapering of the appendix gap, overlap between the regenerator and the cold
tip and overlap between the regenerator and the cold head body. All these
aspects are difficult to simulate accurately with Sage but have all been found
to have an impact on the predicted cooling power.

6.1 Appendix Gap Geometry

The RAL Third-Order Model can simulate coolers with a tapered appendix
gap, where the size of the appendix gap varies along the length of the cold
finger (as shown in Figure 6.1). This is often the case for coolers built at RAL;
the displacer tube is typically made from plastic which shrinks more than the
metal cold finger tube when cooled, increasing the gap at the cold end. Sage is
only able to simulate appendix gaps of a constant size; it is possible to link
multiple appendix gaps of different sizes together, but a smooth taper cannot
be achieved.

Another key advantage of the RAL Third-Order Model is that it can simulate
the interaction of the loss mechanisms within the appendix gap. This is
because the model simulates the shuttle losses as part of the thermodynamic
simulation (see Section 3.7). Sage calculates the shuttle losses separately from
the thermodynamic cycle, so they do not interact with the other loss
mechanisms.
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Figure 6.1: Diagrams depicting an appendix gap of a constant size and a tapered
appendix gap. The size of the appendix gap is exaggerated.

6.1.1 Modelled Cases

The RAL Third-Order Model was used to investigate the relationship between
cooling power and appendix gap size for constant and tapered appendix gaps.
The nominal case that was selected was the 78 K case of the 2018 Small Scale
Cooler. The calibration discussed in Section 5.1.6 was applied, increasing the
size of the compressor clearance seals and the size of the appendix gap at both
ends by 50%. In this nominal configuration, the appendix gap is tapered with a
radial clearance of 17.3 um at the warm end and 64.7 um at the cold end. The
displacer was assumed to be fully eccentric in the cold finger tube. For the
tapered appendix gap cases, the gradient of the taper was fixed and the gap at
both ends was changed by the same amount. These cases were then repeated
with a constant appendix gap that was set to be the mean gap of the tapered
cases.

6.1.2 Results

The results are plotted in Figure 6.2. At the nominal mean appendix gap size,
the model predicts that a tapered appendix gap gives 88 mW more cooling
power than a constant appendix gap. The peak cooling power of the tapered
gap occurs at a greater mean gap width than for the constant appendix gap.
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Figure 6.2: Plots of the cooling power predicted by the RAL Third-Order Model
for tapered and constant appendix gaps of different mean sizes. The nominal
case is the 78 K case of the 2018 Small Scale Cooler with the clearance seal
calibration applied. The vertical dotted line in the tapered appendix gap plot
represents the nominal geometry. The plots also show how the gross cooling
power and three of the loss mechanisms are affected by changing the mean gap
size. The other loss mechanisms are not plotted as they do not vary significantly
when the appendix gap is adjusted.
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These differences in cooling power can be explained by looking at the
individual loss mechanisms. The plots show that the tapered appendix gap
keeps the appendix gap enthalpy transport losses lower than when the
appendix gap is constant. This is because the tapered gap reduces the flow
along the appendix gap by creating a restriction at the warm end. This reduced
flow causes the peak cooling power to occur at a larger gap size. As the
appendix gap gets wider, the appendix gap enthalpy transport becomes the
dominant loss mechanism for both appendix gap geometries.

Plotting the individual loss mechanisms provides further evidence of the
interactions between them that were seen in Chapter 5. As the gap size is
increased, the enthalpy transport in the appendix gap increases and the
enthalpy transport in the regenerator decreases. This decrease can partly be
explained by the increased volumetric flow in the appendix gap, as shown in
Figure 6.3. However, this cannot be the only reason for the change in
regenerator enthalpy transport. For the 56 um tapered gap case, the

Volumetric flow (ml s'l)

0 2 4 6 8 10
Time (ms)
Line Colour Line Style
Regenerator 26 pm mean appendix gap

Appendix gap = = —41 pm mean appendix gap
-------- 56 pm mean appendix gap

Figure 6.3: A plot showing the volumetric flow predicted by the RAL Third-Order
Model for three different sizes of tapered appendix gap. The 41 um case is the

78 K case of the 2018 Small Scale Cooler with the clearance seal calibration
applied. The plotted volumetric flows are at the midpoint of the regenerator and
the midpoint of the appendix gap (the 30th cell of 60).
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regenerator enthalpy transport loss is negative even though there is still
significant flow through the regenerator. This can occur because the model
simulates the conduction of heat through the displacer tube, between the gas
in the regenerator and the appendix gap.

Increasing the gap size also results in an increase in the shuttle losses. This is
surprising as the analytical equation derived by Zimmerman [42] predicts that
the shuttle losses would decrease with increasing gap size because the
conduction path across the gap is longer. The increase in the shuttle losses
appears to be caused by the increased flow of the gas in the appendix gap.

6.2 Cold Tip and Regenerator Overlap

The RAL Third-Order Model simulates the motion of the displacer by using a
moving mesh. The moving mesh allows the model to simulate the flow of heat
from the gas in the regenerator, across the displacer tube and appendix gap to
the static parts of the cold finger. Depending on the position of each displacer
cell, the heat may be transferred to the body of the cold head, to a cold finger
tube or to a cold tip (see Section 3.7).

Simulating the displacer motion in this way allows the model to predict how
changing the geometry of the static parts of the cold finger will affect the
cooling power. For example, if the cold tip is made longer, it can be made to
overlap the mean position of the cold end of the regenerator, as shown in
Figure 6.4. Increasing the overlap provides more surface area for the heat

Cold tip

Expansion chamber\'\

Displacer tube\:\

]:Overlap

Cold finger tube

Figure 6.4: A diagram showing the cold tip and regenerator overlap. The dashed
vertical line represents the axis of symmetry. The mean overlap is when the
displacer is at the midpoint of its motion.
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transfer to occur, which should reduce the temperature difference between
the gas and the cold tip, improving the cooling power. However, changing the
overlap can also affect the alignment of the thermal gradients along the
displacer and the static parts of the cold finger. The shuttle losses are
increased if the gradients are not aligned. The effect of changing this overlap
cannot be assessed by using a model such as Sage because it does not simulate
the relative motion of the displacer and the static parts of the cold finger.

6.2.1 Modelled Cases

The RAL Third-Order Model was used to assess the impact of adjusting the
cold tip mean overlap for the Small Scale Cooler. The nominal case was the
78 K case of the 2018 Small Scale Cooler with the calibration discussed in
Section 5.1.6 applied. The length of the cold tip was varied to change the
overlap, and the length of the cold finger tube was also varied to maintain a
constant total cold finger length. The length of the displacer and the length of
the expansion chamber were not changed.

6.2.2 Results

The results are plotted in Figure 6.5. They indicate that an improvement in
cooling power of around 40 mW can be made by adjusting the mean overlap
between the cold tip and the regenerator. For the Small Scale Cooler, the
cooling power is maximised when the overlap is approximately zero. This is
because the temperature profile of the regenerator and the cold finger tube
would both be approximately linear if they did not interact with each other.
Setting the overlap to zero aligns these temperature profiles and minimises
the shuttle losses.

Figure 6.6 shows the temperature profile of the regenerator for two different
overlaps and helps to explain the change in the shuttle losses. It can be seen
that the regenerator temperature profile is very non-linear when there is an

8 mm overlap. This is because the heat in the gas at the cold end of the
regenerator is being conducted through the displacer wall and across the
appendix gap to the cold tip. This appears as a shuttle loss in the model, even
though it is not caused by the displacer motion, because the displacer cells are
on different rows to the cold tip (see Section 3.15.1).

210



6.2. COLD TIP AND REGENERATOR OVERLAP

T T T . T T T
12 ~—-TTTTTTo-- ———m e __ -
1 - - -
Net cooling power
= = =Gross cooling power
----------- Nominal geometry
08} Shuttle loss 4
2
g
2306 7
o
04r .
0.2 4
O 1 1 1 E 1 1 1

-2 0 2 4 6 8
Mean overlap between cold tip and regenerator (mm)

Figure 6.5: A plot of the cooling power predicted by the RAL Third-Order Model
as a function of the mean overlap between the cold tip and the cold end of the
regenerator. The nominal case is the 78 K case of the 2018 Small Scale Cooler
with the clearance seal calibration applied. The vertical dotted line represents
the nominal geometry. The plot also displays the gross cooling power and the
shuttle loss. The other loss mechanisms are not plotted as they do not vary
significantly when the overlap is adjusted.

Figure 6.5 shows that the gross cooling power decreases as the mean overlap
increases. This can also be seen in the expansion chamber pressure-volume
loops, plotted in Figure 6.7. It was found that this reduction in gross cooling
power is caused by a reduction in the pressure swing. The larger mean overlap
causes a larger fraction of the gas in the regenerator to be cold. When the gas
is compressed and moves towards the cold end, it cools and becomes denser,
reducing the system pressure. If there is more cold gas, the pressure swing is
reduced. The pressure swing is also reduced in the compression chambers, so
the input power is reduced by a similar proportion.
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Figure 6.6: A plot showing the cycle-averaged regenerator temperature profile
predicted by the RAL Third-Order Model for two different values of mean cold
tip overlap. These are two of the cases that are shown in Figure 6.5.

20 T T T T T T T T

0 mm mean overlap
= = =8 mm mean overlap

Expansion chamber pressure (bar)

15 1

60 70 80 90 100 110 120 130 140 150
Expansion chamber volume (ul)

Figure 6.7: A plot of the expansion chamber pressure-volume loops predicted by
the RAL Third-Order Model for two different values of mean cold tip overlap.
These are two of the cases that are shown in Figure 6.5.
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Zero overlap may not be optimal for all coolers. The temperature profile of the
regenerator in low-temperature coolers may not be linear, even if the
interaction with the static parts of the cold finger is not accounted for. This is
because the material properties of the regenerator are temperature
dependent which makes the regenerator less effective at the cold end. If this is
the case, some cold tip overlap may improve the alignment between the
temperature profiles along the displacer and the static parts of the cold finger,
reducing the losses.

6.3 Cold Head Body and Regenerator Overlap

A similar analysis has been performed at the warm end of the Small Scale
Cooler by adjusting the mean overlap between the cold head body and the
warm end of the regenerator. This overlap is shown in Figure 6.8. The metal
foam that is used to disperse the gas is not counted as part of the regenerator
because it has much less surface area than the wire mesh.

6.3.1 Modelled Cases

The impact of the cold head body overlap on the cooling power was assessed
in a similar way to the cold tip overlap. The same nominal case was used, and
the length of the cold head body was varied to change the overlap. The cold
finger tube length was adjusted to keep the overall length of the cold finger
constant.

. |
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Cold finger tube
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Metal foam |
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Displacer inlet

Secondary
compression

chamber Cold head body

1
Displacer shaft/l:'
Figure 6.8: A diagram showing the cold head body and regenerator overlap. The

dashed vertical line represents the axis of symmetry. The mean overlap is when
the displacer is at the midpoint of its motion.
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6.3.2 Results

It was found that net cooling power was not as sensitive to the cold head body
overlap as it was to the cold tip overlap. This can be seen in Figure 6.9. As the
overlap is increased, the shuttle losses increase but so does the gross cooling
power. These partly cancel each other out, so the net cooling power is only a
weak function of the overlap.

The impact of the overlap on the regenerator temperature profile and the
pressure-volume loop in the expansion chamber are shown in Figures 6.10
and 6.11.
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Figure 6.9: A plot of the cooling power predicted by the RAL Third-Order Model
as a function of the mean overlap between the cold head body and the warm end
of the regenerator. The nominal case is the 78 K case of the 2018 Small Scale
Cooler with the clearance seal calibration applied. The vertical dotted line
represents the nominal geometry. The plot also displays the gross cooling power
and the shuttle loss. The other loss mechanisms are not plotted as they do not
vary significantly when the overlap is adjusted.
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Figure 6.10: A plot showing the cycle-averaged regenerator temperature profile
predicted by the RAL Third-Order Model for two different values of mean cold
head body overlap. These are two of the cases that are shown in Figure 6.9.
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Figure 6.11: A plot of the expansion chamber pressure-volume loops predicted
by the RAL Third-Order Model for two different values of mean cold head body
overlap. These are two of the cases that are shown in Figure 6.9.
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It does not appear that there would be much benefit in changing the cold head
body overlap because the nominal geometry of the cooler is already near the
optimum predicted by the RAL Third-Order Model.

6.4 Summary of Geometry Modifications

The model predictions indicate that all three geometry modifications have an
impact on the cooling power and the loss mechanisms: using a constant
appendix gap can greatly increase the appendix gap enthalpy transport;
adjusting the cold tip and regenerator overlap affects the gross cooling power
and the shuttle losses; and adjusting the cold head body and regenerator
overlap also influences the shuttle losses. The RAL Third-Order Model could
be used to optimise these aspects of the cold finger geometry. For the Small
Scale Cooler, it appears that optimisation of the cold tip and regenerator
overlap would be particularly beneficial and could lead to an increase in the
cooling power of around 8%.
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Chapter 7

Conclusion

A new Stirling cryocooler model, the RAL Third-Order Model, has been
developed. It builds on previous models in the literature by simulating the
motion of the displacer and modelling the interactions within the entire cold
finger. The results of the model have been validated against cryocoolers
tested at RAL.

The model meets the requirements set out in Chapter 1. It can accurately
simulate the performance of a range of single and two-stage coolers, once a
calibration has been applied to improve the simulation of the clearance seals,
and it is able to converge quickly, thanks to a robust artificial convergence
method. This combination of accuracy and speed will make it useful for
designing future coolers at RAL.

7.1 Summary of Work Done

The model was developed following a review of other Stirling cooler models
described in the literature. A two-stage breadboard cooler was developed to
aid the model validation. The performance results from this cooler, along with
results from other coolers previously developed at RAL, were used to assess
different aspects of the model. The model was then used to investigate the
impact of modifying the cold finger geometry of a single-stage cooler.

7.1.1 Model Development

The model can simulate single-stage and two-stage Stirling coolers. It can
simulate regenerators that contain different grades of mesh along their length
and can simulate different cold end heat exchanger configurations. The cold
finger geometry is fully adjustable, allowing the simulation of complex
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appendix gap geometries and overlaps between the displacer and the cold
head body or cold tip.

The geometry of the simulated Stirling cooler is split into solid and gas cells,
and the finite difference method is used to calculate the rate of change of
mass, energy, momentum and turbulence for the gas cells and the rate of
change of temperature for the solid cells. The model can use real or ideal
equations of state to evaluate the pressures and temperatures of the gas cells.

The model uses state-of-the-art empirical correlations for gas friction factors
and heat transfer. It can simulate frictional forces that are out of phase with
the bulk gas velocity and heat transfer that is out of phase with the bulk
temperature variation. The model can accurately model the turbulence state
in pipes and variable volume regions by calculating the rates of turbulence
generation and decay. A new method for modelling surface temperature
fluctuations for solids of a finite thickness has been derived, and it has been
implemented by adding additional cells that represent the wall surfaces.
Tracking the surface temperature fluctuations improves the model’s accuracy
when simulating heat transfer, particularly when the solid has a low thermal
conductivity or the cooler operates at a high frequency.

Different interpolation methods have been investigated, and the QUICK
method was found to be the most effective of the methods investigated. This
method requires the fewest cells to produce an accurate result while
preventing unphysical temperature oscillations.

The model runs until it reaches a periodic steady state. It uses a novel method
of converging the temperatures of the cold finger cells which combines two
convergence techniques, one that works well for effective regenerators and
one that is better suited to ineffective regenerators. The combination of these
methods ensures that the model converges consistently for every cooler
geometry and operating condition that has been tested.

The model is written in the MATLAB programming language. It takes a
Microsoft Excel spreadsheet file as an input and outputs another spreadsheet
file that reports key information such as the cooling power and the size of each
loss mechanism. The model is also able to report the waveforms of the
variables over the final cycle. The model typically converges in less than 300
cycles, which takes approximately four hours on a desktop computer. Multiple
cases can be run in parallel by using MATLAB’s Parallel Computing Toolbox.
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7.1. SUMMARY OF WORK DONE

7.1.2 Breadboard Cooler Development

A breadboard two-stage Stirling cooler was developed and tested, and the
results were used to help validate the model. This Breadboard Cooler is larger
than the two-stage coolers that have previously been built at RAL. The cooling
power of the Breadboard Cooler is restricted because it uses pre-existing
compressor and displacer motors that have different resonant frequencies;
this means that they are unable to operate at their full strokes. Despite this,
the Breadboard Cooler produced data that was very useful for validating the
model, such as cooling powers and pressure measurements at both stages.
The Breadboard Cooler was designed so that it is simple to modify its
geometry. This will allow it to be adjusted to prototype different cooler
designs in the future.

7.1.3 Model Validation

The model was validated against performance measurements of three Stirling
cryocoolers that have been tested at RAL: the Small Scale Cooler, a compact
single-stage cooler; the CryoBlue Cooler, a larger single-stage cooler; and the
Breadboard Cooler that was developed as part of this project.

The model results closely match the measured performance results of the
CryoBlue Cooler. However, the agreement was not as good for the Small Scale
Cooler and the Breadboard Cooler. It is believed that this is due to
inaccuracies in the clearance seal flow friction correlation. The critical
clearance seals of the CryoBlue cooler had their leakage measured directly
and this measured leakage was used in the model. The leakages of the critical
clearance seals of the other coolers were not measured and only the
geometries of the seals were measured. Using these geometries in the model
appears to underpredict the leakage.

Measurements carried out by other researchers at RAL have indicated that
the measured flow rate through clearance seals is often larger than predicted
from their geometry alone. It was found that the model could be calibrated to
agree with the results of all three coolers if the gap sizes of the clearance seals
were increased. This calibration was only applied if the size of the gap had
been calculated from measuring the geometry of the seal. A gap increase of
40% gave the closest predictions for the Small Scale Cooler and an increase of
50% was required for the Breadboard Cooler.
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The displacer force waveform predicted by the model for the CryoBlue Cooler
was compared with a force waveform that had been derived from
measurements. There was good agreement between these waveforms; their
amplitude, shape and phase were very similar. Accurately knowing the
displacer force waveform will allow future coolers to be designed so that the
displacer runs on resonance, minimising the required input power.

The predictions of the RAL Third-Order Model for the Small Scale Cooler
were compared to the predictions of the commercially available Sage
software. It was found that the two models gave similar predictions for the net
cooling power. However, the models disagreed on the contributions of the
individual loss mechanisms. This is because the RAL model can simulate
interactions between the loss mechanisms that are not simulated by Sage.

7.1.4 Model Application

The RAL Third-Order Model was used to investigate modifications to the cold
finger geometry of the Small Scale Cooler that would be difficult to assess
with other third-order models, such as Sage. The model was used to look at
how tapering the appendix gap affected the cooling power. The model
predicted different optimum mean appendix gap sizes for the Small Scale
Cooler depending on whether the gap was tapered or constant. The model
was also used to simulate how the overlap between the regenerator and the
cold tip or cold head body affected the cooling power. It was found that the
cold tip overlap had a significant effect on the predicted cooling power for the
Small Scale Cooler.

7.2 Key Findings

Several key findings from the model development and validation have been
identified. These findings may be useful when developing other Stirling
cryocooler models or designing Stirling coolers.

e The RAL Third-Order Model formulates the system as an initial value
problem and lets the solution variables converge to a periodic steady
state over several cycles. An alternative would have been to formulate
the model so that the system of equations includes periodic boundary
conditions, which is the approach used by Sage [5]. It was believed that
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formulating the model as an initial value problem would make it easier to
develop as it would allow the differential equations to be solved using a
solver built into MATLAB. However, it was found that the main
disadvantage with this approach is that it needs a complex artificial
convergence method to reliably converge to a periodic steady state; this
results in the model taking a significant length of time to converge. If
periodic boundary conditions were included as part of the system of
equations, any solution to the system of equations would be converged
by definition. It is likely that this type of model would have been able to
run quicker.

The RAL Third-Order Model simulates the cold finger of the cooler as a
single system and can simulate the heat transfer between the different
flow paths. This allows the interactions between the loss mechanisms to
be simulated, and these interactions were found to be very significant.
However, the RAL Third-Order Model predicted very similar total losses
to Sage for the Small Scale Cooler. It appears that the total sum of the
loss mechanisms is not strongly influenced by the interactions between
the mechanisms, so a model such as Sage would still be accurate enough
to perform the initial optimisation of a cooler. However, the fine-tuning
of the cold finger geometry discussed in Chapter 6 is only possible with
the RAL Third-Order Model.

It was found that the flow rate through clearance seals is often larger
than predicted from their measured geometry alone. A gap size increase
of 40-50% is required for the predicted flow to agree with flow test data.
Using this calibration results in the RAL Third-Order Model giving
accurate performance predictions. The leakage of some of the clearance
seals of the coolers used for the model validation had been measured
directly using a flow test. When this leakage was used as a model input,
the model gave good cooling power predictions. This indicates that the
rest of the model is working well and that the issue is limited to how the
flow through the clearance seals is simulated.

The sensitivity analysis of the Small Scale Cooler showed that the size of
compressor piston clearance seal gap has a very significant effect on the
cooling power. The piston clearance seal gaps of small coolers should be
minimised to increase the pressure swing and the gross cooling power.
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e The modelling results of the Breadboard Cooler highlighted the
challenges that are present when designing long-life two-stage Stirling
coolers. When the cooler is running, the entire second stage of the
displacer tube is cold, and this causes it to shrink away from the cold
finger tube. This increases the appendix gap along the entire length of
the second stage, permitting a large amount of gas to leak past the
displacer, which severely compromises the performance of the second
stage. This issue could be addressed in future coolers by using a material
for the displacer tube that has a similar coefficient of thermal expansion
to the cold finger tube.

e Theinvestigation of the impact of the overlap between the regenerator
and the cold tip and cold head body suggests that the optimum cooling
power occurs when there is approximately zero overlap at either end.
This helps to keep the temperature profiles of the regenerator and cold
finger tube linear, minimising the losses.

7.3 Suggestions for Future Work

The measurements presented in Section 5.4 indicate that the measured flow
rate through clearance seals is often larger than predicted. This provides
justification for increasing the clearance seals in the model, which improves
the model’s cooling power predictions. However, the measurements were
only carried out for two clearance seals, there was no way of accurately
determining the eccentricity and it is not clear what the physical mechanism is
behind the increased flow. A study into the leakage past clearance seals would
help to provide more information on what calibration factor should be used in
the model. A range of different clearance seal geometries would need to be
tested with a method for varying the eccentricity of the seals. In addition to
physical measurements, it may be useful to model a clearance seal using 3D
computational fluid dynamics software. This would allow the simulation of
pistons and bores that are not perfect cylinders and would allow the impact of
these imperfections to be assessed.
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Appendix A

Model Details

This appendix presents further details of the RAL Third-Order Model. It shows
how different cooler configurations are simulated by the model, explains how
the cooler geometry is defined and lists the inputs and outputs of the model.

A.1 Alternative Cooler Configurations

The RAL Third-Order Model can simulate a variety of different cooler
configurations. The configuration presented in Chapter 3 was a two-stage
cooler with annular heat exchangers (see Figure 3.3); however, other
configurations are possible. For example, Figure A.1 shows the cell
connections of a single-stage cooler and Figure A.3 shows the cell connections
of a two-stage cooler without annular heat exchangers. Figures A.2 and A.4
show the regions in the cold head that the cells correspond to.

Dedicated warm end heat exchangers are not included in the model as they
are not present in any of the RAL coolers used for the model validation; all of
the heat rejection in these coolers is carried out in the compression chambers
and transfer lines. It would be possible to add optional warm end heat
exchangers to the model if they are required.
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APPENDIX A. MODEL DETAILS
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Figure A.1: A diagram showing the connections between cells when simulating a
single-stage cooler with an annular heat exchanger. It is possible to adjust the
spatial resolution of each section by adjusting the number of cells.
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A.1. ALTERNATIVE COOLER CONFIGURATIONS
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Figure A.2: A diagram showing the physical locations of the cells of a single-stage
cold finger with an annular heat exchanger. This section view only shows half of
the cold finger; the dashed vertical line represents the axis of symmetry. The cells
of this diagram correspond to the cells of Figure A.1. The dashed lines dividing
the regions show the boundaries of the cells. These lines also indicate which cells
are on the same rows of Figure A.1.
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Figure A.3: A diagram showing the connections between cells when simulating a
two-stage cooler without annular heat exchangers. It is possible to adjust the
spatial resolution of each section by adjusting the number of cells.
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Figure A.4: A diagram showing the physical locations of the cells of a two-stage
cold finger without annular heat exchangers. This section view only shows half of
the cold finger; the dashed vertical line represents the axis of symmetry. The cells
of this diagram correspond to the cells of Figure A.3. The dashed lines dividing
the regions show the boundaries of the cells. These lines also indicate which cells
are on the same rows of Figure A.3.
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APPENDIX A. MODEL DETAILS

A.2 Cold Finger Geometry Definition

The geometry of the cold finger is modelled in full. The model input
dimensions have been chosen so that the most important dimensions are the
inputs, and the other dimensions are calculated from these. For example, the
cold finger tube lengths and the displacer tube wall thicknesses are not
defined directly but are derived from the other dimensions. The model input
dimensions are shown in Figure A.5.

The model provides flexibility for defining the size of the appendix gap. The
simplest option is to define a constant gap along the length. However, in some
cases, the cold end of the displacer tube will shrink away from the cold finger
tube when it gets cold, increasing the appendix gap at the cold end. This can be
modelled by providing two gap sizes as inputs. The model will then taper the
appendix gap between these two sizes and use linear interpolation to
calculate the sizes of the cells in the appendix gap. There is also the option to
provide the appendix gap size for the start and end of each section of the
displacer. The length of the first section is defined by the length of the inlet
holes and the lengths of the other sections are defined by the regenerator
section lengths. Specifying the size of the appendix gap for each section
individually allows for the rate of the taper to be controlled or for a stepped
appendix gap to be simulated.

The size of the appendix gap can only be varied for single-stage coolers and for
the first stage of a two-stage cooler. The second stage of two-stage coolers
must have a constant gap. This is because the gas cells in the second stage
appendix gap do not move with the displacer but move at different rates
depending on their location (see Section 3.5.1). The relative motion of the
displacer and gas cells would cause the cross-sectional area of the cells to vary
over the cycle and increase the complexity of the simulation. The constant gap
requirement is not typically an issue; both ends of the second stage are usually
at cryogenic temperatures so will have undergone a similar amount of thermal
contraction.
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A.2. COLD FINGER GEOMETRY DEFINITION
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Figure A.5: A schematic showing the model input dimensions of a two-stage cold
finger with annular heat exchangers. The cold finger tube lengths and displacer

tube wall thicknesses are calculated from these inputs. The dashed vertical line
represents the axis of symmetry.
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A.3 Model Input and Output Files

The input to the model is a Microsoft Excel . x1sx file, with each column of the

input file representing an input case. An example of the required inputs is
shown in Table A.1. The output fileis also an . x1sx file. It contains the same

data as the input file but appends the outputs of the model (discussed in

Section 3.15). An example of the output values reported by the model is

shown in Table A.2.

Table A.1: A table showing an example of the input parameters required by the
model. These input parameters are for the Breadboard Cooler with a fill pressure
of 10 bar, with no cryogenic pressure transducers, and with 1W and 0.5 W
applied to the first and second stages respectively. The calibration discussed in
Section 5.3.4 is applied to the appendix gaps. The precision of the input
parameters presented here has been reduced and only the first three displacer

position harmonics are shown.

Property

Example Input

Primary compression chamber
Chamber material

Stainless Steel 304

Number of pistons 2
Common bore True
Piston diameter (m) 4.83E-2
Max amplitude (m) 7.00E-3
Dead volume at max amplitude (total) (m®) 3.32E-5
Compressor backshell

Seal radial clearance (m) 1.94E-5
Seal length (m) 1.88E-2
Seal roughness (m) 1.60E-6
Seal eccentricity 0
Backshell material Stainless Steel 304
Backshell volume per compressor (m?®) 1.97E-3

Transfer line
Tube materials

Number of tubes
Lengths (m)

Inner diameters (m)
Roughnesses (m)

Stainless Steel 304, Stainless Steel 304,
Copper C103, Copper C103

1,1,1,1

1.96E-1, 7.00E-2, 3.30E-1, 6.70E-2
15.7E-3,4.6E-3,4.8E-3, 4.0E-3
8E-7,8E-7,8E-7,8E-7

Secondary compression chamber
Chamber material

Displacer shaft diameter (m)

Stroke clearance from idle position (m)
Dead volume when touching end (m?)

Aluminium 6061-Té
8.69E-3
4.70E-3
5.41E-6
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Table A.1 continued: A table showing an example of the input parameters

required by the model.

Length from end stop to start of cold finger tube 5.00E-4

(m)

Displacer backshell

Seal radial clearance (m) 1.42E-5

Seal length (m) 1.70E-2

Seal roughness (m) 1.60E-6

Seal eccentricity 0

Backshell material Titanium Ti-6Al-4V
Backshell volume (m?) 6.22E-4

Displacer inlet

Inlet material Aluminium 6061-Té
Number of inlet holes 6

Hole length (m) 1.00E-2

Hole diameter (m) 8.00E-3

Hole roughness (m) 1.60E-6

Displacer tube

Tube material Nylon 6

1st stage inner diameter (m) 3.40E-2

1st stage regenerator

Regenerator types Foam, Mesh
Regenerator materials Inconel X-750, Stainless Steel 304
Wire diameter (m) (or foam pores per inch) 80, 0.04E-3
Porosity 0.956,0.680

Section lengths (m)

1.90E-3, 139.6E-3

1st stage appendix gap

Radial clearances (start and end) (m)
Roughness (m)

Eccentricity

21E-6,322E-6
1.60E-6
1

1st stage cold finger tube
Material

Stainless Steel 304

Inner diameter (m) 3.93E-2
Wall thickness (m) 5.40E-4
1st stage MLI

MLI along cold finger False
MLlI layers 10

MLI thickness (m) 5.0E-3
Mylar thickness (m) 6.0E-6
Aluminium coating thickness (m) 4.00E-8
2nd stage present True
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Table A.1 continued: A table showing an example of the input parameters

required by the model.

1st stage outlet

Number of outlet holes’ 12
Outlet hole diameter (m)’ 3.00E-3
Outlet hole length (m)’ 1.00E-2
Outlet hole roughness (m)’ 1.60E-6
Intermediate stage displacer inner diameter (m)’ 1.40E-2
Intermediate stage regenerator

Regenerator types’ Mesh

Regenerator materials’
Wire diameter (m) (or foam pores per inch)’

Stainless Steel 304
3.00E-5

Porosity’ 0.743
Section lengths (m)’ 1.00E-2
1st stage heat exchanger

1st stage heat exchanger present’ False
Radial clearance (m)* N/A
Roughness (m)* N/A

1st stage expansion chamber

Cold tip material Copper C103
Stroke clearance from idle position (m)’ 5.75E-3
Dead volume when touching end (m®)’ 2.28E-7
Distance from end of 1st stage cold finger tube to 1.40E-2
interior face of 1st stage expansion chamber (m)’

Distance from interior face of 1st stage expansion 1.40E-2
chamber to start of 2nd stage cold finger tube (m)"

Cold tip external diameter (m)’ 9.50E-2
2nd stage displacer inner diameter (m)’ 1.40E-2
2nd stage regenerator

Regenerator types’ Mesh

Regenerator materials’
Wire diameter (m) (or foam pores per inch)’

Stainless Steel 304
3.00E-5

Porosity’ 0.743
Section lengths (m)’ 1.10E-1
2nd stage appendix gap

Radial clearance (m)’ 1.30E-4
Roughness (m)’ 1.60E-6
Eccentricity’ 1

2nd stage cold finger tube
Material’
Inner diameter (m)’

Stainless Steel 304
1.60E-2
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Table A.1 continued: A table showing an example of the input parameters

required by the model.

Wall thickness (m)’ 5.00E-4
2nd stage MLI

MLI along cold finger’ False
Radiation shield present’ True
MLI Layers’ 10

MLI Thickness (m)’ 5.00E-3
Mylar thickness (m)’ 6.00E-6
Aluminium coating thickness (m)’ 4.00E-8
Cold end outlet

Number of outlet holes 5

Hole diameter (m) 2.50E-3
Cold end heat exchanger

Cold end heat exchanger present False
Length (m)* N/A
Radial clearance (m)* N/A
Roughness (m)* N/A
Cold end expansion chamber

Cold tip material Copper C103
Stroke clearance from idle position (m) 5.48E-3
Dead volume when touching end (m®) 5.38E-7
Distance from end of cold finger tube to interior 0

face of cold end expansion chamber (m)

Cold tip external diameter (m) 6.00E-2
Cold tip external length (m) 2.20E-2
Temperatures

Radiation background (K) 2.94E+2
Primary compression chamber (K) 3.11E+2

Transfer line (K)
Secondary compression chamber (K)

3.11E+2,3.11E+2,3.11E+2, 2.95E+2
2.95E+2

1st stage expansion chamber (K)’ 7.94E+1
Cold end expansion chamber (K) 6.95E+1
Gas properties

Gas Type Helium-4
Fill pressure (Pa) 1.02E+6
Fill temperature (K) 2.93E+2
Cycle properties

Frequency (Hz) 2.00E+1
Compressor harmonic amplitudes (m) 3.24E-3
Compressor harmonic phases (°) -174.9
Compressor offset (forwards) (m) 0
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Table A.1 continued: A table showing an example of the input parameters
required by the model.

Displacer harmonic amplitudes (m) 2.85E-3,9.22E-6,5.01E-5, ...
Displacer harmonic phases (°) -98.6,-44.7,-220.5, ...
Displacer offset (towards cold tip) (m) -1.80E-5

Number of cells in regions

Compressor seal 2

Transfer line 1,1,6,2

Displacer shaft seal 2

Shaft holes 2

1st stage regenerator 1,40

1st stage outlet holest N/A

Intermediate stage’ 2

2nd stage regenerator’ 40

Cold end heat exchanger* N/A

Heat transfer multipliers
Primary compression chamber
Transfer line

Secondary compression chamber
Displacerinlet

1st stage regenerator

1st stage appendix gap

1st stage outlet’

1st stage heat exchanger! N/A

N N NN

1st stage expansion chamber’ 1
Intermediate regenerator’ 1
2nd stage regenerator’ 1
2nd stage appendix gap’ 1

Cold end heat exchanger* N/A
Cold end expansion chamber
Compressor clearance seal
Compressor backshell
Displacer shaft clearance seal
Displacer backshell

N N

Friction factor multipliers
Transfer line

Displacer inlet

1st stage regenerator

1st stage appendix gap
1st stage outlet’

1st stage heat exchanger! N/A

N NN

Intermediate regenerator’
2nd stage regenerator’
2nd stage appendix gap’

IS
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Table A.1 continued: A table showing an example of the input parameters
required by the model.

Cold end heat exchanger* N/A
Compressor clearance seal 1
Displacer shaft clearance seal 1

Model options

Gas equations Real
Enable complex heat transfer True
Enable complex friction True
Enable delayed turbulence True
Number of outputs per cycle 100
Convergence criterion 1.00E-6
Convergence temperature cap (K) 5
Solver tolerance 1.00E-2

" These inputs are only required for two-stage coolers.
t These inputs are only required if a first stage heat exchanger is present.
* These inputs are only required if a cold end heat exchanger is present.
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Table A.2: A table showing an example of the output values produced by the
model. These output values were produced using the input parameters
presented in Table A.1. The precision of the output values presented here has

been reduced and only the first two harmonics are shown.

Property

Example Output

Forces

Compressor harmonic amplitudes per piston (N)
Compressor harmonic phases (°)

Compressor mean force per piston (N)
Displacer harmonic amplitudes (N)

Displacer harmonic phases (°)

Displacer mean force (N)

1.64E+2,4.08E+0, ...
47.1,267.3,...
3.01E+0
2.92E+1,7.61E-1,...
210.4,131.3,...
7.96E-1

Pressures

Primary compression chamber harmonic amplitudes (Pa)
Primary compression chamber harmonic phases (°)
Primary compression chamber mean pressure (Pa)
Secondary compression chamber harmonic amplitudes (Pa)
Secondary compression chamber harmonic phases (°)
Secondary compression chamber mean pressure (Pa)

1st stage expansion chamber harmonic amplitudes (Pa)
1st stage expansion chamber harmonic phases (°)

1st stage expansion chamber mean pressure (Pa)

Cold end expansion chamber harmonic amplitudes (Pa)
Cold end expansion chamber harmonic phases (°)

Cold end expansion chamber mean pressure (Pa)
Compressor backshell harmonic amplitudes (Pa)
Compressor backshell harmonic phases (°)

8.56E+4,2.23E+3, ...
229.3,87.0,...
1.04E+6

7.36E+4,1.31E+3, ...
218.6,81.2,...
1.04E+6

4.64E+4,9.79E+2, ...
222.7,51.6,...
1.04E+6

448E+4,9.59E+2,...
222.9,48.5,...
1.04E+6

5.10E+3, 1.35E+1, ...
7.0,1046,...

Compressor backshell mean pressure (Pa) 1.04E+6
Displacer backshell harmonic amplitudes (Pa) 4.92E+2,1.17E+0, ...
Displacer backshell harmonic phases (°) 84.7,1255,...
Displacer backshell mean pressure (Pa) 1.04E+6
Mean gas temperatures

Primary compression chamber (K) 3.12E+2
Secondary compression chamber (K) 3.03E+2

1st stage expansion chamber (K) 7.84E+1

Cold end expansion chamber (K) 6.82E+1
Mechanical work

Primary compression chamber and compressor backshell (W) 4.46E+1
Secondary compression chamber and displacer backshell (W) 1.03E+1

1st stage expansion chamber (W) -5.28E+0
Cold end expansion chamber (W) -9.73E-1
Radiation load

1st stage (W) 1.96E-1
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Table A.2 continued: A table showing an example of the output values produced
by the model.

2nd stage (W) 1.00E-4
Heat input

Warm end (W) -5.01E+1
1st stage (W) 7.69E-1
Cold end (W) 5.42E-1
1st stage losses

Regenerator advection (W) -1.00E-1
Regenerator flow work (W) 6.54E-2
Appendix gap advection (W) 5.77E-1
Appendix gap flow work (W) 3.91E-1
Shuttle (W) 9.60E-1
Regenerator gas conduction (W) 7.00E-1
Appendix gap gas conduction (W) 3.66E-3
Regenerator solid conduction (W) 5.92E-1
Displacer tube conduction (W) 1.50E-1
Cold finger tube conduction (W) 1.28E+0
MLI conduction (W) 0

2nd stage losses

Regenerator advection (W) -1.36E-2
Regenerator flow work (W) -7.75E-4
Appendix gap advection (W) 2.19E-1
Appendix gap flow work (W) 1.63E-1
Shuttle (W) 7.18E-2
Regenerator gas conduction (W) 3.32E-3
Appendix gap gas conduction (W) 3.94E-5
Regenerator solid conduction (W) 2.59E-3
Displacer tube conduction (W) 1.15E-3
Cold finger tube conduction (W) 2.33E-2
MLI conduction (W) 0

Run information

Number of cycles 210
Mesh convergence 9.86E-7
Wall convergence 5.12E-7
Seal convergence 7.65E-9
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Appendix B

Material Properties

This appendix discusses the material properties used by the RAL Third-Order
Model. Some key properties are presented, and the data sources are listed.

B.1 Gas Properties

The model uses helium-4 as a working fluid. It can model the gas using the
ideal gas approximation or as a real gas.

For the ideal gas approximation, the gas properties used by the model are the
specific gas constant R, = 2077.1[95], the heat capacity ratio vy = 1.667 [96],
the dynamic viscosity i and the thermal conductivity k. The dynamic viscosity
and thermal conductivity are temperature dependent and are linearly
interpolated from data taken from REFPROP 9.1 [56]. The lookup tables were
generated at a constant pressure of 15 bar and over a temperature range of 10
to 400 K but can be generated at a different pressure and over a different
temperature range if required.

Some of the real gas properties are also calculated using lookup tables but
these tables use bilinear interpolation with two independent variables to
improve their accuracy. The lookup tables for the pressure and temperature
factors (fp and f7) are functions of specific internal energy v and density p
and the procedure used to calculate the pressures and temperatures from
these factors is described in Section 3.4.1. Once the pressures and
temperatures have been calculated, they are then used as the independent
variables in the lookup tables for p and k.
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B.2. SOLID PROPERTIES

B.2 Solid Properties

The model uses empirical correlations to calculate the thermal conductivity,

specific heat capacity and density of solid cells.

B.2.1 Thermal Conductivity

The thermal conductivities of the solids in the model are functions of

temperature, and the correlations are taken from multiple sources, listed in

Table B.1. The thermal conductivities are plotted in Figure B.1.

Table B.1: A table listing the sources of the thermal conductivity correlations

used in the model.

Material Grade Source Notes

Aluminium 1100 [97]

Aluminium 6061-T6 [98]

Copper C103 [99,p.7-16] Assume RRR = 50.

Erbium Pure [100, p. 89]

Inconel X-750 [101, p. 45]

Mylar A-PET [102]

Nylon 6 [98]

Phosphor bronze PB102 [99,p.21-10]

Stainless steel 304 [98]

Titanium Ti-6Al-4V  [100,p. 1076] A fit through data from curves 3,
6 and 8.

Vespel SP-3 [103] SP-1 data scaled to match

measurements of SP-3 taken at
RAL.
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Figure B.1: A plot of the thermal conductivity correlations used in the model.

240



B.2. SOLID PROPERTIES

B.2.2 Heat Capacity

The specific heat capacities of the solids in the model are functions of

temperature, and the correlations are taken from multiple sources, listed in

Table B.2. The specific heat capacities are plotted in Figure B.2.

Table B.2: A table listing the sources of the specific heat capacity correlations

used in the model.

Material Grade Source Notes

Aluminium 6061-T6 [98]

Copper C103 [98]

Erbium [104]

Inconel X-750 [101, p. 341]

Nylon 6 [98]

Phosphor bronze PB102 [99,p.21-1]

Stainless steel 304 [98],[105, p. 47] [98] used below
100 K, otherwise
[105] used.

Titanium Ti-6Al-4V  [101, p. 344],[106,p.599] [101] used below
15K, otherwise
[106] curve 2 used.

Vespel SP-3 [34],[107] [107] scaled to
match [34] for SP-1.
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Figure B.2: A plot of the specific heat capacity correlations used in the model.
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B.2. SOLID PROPERTIES

B.2.3 Density

The densities of the solids in the model are listed in Table B.3.

Table B.3: A table listing the densities of the materials used in the model.

Material Grade Density (kgm™3) Source
Aluminium 6061-T6 2720 [108]
Copper C103 8960 [108]
Erbium 9070 [108]
Inconel X-750 8250 [109]
Nylon 6 1115 [109]
Phosphor bronze PB102 8860 [109]
Stainless steel 304 7940 [108]
Titanium Ti-6Al-4V 4430 [109]
Vespel SP-3 1600 [34]
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ABSTRACT

A new Stirling cryocooler model has been developed at the Rutherford Appleton Labora-
tory. This one-dimensional, finite difference model is able to simulate single and two-stage cryo-
coolers. The model uses the latest friction factor and heat transfer correlations from the literature
and simulates turbulence generation and thermal penetration depths. It runs fast enough to be
useful for optimisation, thanks to a robust artificial convergence technique. The model includes
a full representation of the cold head, including the displacer motion and the flow past the dis-
placer; this enables the optimisation of certain parameters that could not be assessed previously.
The model has been validated against single and two-stage coolers and has been used to inves-
tigate changing the cold finger geometry of a single-stage cooler.

INTRODUCTION

A new Stirling cryocooler model has been developed that will be used to optimise the design of the
single and two-stage coolers that are produced at the Rutherford Appleton Laboratory (RAL). These
coolers are typically designed for use in spacecraft and use flexure bearings and non-contact clearance
seals in order to achieve a long lifetime.

Stirling cryocoolers are difficult to model using commercially available 2D or 3D computational fluid
dynamics software. The compressible gas, moving mesh and the variable regenerator temperatures make
a2D or 3D model computationally expensive.! The approach commonly used by other researchers is to
simulate the machine as a network of one dimensional flow paths.2 3.4 Empirical relationships are used to
calculate the heat transfer rates and friction factors at different points in the cooler. These models are
categorised as third-order’ and this is the approach used by the new RAL model. The new model is able
to run fast enough to be able to optimise over a wide parameter range while still being accurate enough to
give useful results.

Most of the third-order models in the literature do not simulate the motion of the displacer; instead,
they change the volume of the cells at either end. The RAL third-order model is able to account for the
relative motion between the displacer and the cold finger tube and this allows it to simulate effects such as
shuttle losses as part of the thermodynamic cycle.

MODEL OUTLINE

The model has been developed using MATLAB. The different regions of the cooler are split up
into cells and the finite difference method is used to create a system of ordinary differential
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equations. For the gas cells, the mass, energy, momentum and turbulence state are tracked over
time and, for solid cells, the temperature is tracked. The model solves the differential equations
by using a backwards differentiation formula. It runs until the relative changes in the solid cell
temperatures over a cycle are below a threshold. The rate of convergence is accelerated by using
a method that artificially adjusts the temperatures.

Discretisation

The model splits the cooler into cells, as shown in Figure 1. The Eulerian approach is used,
where the cells are fixed relative to the cooler geometry, because different regions can have very
different friction factor and heat transfer correlations. The mass and energy equations are
evaluated for each gas cell and the momentum equations are evaluated at the nodes between the
cells. This is known as the staggered grid technique and helps to keep the simulation stable.’

The model uses branching flow paths to simulate appendix gaps, compressor and displacer
backshells and the first stage outlet of two-stage coolers. Mass and energy can be transferred
between flow paths but momentum is not transferred.

The model simulates the entire cold finger as one system so it is not modular. However, it
can be configured to simulate one or two stages of cooling; it allows for optional heat exchanger
regions and provides the option to split the regenerator into sections with different properties.

Model Equations
Gas Cells. The rate of change of the mass and energy of each gas cell (i) is given by the
following differential equations, derived from the laws of conservation of mass and energy. The
rate of change in mass is simply the difference between the mass flow rates at the nodes (j).
% (1)
dt
The energy of the gas is the sum of its internal and kinetic energy. The equation for the
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rate of change of energy accounts for the energy carried by the gas, the flow work, the
mechanical work done on the gas, the thermal conduction within the gas and the rate of heat
transfer between the gas and its surroundings.

dE; . . . . .
E = Eaduectioni + Wflowl- + Wmechanicali + Qconductioni + Qtransferl- (2)
To convert from masses and energies to temperatures and pressures, the model can either use the
ideal gas equation of state or can simulate real gas effects by using a 2D look-up table generated
using REFPROP.’

The differential equation for the rate of change of momentum at each node is derived from
the law of momentum conservation. It accounts for the momentum carried by the gas, the
pressure forces, minor losses due to changes in flow area and any frictional forces.

dp;:
% = p.flowj + F%)ressurej + Fminorj + Ffrictionj (3)

In addition to mass, energy and momentum, the model keeps track of the level of turbulence
for some of the cells. For the transfer pipe and other ducts, the mass of gas that is turbulent is
tracked.

dmg".
i 4
e )

For variable volume cells such as the compression and expansion chambers, the turbulence
kinetic energy is tracked.

= m:ra + ngeneratiani + m-TdecayL-

dvection;

dK;
dt
Solid Cells. The equation for the rate of change of the thermal energy of the solid cells
accounts for conduction between neighboring cells, heat transfer with the gas and thermal
radiation. The temperature of each cell can then be calculated from the cell energy.
dEs;, . . . .
dt = Qsaxiali + eradiali + Qstransferi + eradiationi (6)

= Kadvectioni + Kdecayi ©)

Interpolation

To calculate the energy of the gas that is flowing in and out of each gas cell, it is necessary
to know the pressures and temperatures of the gas at the boundaries of the cell. Calculating the
boundary temperature by simply averaging the temperatures of the neighbouring cells can result
in the model producing unphysical temperature oscillations. This is because averaging causes the
temperature of the downwind cell to affect the temperature of the gas flowing into it.

A number of different interpolation methods were tested to determine which was able to
remove the unphysical oscillations and produce an accurate result with the fewest cells. The
QUICK scheme was selected.® This is a blend of the average of the neighbouring cell
temperatures and an extrapolated temperature from the upwind cells. Simple averages were used
for the pressures at the nodes and the velocities at the cell centres as these did not cause
oscillations.

Numerical Method

Explicit and implicit solvers were investigated to determine which type was fastest at
solving the model’s system of differential equations. Explicit solvers must take time steps that
are shorter than the time taken for a pressure wave to cross each model cell. This is known as the
Courant-Friedrichs-Lewy condition.” Implicit solvers are more computationally expensive per
step but are not affected by this condition and so are able to take much longer time steps. The
overall simulation time was significantly reduced by using an implicit solver. MATLAB’s
odel5s solver was selected.'’ The backward differentiation formula option was used and the
order was set to two to improve its stability.
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Convergence Acceleration

The model will naturally approach a periodic steady state where the temperatures at the end
of each cycle are the same as the temperatures at the start of the cycle. The model is deemed to
have converged when the following condition is met for every solid cell:

|Tend - Tstartl < 10-6 (7)
Tend

It can take thousands of cycles for the model to converge naturally. This is because the
regenerator mesh cells typically have a much higher heat capacity than the gas passing through
them, so it takes many cycles to change the mesh cell temperature. To speed up convergence,
Stirling cycle models typically use convergence acceleration methods.

The RAL third-order model combines two techniques: energy flow equalisation and cell
temperature adjustment. Using both of these techniques produces a convergence acceleration
method that is fast and robust.

Energy flow equalisation. This method has been previously used in the Stirling cycle
models of Kiihl'' and Haurvey.12 For a single-stage cooler, it can be assumed that energy only
enters or leaves the cold finger at either end. This means that the energy flowing along the cold
finger over a cycle must be the same along its length when the model is converged. If this is not
the case, the model calculates and applies adjustments to the cell temperatures in order to make
the energy flow uniform. The required adjustments vary along the length of the cold finger but
the same adjustment is applied to all the cells that are at the same axial position (each row of
cells in Figure 1).

Cell temperature adjustment. This method has been used in the Stirling engine model of
Urieli.” It accelerates the rate of convergence by multiplying the natural temperature change of
each cell over the previous cycle by a factor (a) and adding this to the current cell temperature.

Tnew = Tena + a(Tend - start) (8)

These two methods are effective in different situations. If the cells are well connected
thermally, the energy flow equalisation technique can be used because a temperature change of
one cell will strongly affect the energy flow to neighbouring cells. This occurs if the regenerator
is effective because the temperature of a regenerator cell strongly affects the temperature of the
gas flowing through it. If the regenerator is ineffective, temperature changes of cells have little
impact on their neighbours and the cell temperature adjustment technique works better.

The model combines the temperature perturbations predicted by these two convergence
methods. The cell temperature adjustment perturbations are scaled so that the largest of these
perturbations is half the magnitude of the largest energy flow equalisation perturbation. The
perturbations for each cell are then added together. To keep the convergence stable, the sum of
these perturbations is multiplied by a scale factor before being applied. This scale factor is
reduced when necessary to ensure that the largest temperature perturbation does not exceed 5 K.
The scale factor is also reduced if the model is not converging because the applied temperature
changes are oscillating. The convergence acceleration method is applied every two cycles. The
model typically converges in less than 300 cycles which takes approximately four hours on a
desktop PC. Multiple cases can be run in parallel by using MATLAB’s Parallel Computing
Toolbox.

MODEL FEATURES
Solid Surface Temperature

The model tracks the surface temperatures of the solid components separately to their
interior temperatures. This reduces the rate of heat transfer, particularly if the solid is a good
insulator.

In regions such as the compression chamber, the interior of the chamber wall is assumed to
be isothermal. If a sinusoidal heat transfer rate (Q = Q,e'®?) is applied, the wall surface
temperature variation (Ty,) lags the heat transfer rate by 45°,
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0  kA,(1+D)

where Ay, is the surface area, § = /2k/(wpc) is the thermal penetration depth, w is the angular
frequency, k is the conductivity, p is the density and c is the specific heat capacity.”' * To
simulate this, the model uses the method developed by Kiihl."" An extra solid cell is added to
represent the wall surface and the thermal mass of this extra cell and the resistance between it
and the isothermal region are chosen so that the temperature of the cell matches Ty,. This is
known as a lumped-capacitance model. The thermal mass of the cell must be Cy, = %5Agspc and
the thermal resistance must be R = §/(k Ags).

This method has been extended so that the model can also simulate solids of a finite
thickness (r) where the temperature of the interior can change. This is particularly important
when simulating the regenerator mesh. The surface temperature is then given by equation 10.1%#

Tw ) 1

0 kAg(T+1D) o0 (§(1 N l.)> (10)

By using two solid cells, one representing the wall surface and one representing the interior, it is
possible to ensure that the surface temperature in the model responds in the same way as the
theoretical surface temperature. The thermal masses of the two cells and the resistance between
them is selected so that the response matches equation 10.

(€))

Appendix Gap Heat Transfer

The appendix gap is the region between the displacer tube and the cold finger tube. The
long-life coolers developed at RAL do not use dynamic seals so require a small appendix gap to
reduce the flow of gas past the displacer. However, if the gap is too small, the level of shuttle
losses is increased. Shuttle losses occur due to the relative motion of the displacer and cold
finger tube. As the displacer and cold finger tube move past each other, their thermal gradients
become offset. Thermal energy conducts across the gap. When the displacer moves back, the
thermal energy is “shuttled” towards the cold end.

The leakage of gas past the displacer can be simulated with an extra flow path. Simulating
the shuttle losses is more difficult. The approach used by the model is to let the mesh of the
appendix gap and the cold finger tube move relative to each other. At each time step, the cells are
divided into subcells, as shown in Figure 2. The temperatures of the gas and wall subcells are
calculated by linearly interpolating the cell temperatures.

The rate of heat transfer is calculated separately for each subcell and the change of energy is
applied to the parent cells. The model calculates the rate of heat transfer by using the method
suggested by Andersen® and recommended by Sauer.'* A quadratic polynomial is fitted to the

Appendix Cold finger
gap cells tube cells

5 _____
Subcell 8
--4
Subcell 7 4
Subcell 6 Figure 2. A diagram showing how the appendix gap and cold
3 finger tube are divided into subcells. The solid lines represent the
Subcell 5 3 boundaries of the cells. The lengths of the subcells are set so that
they do not overlap any cell boundaries. If the cells share the same
Subcell 4 2 ]2 number, they are in the same row for the energy flow equalisation
Subcell 3 convergence method. Some subcells span multiple rows so any
Subcell 2 1 heat transfer within these is accounted for when calculating the
--1 energy flow between rows.
Subcell 1
0 .....
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temperatures of the displacer tube wall (Tp), the appendix gap gas (T) and the cold finger tube
wall (Tr). The thermal gradient of this polynomial at the walls is then used to calculate the rate
of heat transfer from the displacer tube and cold finger tube to the gas, given by equations 11 and
12.

. Aysk
Qpg = 9: (4Tp + 2Tx — 6T,) an
. Ayk
Qry = f (4T + 2Ty — 6T,) 12)

Ays is the surface area of the wall, k is the conductivity of the gas and r is the width of the
appendix gap.

Oscillating Flow Correlations

The model makes the assumption that flow through the regenerator mesh, clearance seals
and the appendix gap can be modelled using the quasi-static approximation. This is where the
heat transfer coefficient and friction factor are calculated using the instantaneous gas properties.
This is because the flow channels in these regions are narrow and the steady velocity profiles
will develop quickly. This has been shown experimentallly.15

For gas in variable-volume chambers and ducts, the quasi-static assumption is no longer
valid. For these regions, the model uses the oscillating flow correlations that were developed for
the Sage model.* To enable the use of these correlations, the model tracks the level of turbulence
present in these cells. It is also able to simulate heat transfer that is out of phase with the
temperature difference and simulate frictional forces that are out of phase with the gas velocity.
It does this by phase shifting the temperature and velocity waveforms of the previous cycle and
using these in the heat transfer and friction calculations.

MODEL VALIDATION

The model has been validated against single and two-stage Stirling coolers that have been
built and tested at RAL.

Single-Stage Cooler Validation

The RAL Small Scale Cooler, shown in Figure 3, was one of the coolers used to validate the
model. This compact single-stage Stirling cooler has been developed for use in small satelites.'®
The model was used to replicate a load line where heat loads from 0 W to 1.5 W were applied.
Measured temperatures, as well as compressor and displacer motions, were used as inputs into
the model; the same cases were also simulated using Sage for comparison.

Figure 3. The RAL Small Scale Cooler. Figure 4. The RAL breadboard two-stage cooler.
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It can be seen that both the RAL third-order model and Sage overpredict the cooling power by a
similar amount. It is thought that this may be due to the models underestimating the leakage past the
compressor clearance seals which have been calculated from the measured sizes of the pistons and bore.
Previous measurements taken at RAL have shown that the measured leakage through clearance seals is
often higher than is predicted by theory when assuming that the piston and bore are perfect cylinders with
the measured diameters. This is the case even when the piston is considered to be fully eccentric within the
bore.

The theoretical leakage can be made to agree with the measured leakage by increasing the clearance
seal gap by a scale factor. However, it is unclear what scale factor should be used as the required factor
has been found to be different for different seals. Increasing the compressor piston and appendix gap
clearances seals of the RAL third-order model by 50% gave good agreement with the measured load line.
The results can be seen in the right plot of Figure 5. This scale factor is within the range of factors required
to match theoretical seal leakages to measured leakages. The gap of the displacer shaft seal was not
increased as this gap was calculated from the measured leakage. The calibrated model has good agreement
with the measured cooling power over the entire temperature range. This suggests that increasing the
clearance seal gaps is a reasonable way of calibrating the model.

The difference in cooling power between the two models appears to be mostly due to the differences
in how the appendix gaps are simulated. The RAL third-order model simulates the appendix gap as tapered
because the displacer contracts at the cold end. The Sage model assumes a constant gap which is set to the
mean of the tapered gap. The constant gap reduces the effectiveness of the seal and increases the enthalpy
transport in the appendix gap.

Two-Stage Cooler Validation

The model has also been validated against data from a two-stage cooler. This breadboard two-stage
cooler was built specifically to help validate the model and is shown in Figure 4.

Unlike the Small Scale Cooler, the clearance seal leakage was measured for both the compressor
piston and displacer shaft clearance seals. This means that a theoretical gap size could be calculated that
would give the correct leakage in the model and a scale factor was not required for these seals. However,
the leakage was not measured for the appendix gaps. The size of the appendix gaps was calculated from
the measured sizes of the displacer and cold finger tube, accounting for thermal contraction. The displacer
was assumed to be fully eccentric in the bore.

Nominal clearance seals +50% clearance seals
2t 2t
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Figure 5. The results of the RAL third-order model and Sage compared to a measured Small Scale
Cooler load line. The left plot shows the results of the models with the measured clearance seals. The
right plot shows the results of the models with the compressor piston clearance seals and the appendix
gap increased by 50%.
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Figure 6. The results of the RAL third-order model when simulating the performance of the breadboard
two-stage cooler at a range of temperatures. Each letter correspond to a different case. For example, case “g”
has stage temperatures of 59.1 K and 46.4 K for the first and second stages whereas case “c” has stage
temperatures of 98.8 K and 99.9 K. The left plot shows the results of the model with the measured appendix
gaps and the right plot shows the results of the model with the appendix gaps increased by 40%.

The model was used to replicate a measured load map where different heater powers had been
applied to each stage; the measured stage temperatures and compressor and displacer motions were used
as inputs into the model. The predicted performance using the measured appendix gaps is shown in the left
plot of Figure 6. In addition, a range of clearance seal scale factors for the appendix gaps were investigated,
with the same factor being applied to both stages. Increasing the gaps by 40% gave the best agreement
and the results are shown in the right plot of Figure 6.

The results show that increasing the size of the appendix gaps greatly improves the accuracy of the
model. The larger gaps reduce the modelled cooling power at the second stage because the gas is able to
partially bypass the second stage regenerator and transport enthalpy to the cold tip.

Knowing that this calibration factor is required will be invaluable when designing future two-stage
coolers. It may result in requiring the displacer to be made from a material with a low coefficient of thermal
expansion in order to keep the appendix gap small when the displacer is cold.

MODEL RESULTS

The RAL third-order model works in a similar way to other third-order models in the literature;
however, its key feature is that it simulates the entire geometry of the cold finger with cells that interact
realistically. These interactions can have a large influence on the modelled performance. Simulating the full
geometry allows investigation of aspects of Stirling cooler design that is not possible with other models.

Cold Tip and Displacer Overlap

One aspect of cooler design that can be investigated using the RAL third-order model is how
the overlap of the cold tip and the mean displacer position affects the performance. This overlap
is shown in Figure 7. Increasing the overlap provides more surface area for the heat transfer to
occur which should reduce the temperature difference between the gas and the cold tip. How-
ever, it also reduces the length of the cold finger tube, leading to higher thermal conduction. The
other key effect is that changing the overlap affects the alignment of the thermal gradients along
the displacer and cold finger tube. The shuttle losses are increased if the gradients are not aligned.

Figure 8 shows the effect that changing the overlap would have on the Small Scale Cooler’s
performance, as predicted by the RAL third-order model. The model predicts that the perfor-
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mance can be improved by around 40 mW by reducing the overlap. Making this change aligns
the thermal gradients along the cold finger tube and displacer and reduces the shuttle losses.

A similar analysis has been performed at the warm end of the cooler by adjusting the overlap between
the cooler body and the warm end of the displacer. It was found that cooling power was not as sensitive to
the warm end overlap and the overlap was already near the optimum.

Appendix Gap Geometry

The RAL third-order model is able to simulate coolers where the size of the appendix gap varies along
the length of'the cold finger. This is often the case for coolers built at RAL; the displacer is typically made
from plastic which shrinks more than the metal cold finger tube when cooled, increasing the gap at the cold
end. The model was used to investigate the influence a tapered appendix gap has on the Small Scale
Cooler’s performance.

The results of this investigation are plotted in Figure 9. The tapered gap appears to improve the
cooling power at the current gap size by around 90 mW when compared to a constant gap of the same
mean size. Because the mean sizes are the same, the shuttle losses should be similar. Therefore, the difference
in cooling power is probably due to the reduced seal leakage at the warm end for the tapered gap.
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Figure 9. A plot showing how the cooling power predicted by the RAL third-order model is affected

by the mean gap size for tapered and constant appendix gaps. The gradient of the tapered gap was fixed and

the gap sizes at the warm and cold ends were changed by the same amount. The other input parameters are
taken from the 78 K case of the Small Scale Cooler. The vertical dotted line shows the nominal gap size.
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CONCLUSION

A new Stirling cryocooler model has been developed that builds on previous models in the literature
by simulating the interactions within the entire cold finger. The results of the RAL third-order model are
broadly similar to other models in the literature, such as Sage; however, the RAL third-order model is able
to investigate aspects of cold finger geometry that are difficult to assess with other models. The results of
the model have been validated against performance measurements of coolers taken at RAL. It was found
that the model accuracy was improved by using clearance seal gaps that are 40-50% larger than the
measured size. This is because the leakage past the seals appears to be greater than is predicted theoretically.

The model will be used to aid the design of future coolers at RAL. Further information about the
model will be published in an upcoming PhD thesis.!”
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