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Abstract

Consider an elliptic self-adjoint pseudodifferential operator A acting on m-columns
of half-densities on a closed manifold M, whose principal symbol is assumed to have sim-
ple eigenvalues. We show existence and uniqueness of m orthonormal pseudodifferential
projections commuting with the operator A and provide an algorithm for the compu-
tation of their full symbols, as well as explicit closed formulae for their subprincipal
symbols. Pseudodifferential projections yield a decomposition of L?(M) into invariant
subspaces under the action of A modulo C*°(M). Furthermore, they allow us to decom-
pose A into m distinct sign definite pseudodifferential operators. Finally, we represent
the modulus and the Heaviside function of the operator A in terms of pseudodifferential
projections and discuss physically meaningful examples.

Keywords: pseudodifferential projections, elliptic systems, invariant subspaces,
pseudodifferential operators on manifolds.
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1 Statement of the problem

Let M be a closed connected manifold of dimension d > 2. We denote local coordinates
on M by z = (x!,...,z%.

Let C*(M) be the vector space of m-columns of smooth complex-valued half-densities
over M equipped with inner product

(v, w) ::/Mv*wd:c, (1.1)

where dz := dx' ... dx?. Here and further on the star stands for Hermitian conjugation when
applied to matrices and for adjunction with respect to (1.1) when applied to operators. By
L?*(M) we denote the closure of C*(M) with respect to (1.1). Of course, our function spaces
depend on the choice of the natural number m but in order to simplify notation we suppress
this dependence. Thus, throughout this paper m > 2 is a fixed natural number.

By H®(M) we denote the usual Sobolev space, i.e. the vector space of m-columns of
half-densities that are square integrable together with their partial derivatives up to order s.
By U?® we denote the space of classical pseudodifferential operators of order s with polyho-
mogeneous symbols, acting from H*(M) to L?*(M). For an operator P € ¥* we denote its
matrix-valued principal and subprincipal symbols by P, and Py, respectively. Of course,
these are scalar matrix-functions in C*°(T*M \ {0}; Mat(m, C)) of degree of homogeneity in
momentum s and s—1. We also introduce refined notation for the principal symbol. Namely,
we denote by (- )prin,s the principal symbol of the expression within brackets, regarded as an
operator in ¥~°. To appreciate the need for such notation, consider the following example.
Let B and C' be pseudodifferential operators in ¥~° with the same principal symbol. Then,
as an operator in W%, B— (' has vanishing principal symbol: (B —C)pins = 0. But this tells
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us that B — C is, effectively, an operator in ¥=*"! and, as such, it may have nonvanishing
principal symbol (B — C')pin,s+1. This refined notation will be used whenever there is risk
of confusion.

Definition 1.1. We say that P € W° is an orthogonal pseudodifferential projection if
P?>=P mod U™, (1.2)
P*=P mod V™. (1.3)

Definition 1.2. We call a set of m orthogonal pseudodifferential projections {P;} an ortho-
normal pseudodifferential basis if their principal symbols are rank 1 matrix-functions and

PP, =0 mod U™ Vj+#k, (1.4)

> P=1d mod ¥, (1.5)

J

where Id € U0 is the identity operator.

It is natural to ask the following questions.
Question 1 Does there exist a nontrivial operator P satisfying Definition 1.17

Question 2 Assuming that the answer to Question 1 is positive, can we choose the P;’s
so that they satisfy Definition 1.27

The issue here is that in order to construct these pesudodifferential projections one has
to determine the lower order (of degree of homogeneity —1,—2, ...) components of the
symbols of the P;’s so as to satisfy (1.2)—(1.5). This requires solving an infinite sequence of
heavily overdetermined systems of algebraic equations, and it is not a priori clear that these
systems have solutions. We would like to point out that great care is needed in performing
this analysis because our operators have matrix-valued symbols which in general do not
commute.

Dealing with projections in infinite-dimensional spaces is known to be a challenging task
and we believe that addressing Questions 1 and 2 is of interest in its own right. However,
these pseudodifferential projections reveal their true potential when applied to the study of
elliptic and hyperbolic systems of partial differential equations.

Let A € U* s € R, s >0, be an elliptic self-adjoint linear pseudodifferential operator,
where ellipticity means that

det Apyin(z,€) # 0, V(z,&) € T*M \ {0}.
We impose the following crucial assumption.

Assumption 1.3. The matrix-function A, (z,€) has simple eigenvalues.

Invariant subspaces of elliptic systems I: pseudodifferential projections
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We denote by m™ (resp. m™) the number of positive (resp. negative) eigenvalues of
Aprin(7,€). We denote by hU)(x, &) the eigenvalues of Apuin(z,£) enumerated in increas-
ing order, with positive index j = 1,2,...,m* for positive h()(z,£) and negative index
j = —1,-2,...,—m~ for negative h¥)(z,¢). Clearly, self-adjointness, ellipticity and con-
nectedness of M imply that

(i) the h") are scalar nonvanishing smooth real-valued functions on 7%M \ {0},
(ii) m™ and m™ are constant and
(iii) m* +m~ =m.

The spectrum of our operator A : H*(M) — L*(M) is discrete and accumulates to
infinity. More precisely, if m* > 1 the spectrum accumulates to +oo, if m~ > 1 the spectrum
accumulates to —oo, and if m™ > 1 and m~ > 1 the spectrum accumulates to £oo.

By PY(z,¢) we denote the eigenprojection of Ay, (7, &) corresponding to the eigenvalue
hU)(x,€). Assumption 1.3 tells us that the matrix-functions PY)(z,¢) are rank 1. These
eigenprojections satisfy

Apin = Z L) pl) (1.6)
J

and

> pPi =1, (1.7)
J
where [ is the m X m identity matrix.

Question 3 Assuming that the answer to Question 2 is positive, can we choose the P;’s
so that they commute with the operator A

[A,P;] =0 mod U™ (1.8)

and .
(P})prin = PY? (1.9)

Here, in addition to the issues highlighted in relation to Questions 1 and 2, the extra
difficulty is that the infinite sequence of overdetermined systems involves the hU)’s as well
as the lower order components of the full symbol of the operator A.

Question 3 is important in that an affirmative answer would yield a collection of projec-
tions compatible with A, leading to two further natural questions.

Question 4 Can we exploit the pseudodifferential projections P; to advance the current
understanding of spectral asymptotics for elliptic systems?

Question 5 Can we exploit the pseudodifferential projections P; to advance the current
understanding of propagation of singularities for hyperbolic systems?

The goal of this paper is develop a comprehensive theory of pseudodifferential projections
so as to positively answer Questions 1, 2 and 3, building upon earlier results. Questions 4
and 5 are addressed in the companion paper [16].
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2 Main results

Pseudodifferential projections have been used over the years, under different names and with
varying degree of awareness, in many areas of mathematical analysis.

Mathematicians working with Toeplitz operators found in ‘pseudodifferential subspaces’
a useful tool [3, 25|, and Birman and Solomyak [4] studied and characterised subspaces of sec-
tions of vector bundles which can be the range of a pseudodifferential projection. Birman and
Solomyak also provided an abstract formula for a single pseudodifferential projection with
given principal symbol, obtained by integrating an appropriate resolvent along a carefully
chosen path in the complex plane, see [4, Lemma 3].

Amongst applications in topology and index theory it is worth mentioning the works of
Wojciechowski [40, 41], who analysed the topological properties of the space of equivalence
classes of projections with the same principal symbol (i.e. modulo a compact operator) by
means of Fredholm theory.

A flourishing avenue of research involving pseudodifferential projections in various forms
is the study of boundary value problems for elliptic operators. A distinguished example is
the celebrated Calderon projector [10, 30, 31, 24]. It is known [26, Vol. III|[37] that for
an arbitrary elliptic operator on a manifold with boundary one cannot, in general, impose
boundary conditions satisfying the Shapiro—Lopatinski condition. This leads to ill-defined
(non Fredholm) boundary value problems. The use of pseudodifferential projections proved
useful in attempts to generalise elliptic theory to such operators so as to obtain Fredholm
boundary value problems, see, e.g., [6, 7, 8, 37].

A considerable advancement in the understanding of pseudodifferential projections is due
to Bolte and Glaser [5], who, relying on a strategy by Cordes [19], in the setting of semi-
classical analysis, construct pseudodifferential projections in the spirit of Riesz projections.
Their results establish existence and identify the minimal set of conditions that guarantee
uniqueness. There are a number of differences between our approach and that of Bolte and
Glaser.

(i) They work with semiclassical operators on R? as opposed to classical ones on a mani-
fold M.

(ii) The (local) construction of the symbol using Riesz projections requires one to com-
pute the symbol of the resolvent (A — AId)~! mod ¥~°°, which, in turn, necessitates
parameter-dependent pseudodifferential calculus. Our algorithm at every step uses and
produces invariant objects and it does not involve parameter-dependent symbol classes
or partitions of unity.

(iii) Whereas the Riesz projection method is essentially linked to an operator A, our ap-
proach regards pseudodifferential projections as abstract objects, which exist and can
be constructed independently of A. This has the advantage of shedding light on the
structure of their symbols, as well as clarifying how the degrees of freedom are used up
when imposing the defining conditions (1.2)—(1.9).

For specific operators, such as the Dirac operator or matricial versions of the Klein—
Gordon operator, alternative approaches to the problem have been proposed, ones that
avoid dealing with pseudodifferential projections by constructing almost-unitary operators

Invariant subspaces of elliptic systems I: pseudodifferential projections



Matteo Capoferri and Dmitri Vassiliev Page 6

that ‘microlocally diagonalise’ the matrix operator at hand, see, for example, |20, 22, 9, 34,
35]. Pseudodifferential projections are, in a sense, ‘more fundamental’ objects than almost-
unitary operators: we refer the reader to our companion paper [16] for further comments on
this matter.

We should also mention that pseudodifferential projections appeared in the form of (ap-
proximate) spectral projections in publications on the spectral theory of elliptic systems,
though some of these publications are known to contain mistakes, see [17, Sec. 11].

Our main results can be summarised in the form of six theorems stated in this section.

Theorem 2.1. Given a family of m orthonormal rank 1 projections
PY e ¢=(T*M \ {0}; Mat(m; C))

positively homogeneous in momentum of degree zero, there exists an orthonormal pseudo-
differential basis {P;} C W° as per Definition 1.2 with (Pj)pin = PY).

One can show' that the operators P; in Theorem 2.1 can be modified, by adding W—°°
terms, in such a way that conditions (1.2)—(1.4) are satisfied exactly, and not merely modulo
W, Indeed, consider the zero order pseudodifferential operator B := § 3. b;(P; + Pj),
where the b; are some distinct real numbers. Its essential spectrum is the set of m points b; .
For a given j, choose a contour C; in the complex plane which encircles the point b; and no
other points of the essential spectrum and avoids isolated eigenvalues of finite multiplicity.
Then integration of (B — AId)~! over the contour C; will produce the modified pseudo-
differential projection P;. Furthermore, if we choose our contours C; in such a way that
they do not intersect and, in total, encircle the whole spectrum of B, then condition (1.5)
will also be satisfied exactly.

Theorem 2.2. Under Assumption 1.3, there exist m pseudodifferential operators P; € W°
satisfying Definition 1.2 and conditions (1.8), (1.9), and these are uniquely determined,
modulo W=, by the operator A.

Of course, Theorem 2.1 follows from Theorem 2.2, but we listed them as separate results
for the sake of logical clarity. Unlike Theorem 2.1, we do not believe that for a general
operator A it is possible to adjust the choice of our pseudodifferential projections P; in
Theorem 2.2 so as to satisfy the commutation conditions (1.8) exactly whilst maintaining
exact conditions (1.2)—(1.5).

Note that Theorem 2.2 cannot be obtained by elementary function-analytic arguments
involving an expansion over eigenvalues and eigenfunctions of the operator A. Theorem 2.2
is to do with the structure of the principal symbol of the operator A, an object which is not
detected by the Spectral Theorem. A semiclassical version of Theorem 2.2 was obtained,
with the caveats discussed above, in [5].

The m orthogonal projections P; from Theorem 2.2 effectively decompose L?(M) into
m infinite-dimensional subspaces which are invariant under the action of the operator A. Of

"'We are grateful to Daniel Grieser for raising this issue.

Invariant subspaces of elliptic systems I: pseudodifferential projections



Matteo Capoferri and Dmitri Vassiliev Page 7

course, since the construction of our projections is approximate, modulo W~=°°  the resulting
decomposition of L?(M) is also approximate, modulo C*(M):

AP, L*(M) C P,L*(M) mod C™(M).

Remarkably, Theorem 2.2 will be established by devising an explicit algorithm leading
to the determination of the full symbols of the pseudodifferential projections P;’s, see sub-
sections 3.4 or 4.3. In particular, we will obtain the following result.

Theorem 2.3. The explicit formula for the subprincipal symbol of the pseudodifferential
projection P; reads

1

(P})sub = 5{p(j)7 p(j)} — Z'p(j){p(j)7 p(j)}p(j)

PO Ay, — iQW)PO + PO(Ay +iQW)PY) (2.1)
+ WG — KO )
i
where
Q(J’) — %({Aprina p(j)} _ {p(j), Aprin})- (2.2)
In formulae (2.1) and (2.2) curly brackets denote the Poisson bracket
d
{B7 C} = Z(Bxacﬁa o BﬁaCxa) (23)
a=1

on matrix-functions on the cotangent bundle. Further on in the paper we will also make use
of the generalised Poisson bracket

d
{B,C,D} := ) (BwCDg, — B,CDy).

a=1

Let us emphasise that the order of terms in matrix-valued Poisson brackets matters; for
example, the usual properties {f, f} =0 and {f, g} = —{9g, f} from Hamiltonian mechanics
no longer hold if the scalar functions f and ¢ are replaced by matrix-functions.

Let us point out that having an explicit formula for the subprincipal symbol of projections
P; is important for applications. For example, the matrix trace of (P;)s, appears in the
second Weyl coefficient of the eigenvalue counting function(s) of the operator A, see [17].
Failure to appreciate this fact led to a number of incorrect publications. For a long time
it was assumed that Safarov [36] did obtain the formula for the second Weyl coefficient,
fixing previous mistakes, but his formula also turned out to be wrong. With the benefit of
hindsight, Safarov’s mistake can be traced back to the incorrect assumption that (P;)su, = 0.
A brief account of the troubled history of the subject is given in [17, Section 11].

Definition 2.4. We say that a symmetric pseudodifferential operator B is nonnegative
(resp. nonpositive) modulo W~ and write

B>0 mod ¥~ (resp. B <0 mod U™)

if there exists a symmetric operator C' € W~ such that B+ C > 0 (resp. B+ C < 0).

Invariant subspaces of elliptic systems I: pseudodifferential projections
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Theorem 2.5. We have
PFAP; >0 mod U™  for j=1,....,m",
PIAP; <0 mod U™ for j=-1,...,—m".
Note that the operators PfAP; appearing in Theorem 2.5 are not elliptic,
det( P AP )prin(2,€) =0 ¥(z,&) € T"M \ {0},

therefore, proving that they are sign semidefinite modulo ¥=°° is a delicate matter. The
fact that their principal symbols are sign semidefinite does not, on its own, imply that the
operators are sign semidefinite — it does not even imply that they are semibounded.

Let \; be the eigenvalues of the operator A enumerated with account of multiplicity and
vk, be the corresponding orthonormal eigenfunctions. The choice of a particular enumeration
is irrelevant for our purposes.

Consider the operator modulus of A defined in accordance with

A=) ] (ks ) v (2.6)

Theorem 2.6. The operator |A| is pseudodifferential and
|A| = ZAP ZAP_] mod W~ (2.7)

Furthermore, the explicit formula for the subprincipal symbol of the operator |A| reads

hU) 4 bk ,
E (4) (k)
‘A|SUb |h(])| + |h k‘)|P AsubP

1 .
+3 z’; WP(J)({APM, Aprin} = {|Alprins | Alprin ) PP (2.8)
J»

Let 6 : R — R,

if <
0(z) := 0 1 2s0,
1 if 2>0

be the Heaviside function. Consider the operator

0(A) = > (g, -)vg. (2.9)

k: A\g>0
Theorem 2.7. The operator 6(A) is pseudodifferential and

mt
A)=>"P; mod U, (2.10)

Jj=1

Invariant subspaces of elliptic systems I: pseudodifferential projections
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Of course, Theorem 2.3 immediately gives us an explicit formula for [0(A)]sup.

Remark 2.8. We should point out that the setting of our paper is not the most general setting
in which one can construct pseudodifferential projections satisfying conditions (1.2)—(1.5),
(1.8)—(1.9). Note, for example, that the ellipticity of A or the fact that A is of positive order
are not really needed in the proof of Theorem 2.2 or in the construction algorithm leading
up to Theorem 2.3 (but they are needed in Theorem 2.5). Furthermore, our algorithm can
be extended without much effort to operators acting on vector bundles — and, in particular,
to operators acting on differential forms (e.g., the operator curl). Different techniques may
allow one to generalise the results even further. The reason why we refrain from carrying out
such generalisations in the current paper is twofold: (i) we aim to write a paper accessible to
a wide audience, not necessarily limited to (microlocal) analysts, and (ii) we are motivated
by applications in spectral theory (see Theorems 2.3, 2.5 and [16, 11]). We will address
certain generalisations elsewhere.

The paper is structured as follows.

In Section 3 we develop the general theory of pseudodifferential projections: in subsec-
tion 3.1 we construct a single pseudodifferential projection, in subsection 3.2 we construct
an orthonormal basis of pseudodifferential projections and in subsection 3.3 we show that
the latter can be chosen in such a way that it commutes with our elliptic operator A and
that this determines the projections uniquely. The results of Section 3 are summarised in
subsection 3.4 in the form of an algorithm for the construction of the full symbol of pseu-
dodifferential projections.

In Section 4 we show that a set of m pseudodifferential projections commuting with an
elliptic operator A € ¥* s > 0, are automatically orthonormal and sum to the identity
operator, modulo W~°°. This leads to a simplified algorithm for the construction of their full
symbols, presented in subsection 4.3.

In Section 5 we carry out the first step of our algorithm and obtain a closed explicit
formula for the subprincipal symbol of pseudodifferential projections.

Section 6 is concerned with the proof of Theorem 2.5, which consists in a rigorous for-
mulation of the fact that one can use pseudodifferential projections to construct m distinct
sign definite operators (modulo U~>°) out of A.

Results from Sections 4 and 5 are employed in Section 7 to represent modulus and
Heaviside function of A in terms of pseudodifferential projections. This yields a simpler
— compared to those available in the literature — algorithm for the calculation of the full
symbols of |A| and 0(A), as well as explicit formulae for |Als, and [0(A)]sup-

Lastly, in Section 8 we discuss three applications of our results: to the massless Dirac
operator on a closed 3-manifold, to the operator of linear elasticity (Lamé operator) on a
2-torus and to the Dirichlet-to-Neumann map of linear elasticity in 3D.

Invariant subspaces of elliptic systems I: pseudodifferential projections
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3 Pseudodifferential projections: general theory

The goal of this section is to develop a comprehensive and self-contained theory of pseudod-
ifferential projections onto L?(M)? including an explicit construction of their full symbol.
This analysis, which we believe to be of interest in its own right, will answer Questions 1, 2
and 3 from Section 1, and lay rigorous foundations for the use of pseudodifferential projec-
tions in the study of spectral asymptotics of elliptic systems carried out in our companion
paper [16].

3.1 Construction of a single pseudodifferential projection

In this subsection we prove the existence and establish the general structure of an operator
P; € U0 satisfying conditions (1.2)—(1.3). We do this by constructing a sequence P;; € ¥°,
k=0,1,2,..., of pseudodifferential operators such that

Pjg1 — Pipe ¥ (3.1)

P =P, mod ¥, (3.2)

P}, = Pjr  mod ¥ (3.3)

for k = 0,1,2,.... For P;, we choose an arbitrary pesudodifferential operator satisfying

(1.2) and (3.3), and construct subsequent P;; by solving (3.1)—(3.3) recursively.
To this end, we seek Pj;, k =1,2,..., in the form

'Pjvk - Pj’k_l _'_ Xj’k7
where X, € U7F is an unknown pseudodifferential operator such that

X;p=X7, mod U™, (3.4)

75

Then condition (3.1) is automatically satisfied, whereas solving (3.2) and (3.3) reduces
to solving
(P14 Xjx)* — Pir—1 — Xji)prink = 0,
[(Pjk—1+ Xjx)" — Pjr—1 — X k)prink = 0,
which gives us a system of equations for the unknown (X j)pmn . This system of equations
reads

PO(X; 1) prin + (Xjs)prin P9 — (Xj)puin = Ry, (3.5)
(Xj,k>;rin - (XJ',k’)prin = 07 (36)

where
Rjj = —[(Pjs-1)* = Pjr—1lprink - (3.7)

In fact, once one has determined (X x)prin Satisfying (3.5) and (3.6), it is always possible to
choose lower order terms in the symbol of X so as to satisfy (3.4).

2Recall that in this paper L?(M) denotes the space of m-columns of square integrable complex-valued
half-densities.
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Lemma 3.1. The general solution of the system (3.5), (3.6) reads
(Xj)prin = =R + PY R+ R PY + Y + Y7, (3.8)

where Y, is an arbitrary matriz-function positively homogeneous in momentum of degree —k
such that . ‘
Vi = PYY; (I — PY). (3.9)

Proof. From the inductive assumption

it follows that R, is Hermitian,
Rjp = Rj. (3.10)

Therefore, (3.8) satisfies (3.6).
Direct inspection of (3.5) tells us that the system (3.5), (3.6) has a solution only if

PYR, (I — PY)) =0. (3.11)
Of course, (3.11) and (3.10) imply
(I — PY)R;,,PY) = 0. (3.12)
Let us show that (3.11) is satisfied. We have
PYR; (I — PY) = —P(j)[(ij 1)? = Pig-lpring (I = PY)
[ 3 k— 1]pr1n0[(Pj,k71)2_ j,k*l]prin,k[ld _Pj,kfl)]prin,o
= —[Pir-1((Pie=1)” = Pj—1)(Id = Py1)lprinix
(Pjr—

I
=0.

1) - j,k—l)Q]prin,k

In the last step we used the fact that since (Pjx_1)* — Pjx—1 € ¥~* by inductive assumption,
then ((Pjx—1)* — Pjx—1)? € ¥~ hence its k-principal symbol is zero.

It remains only to substitute (3.8) and (3.9) into (3.5) with account of (3.11)—(3.12) and
observe that Y, + Y% is the general solution of the homogeneous system

PYY +yPY Yy =0, Y=Y"

All in all, the above argument establishes the following result.

Theorem 3.2. Given a rank 1 orthogonal projection PY) & C(T*M;Mat(m,C)), the
associated orthogonal pseudodifferential projection P; € W° in the sense of Definition 1.1
exists and is given by

+oo
Pjo+ ZXj,k> (3.13)
k=1

where P;o € U° is an arbitrary operator satisfying (P;o)prin = PO, Pjo = P}y, and the oper-
ators X; € VF k=1,2,..., are constructed iteratively from PJ,O by means of Lemma 3.1.
Here ~ stands for asymptotic expansion in smoothness.

Invariant subspaces of elliptic systems I: pseudodifferential projections
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Formula (3.13) allows one to explicitly determine the symbol of P; with arbitrarily high
accuracy.

Note that for each P; at every stage of the iterative process we have m —1 complex-valued
scalar degrees of freedom, see (3.9). Because we have m different P;’s, at every step of the
iterative process we have a total of m(m — 1) complex-valued scalar degrees of freedom.

3.2 Construction of a basis of pseudodifferential projections

In this subsection we establish the existence and the general structure of an orthonormal
pseudodifferential basis, in the sense of Definition 1.2, thus proving Theorem 2.1.

Suppose we are given m orthonormal rank 1 projections PU)(x, &) satisfying (1.7), not
necessarily coinciding with the eigenprojections of Apy,. They determine, via Theorem 3.2,
a corresponding family of pseudodifferential projections P;, satisfying

(Z Pj> = (3.14)

The task at hand is to exploit the degrees of freedom left in the symbols of the P;’s to satisty
conditions (1.4) and (1.5).
Firstly, with the help of (1.7), let us rewrite formulae (3.8) and (3.9) in the equivalent
form
(Xj)prin = —Ryp + PO Ry + Ry PO 473 [Viup + Vi), (3.15)
I#j
where Yj;; is an arbitrary matrix-function positively homogeneous in momentum of de-
gree —k such that
Y. = PYY;,; . PY. (3.16)

Subsection 3.2 gives us, for each j, a sequence of operators Pj; € V% k = 1,2,...,
satisfying (3.1)—(3.3) of the form

Py =P+ Xy,

where the principal symbol of X, € U=F X, = X7y mod W™, is given by (3.15).
Satisfying (1.4) reduces to determining Yj; such that

PoixPix =0 mod U * 1 vpn#£j (3.17)
To this end, let )N(M Sl )N(j’k = )N(J*k, be such that

(Xj)prin = =R+ PY Ry + Ry PV, (3.18)
Then satisfying (3.17) reduces to solving
ST PO+ Y + > Yaae + Yy ) PY = Ry (3.19)
l#7 l#n
for all j # n, where Y} is of the form (3.16) and
Ry = —[(Pajmt + Xok) (Pismt + X 0) prink - (3.20)

The system (3.19) amounts to a total of m(m — 1) algebraic equations.
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Lemma 3.3. The general solution of the system (3.19) reads

1
Yiie = Stk +Zik, (3.21)

where Zj . are arbitrary matriz-functions positively homogeneous in momentum of degree —k
such that

Ziix = PYZ;, PO, (3.22)
Proof. Formula (3.20) implies
;,l,k‘ - Rlvjak

Direct inspection of (3.19) tells us that a necessary solvability condition reads
Rjix = PYR;,,.PY. (3.24)
Let us show that (3.24) is satisfied. We have

PYR; PV = _P(j)[(Pj ko1 + Xik) (Pt + Xigo)|pring PO
—[Pjg-1+ X k;]prmo [(Pjk—1+ Xj,k)(Pl,k—l + Xl,k)]prin,k [P e—1+ )}l,k]prin,()
—[(Pjg—1+ X ) (P -1 +5€l,k>2]prin,k
—[(Pjp—1 + X k)(Pl,kfl + )?l,k)}prin,k

R
In the above argument we used the fact that
(Pjg—1+ )Zj,k)Q = k-1 T X]‘,]f mod ¥F!

for all j.
Of course, (3.24) implies

Rjix = PYR;, ;. = R PV, (3.25)

It remains only to substitute (3.21) into (3.19) with account of (3.25) and observe that Z;,
is the general solution of the homogeneous system

ZP( Ziik + Zi 1) +Z nlk"‘ank)P ) =0. (3.26)
I#j l#n
0
As it turns out, condition (1.5) is automatically satisfied.

Theorem 3.4. Let {P;} be a family of m pseudodifferential operators of order zero with
rank 1 principal symbols, satisfying (1.2), (1.4) and

Z(Pj)prin = 1. (3.27)

Then (1.5) is also satisfied.
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Proof. Let us define
Id:= Z P;
J
and let us put
B:=1d-1d. (3.28)

The task at hand is to show that B € U~°°. Arguing by contradiction, suppose there exists

a natural number k£ such that
BeU*

but
B¢ v+t

The principal symbol of the operator B is positively homogeneous in momentum of degree

—k and has the property
Bpwin(x,&) #0  for some (z,§) € T*M \ {0}.
On account of (1.2) and (1.4), formula (3.28) implies
[dB € v~

We have B B
(Id B)prin = Idprianrin .

But by (3.27)

Idpin = 1,
so formulae (3.31) and (3.32) imply
(1 B) prin = Bprin -
Formulae (3.29) and (3.33) imply
(T B)pins(,€) £ 0 for some  (,€) € T*M \ {0},

which, in turn, implies

[dB ¢ v k1,
The latter contradicts (3.30).
All in all, the above arguments establish the following result.

Theorem 3.5. Given m orthonormal rank-1 projections

PY) € C(T*M; Mat(m, C)),

(3.29)

(3.30)

(3.31)

(3.32)

(3.33)

there exists an orthonormal pseudodifferential basis {P;} in the sense of Definition 1.2 sat-

isfying (P;)pein = PY). Furthermore, we have

—+00
PJ ~ })j70 + ZXj,kn
k=1

(3.34)
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where Pjo € W is an arbitrary operator satisfying (Pjo)pn = PY, Py = Py, and the
operators X, € U°F X, = X7 mod W™, k=1,2,..., are constructed ztemtwely from
P; o in accordance with (3.15), (3.7) and Lemma 3.3. Here ~ stands for asymptotic expansion
in smoothness.

Note that examination of formulae (3.22) and (3.23) shows that at every stage of the
iterative process we have a total of —m(”;_l)

our construction.

complex-valued scalar degrees of freedom left in

3.3 Commutation with an elliptic operator

In this subsection we will exploit the remaining degrees of freedom left in the symbols of
our pseudodifferential basis to impose that individual projections commute with the oper-
ator A, in accordance with (1.8). We shall then show that this uniquely determines our
pseudodifferential projections modulo ¥~>°, thus completing the proof of Theorem 2.2.

Let A € U® be as in Section 1. Suppose we are given an orthonormal pseudodifferen-
tial basis constructed in accordance with subsection 3.2, whose principal symbols are the
eigenprojections of Apiy.

Imposing condition (1.8) is equivalent to requiring, for every j,

[A,Pj;] =0 mod ¥+ (3.35)

recursively, for k =0,1,....
For k = 0, condition (3.35) is automatically satisfied. In fact,

[A, Pj,O] =0 mod \Ijil e [A, Pj,O]prin =0

and

A P ,0]prin A rinP(j) - P(J)A rin
P P P

_ Z h(l) p(]) — 0.

Let Efj,k SRV }N%jvk = }N?fjk mod U™, be such that
~ = 1
[Rj,k]prin - {Xj,k]prin + 5 Z(Rj,l,k + Rl,j,k)a (336>
1#]
see (3.18), (3.20) and (3.21), and define
M [A P k=1 +R] k]prlnk S (337)

Then, for k > 1, satisfying (3.35) reduces to determining Z;;; such that

> (W9 =) Zjuw + Zigr] = — M, (3.38)
I#]
Ziix = PYVZ; PO, Zisk =~k (3.39)
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Lemma 3.6. A solution to (3.38), (3.39) is given by

PU) M, PO
Zj,l,k == —W (340)
Proof. Formula (3.40) clearly satisfies (3.39), because M, is skew-Hermitian.
It is easy to see that necessary solvability conditions are
PYOM, PV =0 (3.41)
and
POM; P™ =0 for r,n#j. (3.42)
Let us show that (3.41) and (3.42) are satisfied. We have
POM; . PD = POIA Py + ﬁﬁk]prin’k_sp(i)
= [ljj,kfl + Ej,k]prin,O[Av IDj,kfl + éj,k]prin,kfs[Pj,kfl + Ej,k]prin,o
= 0.
In the above argument we used the fact that
<PJ'J‘~‘—1 + Ejyk)Q =rjr1+ ffjk mod \Ii_k_l, (3.43)

as established in subsection 3.1. Similarly, we have
POM; P™ = PULA, Py + Ej,k]prin,k—sp(r)
- [Pr,k:—l + Rr,k]prin,O[Aa -Pj,k—l = Rj,k]prin,k—s[Pn,k—l + Rn,k]prin,o
=0.
In the above argument we used the fact that
(Pjg—1+ Ej,k)(Pl,kq + Elk) = (Pr1+ él,k)(Pj,kfl + éjk) =0 mod UF (3.44)

as established in subsections 3.2.
Formulae (3.41) and (3.42) imply

My =Y (PYM;PY + POM,; PD). (3.45)
I#5
Furthermore, the matrix-functions M, satisfy the identity
POM, P9 = —POM; . PY) for j#I. (3.46)

In fact, for j # [ we have

P(l)Ml,kP(j) = p® [A, P g1 + El,k]prin,k—sp(j)
=[P+ El,k]prin,O[A(Pl,k—l + Elk) — (Prg—1 + El,k)A]prin,k—s[Pj,k—l + ﬁj,k]prin,O
= —[(Puer + Bi) APyp1 + By Jprins
= —[Pp1+ El,k]prin,O[A(JDj,kfl + Ejk) — (Pjr—1 + éj,k)A}prin,kfs[Pj,kfl + Ej,k]prin,o
= —pW¥ [A, Pj i1+ ﬁj,k]prin,kfsp(j)
_ _p(l)Mj’kp(j)'
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In the above argument we used (3.43) and (3.44).
It remains only to substitute (3.40) into (3.38) and use (3.45)—(3.46). O

Proposition 3.7. The solution found in Lemma 3.6 is the unique solution to (3.38)—(3.39).

Proof. Tt suffices to show that the homogeneous system does not admit nontrivial solutions.
Suppose Z;; is a solution of the homogeneous system

> (D — D) [Zi, + Zy5) = 0. (3.47)
I#j

Then, multiplying (3.47) by PY) on the left and by P™, n # j, on the right, we obtain

(W) — 7, = 0.

Combining Theorem 3.5, Lemma 3.6 and Proposition 3.7 we obtain Theorem 2.2.

3.4 The algorithm

Let us summarise the results from subsections 3.1-3.3 in the form of a concise algorithm for
the construction of the full symbol of pseudodifferential projections.

Step 1. Given the m eigenprojections PY(x,&) of Ay, choose m arbitrary pseudo-
differential operators P; € ° satisfying

(i) (Pj0)prin = P,
(ii) Pjo = P}, mod ¥~.

Step 2. For k =1,2,... define
k
Pipi=Pio+Y Xjn  Xjne¥™
n=1

Assuming we have determined the pseudodifferential operator P;;_1, compute, one after
the other, the following quantities:

(a) ijk = _(<Pj,k71)2 - j,k*l)prin,ka
(b) Sjx = =R+ POR; + R PV,

() Vik = —2((Pjk-1Prs—1)prink + POS), + S, PD),

(d) Zj,l,k = (h(l) - h'(j))ilp(j) ([A ) Pj,k—l]prin,k—s + [Aprin ’ Sj,k + Zn;éj(vvjyn,k + Vn,j,k)]) P(l)7
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for [ # j.
Step 3. Choose a pseudodifferential operator X;; € ¥~ satisfying

() (Xjdprin = S+ 2202 Vi + Vigw) + 220 Zjak — Zije),
(i) Xjx = X, mod W=,

Step 4. Put

+o00
P~ Pio+ > Xjn
n=1

3.5 Proof of Theorem 2.2

Proof. In subsections 3.1-3.3 we established existence of our pseudodifferential projections.

It remains to prove that they are unique.

Suppose there exist two sets of pseudodifferential projections, P; and P}, satisfying (1.2)-
(1.9) whose difference is not in W~>°. Then there exists a natural number k such that

Pj— P eV ™" vj

but
P, — P ¢ T+ for some j.

Consider the pseudodifferential operators

Bj:=P;— Pl e ¥ 7"

The fact that the operators P; = B; + P} satisfy (1.2)-(1.9) yields the following system

of equations for (B;)prin:
PI(B))prin + (B;)prinPY = (B;)prin = 0,
(B)prin = (Bj)prin
P(l)(Bj)prin + (Bl>prinp(j) =0, L # j,
Aprin(Bj)prin — (B;) prin Aprin = 0.

The matrix-function (Bj)pin can be uniquely represented in the form
(Bj)prin = Z Bj,l,n7
I,n

where the matrix-functions Bj;,, satisfy

Bjin=PYB;;,P™.

(3.48)

(3.49)

(3.50)
(3.51)

(3.52)

(3.53)
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Substituting (3.52) into (3.48) we immediately get
Bj;; =0,
Bj,l,n =0 for I 7é]: n 7é‘77
so that (3.52) can be equivalently recast as
(Bj)prin = > _(Bjju+ Bjuj)- (3.54)
#i
Substituting (3.54) into (3.51) and taking into account (3.53) we get
> (W9 = W) (B; ;1 — By ) = 0.
]

But the latter only admits the trivial solution. O

4 Commutation with an elliptic operator: revisited

4.1 An abstract theorem on pseudodifferential projections

The argument presented in subsection 3.5 shows that conditions (1.9), (1.2) and (1.8) alone
force uniqueness of our orthonormal pseudodifferential basis commuting with A. This ob-
servation motivates us to formulate the following abstract result.

Theorem 4.1. Suppose that we are given m pseudodifferential operators P; € W° satisfying

conditions
P? =P; mod ¥~ (4.1)

and (1.8), (1.9). Then these operators satisfy
Pr=P; mod ¥~ (4.2)
and (1.4), (1.5).

Proof. To begin with, let us show that we have (4.2). Suppose there exists a j such that, for
some natural k, Pj — P/ € U~ but

Py — P} g Ut (4.3)
Put
B:=P; - P} (4.4)
Then conditions (4.1), (1.8) and (1.9) give us the following equations for By,i,:
BprinP(j) + P(j)Bprin - Bprin = 07 (45)
Aprianrin - BprinAprin =0. (46)
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Formula (4.5) implies
P(j)BprinP(j) =0,
so that we have
Bpin = »_(PYBpyiu PV + PO B, PY) . (4.7)
1]
Substituting (4.7) into (4.6) we get

Z(h(j) — hO)(PY By, PO — POB ., PY)) =0,
I#j

which implies
Bprin = 0.

But the latter contradicts (4.3).
Next, let us show that (1.4) holds. Arguing by contradiction, suppose there exist j and ,
J # 1, such that P; and P, satisfy the assumptions of the theorem and, for some natural £,
P;P, € U but
PP g, (43)

Put C' := P;P,. Then conditions (4.1), (1.8) and (1.9) give us the following constraints for
C'prin:

P(j)cprin - C(prin N 07 (49)
CprinP(l) ] C1prin ~ O, (410)
Aprinoprin _ CprinAprin =0. (411)
Formulae (4.9) and (4.10) imply
Cprin = PYCpin PV, (4.12)

Substituting (4.12) into (4.11) we obtain
(B9 — ) Ch = 0

which, in turn, yields
C’prin =0.

The latter contradicts (4.8).
The fact that we have (1.5) now follows from Theorem 3.4. O

Note that an alternative proof of Theorem 4.1 can be obtained by arguing as in sub-
section 3.5 and using the constructive proof of the existence of projections P; provided in
subsections 3.1-3.3. However, we decided to give here an abstract self-contained proof which
does not rely on the explicit construction of the P;’s.
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4.2 Developing a simplified algorithm

Theorem 4.1 opens the way to the formulation of a new, shorter version of our algorithm.
In this subsection we will show directly what was argued at the end of subsection 3.5,
namely that a family of orthogonal pseudodifferential projections in the sense of Definition 1.1
satisfying the commutation relation (1.8) is automatically an orthonormal pseudodifferential
basis in the sense of Definition 1.2.
Suppose that, in accordance with subsection 3.1, we have constructed m orthogonal
pseudodifferential projections of the form

o0
Pj~ Pio+ Y Xjx (4.13)
k=1
where (X j)prin is given by
(Xj,k)prin = _Rj,k + P(j)Rj,k + Rj,kP(j) + Z(Y},l,k + }/;Tl,k>7 (414>
1#j
Yiie = P(j)Yj,l,kP(l), Yik= P(l)Ysz,kP(j)> (4.15)

cf. (3.8) and (3.9). N _ N
Choose pseudodifferential operators X, € Uk Xjk = X7, mod W™ such that

(Xjk)prin = —Rjk + PYR; . + R; PV (4.16)
and put B
j},k = _[A7 F)j,k—l + Xj,k]prin,k—s' (417>
Then, in view of (4.14) and (4.15), satisfying (1.8) reduces to solving the system of equations
Z(h(j) — KDY (Y0 — Vi) =Tix (4.18)
I#]
for }/j,l,k‘
Lemma 4.2. The unique solution to (4.18) is given by
p(j)Tj PO
Yiie = O (4.19)

Proof. 1t is easy to see that necessary solvability conditions are
PUIT; . PY) =0, (4.20)
15 = =Tk (4.21)
Condition (4.21) is clearly satisfied. Let us check that the same is true for (4.20). We have

P(j)Tj,kP(j) _ —P(j)[A, Pijy+ )N(j’k]prinyk_sp(j)

= —(Pjx-1+ )?j,k)primO[Aa Pjp_1+ )?j,k]prin,k—s(Pj,k—l + jzj,k)prinﬂ
=0.
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In the last step of the above calculation we used the fact that
(Pjykfl + )?j,k)z = Ljr—-1 + j{rj’k mod \Ifikil, (422)

which was established in subsection 3.1.
Formula (4.20) implies

Tix = Z(P(j)TijP(l) + PO, PO (4.23)
]

By substituting (4.19) into (4.18) and taking into account (4.21) and (4.23) one shows
that (4.19) is a solution.
To complete the proof it remains only to observe that the homogeneous system

Z(h(j) - h(l))(yj,l,k - YJ*Zk) =0
]
complemented with (4.15) admits only the trivial solution. O

Lemma 4.2 completely determines (X )prin. Let us show that for j # [ we automatically
have
PipPy e UL (4.24)

In view of our recursive construction, condition (4.24) can be equivalently rewritten as

PO Ty + Ty) PO
B — KO =—((

Pj,k:—l + )A(:]}k)(})l,k—l + Xl,k))prin,k- (425)
In view of (4.22), we have

POTyp+ Tp)PY = — (Pjy + )?j,k)prin,O[Ay P+ )?l,k]prin,kfs<Pl,k71 + )?l,k)prin,o
— (Pjg—1 + )?j,k)prin,O[Ay Pjr_1+ )?j,k]prin,kfs(Pl,kfl + jzl,k:)prin,o
= — POLA, (Pjjo1 + Xa) (Pt + Xi)pring—s PO
— — PO Apsin, (Pisr + X0 (Poso1 + Xi4) Jprins PY
= — (W) = A (Pji1 + Xj) (Prg—1 + Xi))princ
(4.26)

Substituting (4.26) into (4.25), we see that (4.25) is satisfied.
The fact that the operators (4.13), (4.14), (3.40) satisfy (1.5) now follows from Theo-
rem 3.4.

4.3 The simplified algorithm

The construction from the previous subsection can be summarised as follows.

Step 1. Given the m eigenprojections PU) of Aprin , choose m arbitrary pseudodifferential
operators P € U satisfying (P;o)prin = Py,

Invariant subspaces of elliptic systems I: pseudodifferential projections



Matteo Capoferri and Dmitri Vassiliev Page 23

Step 2. For £k =1,2,... define
k
Pir=Po+Y Xjn  Xjn€U™ (4.27)
n=1

Assuming we have determined the pseudodifferential operator P;j_1, compute, one after
the other, the following quantities:

(a) Rj,k = —((Pj,kq)Q - j,kfl)prin,ky
(b) Sij = — g,k + P(j)Rng + Rj,kp(j) s
(C) fFj,k = [-Pj,k—h A]prin,k—s + [Sj,lw Aprin]-

Step 3. Choose a pseudodifferential operator X;; € U~ satisfying

p(j)Tj PO — p(l)Tj W PO
(X )prin = Sk + ; Ko — B : (4.28)
J
Step 4. Put
+oo
Pj~Pio+> Xjn. (4.29)
n=1

Remark 4.3. We now have at our disposal two versions of the construction algorithm: the
one just given above and that presented in subsection 3.4. Each has its own advantages.

The one given here is more concise and requires relatively simple calculations to obtain
the final formulae. We will have an opportunity to appreciate this in Section 5, when we will
compute the subprincipal symbol of pseudodifferential projections.

Our original algorithm given in subsection 3.4, despite being longer and entailing more
complicated calculations, provides more refined information. On the one hand, it allows one
to single out

(i) contributions to the symbols making P; an orthogonal projection (the S;x’s),
(ii) those responsible for the orthnormality condition (the Vj;x’s) and
(iii) those ensuring the commutation with A (the Z;;;’s).

On the other hand, it allows one to keep track of how many degrees of freedom are left in the
symbol at each stage of the construction algorithm, at the same time shedding some light
on how the available degrees of freedom are used up. This makes the first version of the
algorithm more suitable if one is only interested in constructing a single pseudodifferential
projection or a pseudodifferential basis, without necessarily relating the P;’s to an elliptic
operator A.
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5 Subprincipal symbol of pseudodifferential projections

In this section we will carry out the first iteration of the above algorithm explicitly, to obtain
a closed formula for the subprincipal symbol of our projections and prove Theorem 2.3.
Let us choose the initial operators P € W0 satisfying the additional property

(Pj0)sub = 0. (5.1)

Then (5.1) and (3.4) imply
(]Dj)sub = (Xj,l)prin-
The task at hand reduces to computing (X 1)prin-

Recall that the formula for the subprincipal of a composition of pseudodifferential oper-
ators reads [21, Eqn. (1.4)]

7
[BC]sub = BprinCsub + BsubCprin + §{Bprin7 Cprin}- (52)

Note that [21] adopts the opposite sign convention for the Poisson bracket.
Using (5.1) and (5.2), we obtain

Rj, = _%{p(]’)’ PN, (5.3)

Formula (5.3) gives us
Sy = %({ pU), pi)y — pilgpl) pi)y — (p). pi)y pl)y. (5.4)
In view of (5.2) and with account of (5.1), we have
[P0, Ali—s = (PjoA — APjo)sup
_piA, + %{ PO A} — gy PO — %'{ Ay, PO} (5.5)
= (P9, Aus] + S(1PD, Apin} — {Apin, PO},
Observe that
p(j){p(j)7 p(j)} — {p(j), p(j)}p(j) — p(j){p(j)7 p(j)}p(j).
Therefore, by means of (5.4), we obtain
(S0, Aprin] = %[{p(j)7 _p(j)} — p(j){p(j), p(j)} — {p(j)’P(j)}P(j),Aprin}
— %({p(j)’ P(j)}Aprin _ Aprin{P(j)7 p(j)}) )
By combining (5.5) and (5.6) we get

j},l = 5({P<J)7 Aprin} - {Aprin7 P(J)} + [{P(])7 P(j)}a Aprin]) + [P(]), Asub]-
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We can then compute

p(j)lep(l) - (p(j){p(j)’ Aprin}P(l) _ P(j){Aprin7 p(j)}p(l))

N | .

4 (h(l) _ h(j))p(j){p(j)’ p(j)}p(l) + p(j)Asubp(l)

— (p(j){p(j)’ Aprin}P(l) _ P(j){Aprin7 p(j)}p(l)) + P(j)AsubP(l)-

N = DN =

In the above calculation we used that
p(j){p(j)’p(j)}p(l) =0 for j#L

Similarly, we have

P(l)T‘,lp(j) = - (P(l){P(j)vAprin}P(j) - P(l){APrimP(j)}P(l))

J

(h(j) — h(l))p(l){p(j)7 p(j)}p(j) — PO A, PY

+
DO = NI = o)

(p(l){p(j)’ Aprin}P(j) _ P(l){Aprim p(j)}P(j)) - PWA,LPY .

Substituting (5.4), (5.7) and (5.8) into (4.28) we arrive at

~—

(Xj1)prin = %{ PO pU)y — j pid{p), pi)y po)
p(j){p(j)7 Aprin}P(l) — p(l){p(j), Aprm}p(j)

i
5. o — p0
I#]
oy POl POV = PO Ay, POLP)
5 hG) — b
7]
+ Z P(l)AsubP(j) + P(j)AsubP(l)
— K@) — hO ’
J

which completes the proof of Theorem 2.3.

6 A positivity result

(5.7)

One of the most useful properties of pseudodifferential projections is that they can be used
to construct sign definite operators (modulo ¥~°°) out of A. A rigorous formulation of this

statement is provided by Theorem 2.5, whose proof is given below.

Proof of Thorem 2.5. For definiteness, will prove the first part of the theorem, namely, for-

mula (2.4). Formula (2.5) is proved similarly.
Suppose j € {1,...,m"} and put

A=A— QipjkAP_k.

k=1
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Then N
Pj*APj = Pj*APj + C, (6.1)

where C' € U~ is the symmetric operator given by the explicit formula

C=2> PrP" AP_P;.

k=1
The operator A s elliptic, self-adjoint and semibounded below. Let Xl,
[ =1,...,n, be its negative eigenvalues and II; the corresponding eigenprojections. Put

A\ZZ g—i}\vlﬁl.
=1

Then R
A>0. (6.2)
We have _ R
PJ-*AP]» = P;APj + D (6.3)

where D € U~ is the symmetric operator given by the explicit formula

D =Y XNP/ILP;.

=1

Formula (6.2) implies
PrAP; > 0. (6.4)

Combining formulae (6.1), (6.3) and (6.4), we get
PrAP; > C+De v ™,
[

Theorem 2.5 will turn out to be quite useful in obtaining spectral-theoretic results in [16].

7 Modulus and Heaviside function of an elliptic system

In this section we represent the modulus and the Heaviside function of a self-adjoint elliptic
matrix pseudodifferential operator A € U*¥ s > 0, in terms of pseudodifferential projections.

It is well-known that |A| and 6(A) are pseudodifferential operators of order s and 0,
respectively, see, e.g., [2, Sec. 2|. Seeley’s calculus [38]| allows one, in principle, to compute
locally the symbol of |A| and 6(A) in terms of the symbol of the resolvent (A — A\Id)~t.
Carrying out such calculations involves dealing with pseudodifferential operators depending
on a parameter, which makes it impractical to push the calculations beyond the very first
few terms. In fact, we are unaware of any explicit formulae for |Algy, or [0(A)]sub-

It is worth mentioning that an abstract analysis of the subprincipal symbol of elliptic
operators of Laplace and Dirac type acting in vector bundles was performed in [32]. The
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Heaviside function of an elliptic system is mentioned in [32|, though the authors stop short
of computing its subprincipal symbol.

Our contribution to the study of the operators |A| and #(A) is to establish, via Theo-
rems 2.6 and 2.7, a relation between such operators and pseudodifferential projections. This
yields, in turn, in view of subsection 4.3, an explicit algorithm for the calculation of the
full symbol of |A] and 6(A), arguably simpler and more straightforward than Seeley’s. Note
that, in particular, our approach does not involve either complex analysis or pseudodifferen-
tial operators depending on a parameter.

Proof of Theorem 2.6. We have |A| = v/A2, so the fact that |A| is a pseudodifferential oper-
ator from the class U* follows from [38]; see also [39, §9-§11] for a more detailed exposition.
The basic construction presented in 38, 39] requires the operator A to be strictly positive,
but this assumption is not necessarily satisfied for our operator A. However, one can deal
with this issue as follows. Suppose that zero is an eigenvalue of A and denote by

o= Y (vk )0 (7.1)

k: A\g=0

the eigenprojection onto the kernel of A. Then one can define the modulus of A via the
identity |A| = v/ A? + 11y — IIy which only involves extracting the square root of a strictly
positive operator.

In order to prove (2.7), let us argue by contradiction. Suppose there exists a positive
integer k£ such that

mTt m-
|A|=) AP;—> AP_; - B, (7.2)
j=1 j=1
where
Bec ¥ " but B¢gwsF L (7.3)
Then By, has to satisfy
|A‘prianrin + Bprin|A|prin - 07 (74)

because )

m™t m-
<Z AP; — ZAP_]) = A% mod U,
j=1 j=1

Since [Alpin = ) _; |R@)|PU) | multiplying (7.4) by P™ on the left and by P") on the right
we obtain
(|h(”)| + \h(l)|) p(n)Bprinp(l) =0,

which implies P(")BprinP(l) =0 for every n and [, i.e. By, = 0. But this contradicts (7.3).
Formula (2.8) follows from formula (2.7) and Theorem 2.3. Alternatively, it can be
derived from the identity |A|* = A% O

Proof of Theorem 2.7. Let
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be the pseudoinverse of A |29, Chapter 2 Section 2|. Then AB = BA = Id —Ily, where II,
is defined by (7.1). Thus, B € ¥~° is a parametrix for A.

We have 4 BIAl — I
oy = MR =T
and formula (2.10) follows now from Theorem 2.6 and formula (1.5). O

8 Applications

In this section we discuss some applications of the above results. The most important
application — the partition of the spectrum of a positive order pseudodifferential system
— will be the subject of a separate paper [16], where, among other things, results from
[17, 13, 12, 15] will be refined and improved.

Throughout this section we adopt Einstein’s summation convention over repeated indices.

8.1 Massless Dirac operator

Let (M, g) be a closed connected orientable and oriented Riemannian 3-manifold. We denote
by V the Levi-Civita connection, by I'*, the Christoffel symbols, by p(x) := /gas(z) the
Riemannian density and by

1 (0 1\ o (0 =i\ _ 3. (1 0 _
S—(l 0)—81, S_(Z 0)—82, S = 0 —1 = 83

the standard Pauli matrices.
Let e;, 7 = 1,2,3, be a positively oriented orthonormal global framing. In chosen local
coordinates =, o = 1,2, 3, we denote by e; the a-th component of the j-th vector field.
The massless Dirac operator W : H'(M) — L*(M) acting on 2-columns of complex-
valued half-densities is the differential operator defined by

1
W .= —iao‘ (% -+ ZO’B (% + Fﬁa»y O"Y) — §F’Baﬁ) 5 (81)

where

The goal of this subsection is to compute |W|sp. Note that [0(W)]s was calculated in
[15, subsection 5.2|.

Let us begin by observing that a global framing e;, 7 = 1,2, 3, defines a curvature-free
metric compatible affine connection VW on M, known as Weitzenbick connection, whose
connection coefficients T4, read

T, =—¢ g% _ a0
K 7 0P 7 0aP
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Here ' .
el = 0" guper” (8.2)

and 8% is the Kronecker symbol. We refer the reader to [15, Appendix A| and references
therein for further details.
The contorsion of VW is defined to be the (1,2)-tensor

Ky =Ty = T%,. (8.3)

Contorsion can be expressed in terms of the — perhaps more familiar — torsion of the affine
connection VW, see [15, Equations (A.3) and (A.5)], and is equivalent to it. Working with
contorsion, as opposed to torsion, is just a matter of convenience.

Lowering the first index in (8.3) by means of the Riemannian metric g, we obtain a (0,3)-
tensor antisymmetric in the first and third indices, K,3, = —K 3. Because in dimension
3 antisymmetric tensors of order two are equivalent to vectors, instead of working with
contorsion (8.3) we can equivalently work with

* 1

Kaﬂ = éK‘uaV uvfs (84)

where
Eaﬁv(x) = p(z) Eapy (8.5)

and ¢ is the totally antisymmetric symbol, €193 = +1.
From (8.1) it is easy to see that

Worin(2, &) = 0%, (8.6)

By direct computation one can establish that the eigenvalues of Wi, are simple and read

hE) = 44, where
Wz, §) =1/ 9*%(2)€aEp- (8.7)

Combining [18, Lemma 6.1] with identities from [15, Appendix A| one can show that

Wi () = —5 Kal2) I (5.8)

Theorem 8.1. The subprincipal symbol of the modulus of the massless Dirac operator |W |
s given by
1 *,
(Wsub = =57 55 €a (Worin)gs- (8.9)
Proof. When A is chosen to be the massless Dirac operator W, formula (2.7) from Theo-

rem 2.6 can be simplified to read

‘W‘sub = Z Sgn(h(J))P(])WsubP(]) + E({Wprinawprin} - {|W’prina‘W’prin})- (81())

j=+1

The task at hand is to compute the RHS of (8.10).
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In view of (8.8), the first term on the RHS of (8.10) can be evaluated as

> sgn(ht) PUW,, PO = Ly PO _ p-b)y
= (8.11)
1 =
= __Kaa W] rin -
2h P

Direct calculations involving (8.6) and (2.3) give us
{Wprin7 Wprin} - [O-gua O-M] éoc‘ (812)

Let us choose a point y € M. Let {€;}5_, be the Levi-Civita framing generated by {e;}?_, at

y defined in accordance with [15, Definition 7.1, and let W be the massless Dirac operator
associated with the latter. Then, formula (8.12) and [15, Corollary 7.3] imply

{Wsin, Wprin} = 0. (8.13)
Now, there exists a smooth matrix-function G': M — SU(2) such that the framings {e;}3_,

and {€;}3_, are related in accordance with

e;*(x) = %tr(sj G*(z) " G(2)) & (), G(y) = 1d.

It is easy to see that the corresponding Dirac operators and their principal symbols satisfy
W=GWG and Wy = G Wi G, (8.14)

respectively.
Substituting (8.14) into (8.12) and using (8.13) we obtain

{Wprim Wprin}(y) — [G;a Wprin + WprinG:raa Ua] . (815>

=y

Formula [15, Eqn. (7.53)] tells us that

Gaaly) = —3Kas®) (W), Giuly) = 5Kasly) o). (5.16)

Substituting (8.16) into (8.15) and using elementary properties of Pauli matrices we get

{Wprim Wprin}(y) = _22 (Kaa Wprin - Kaﬁ fa O-B) . (817)

=y

We are left with computing {|W |sup, |[W|sup}- It follows from formula (8.6) that
(Wprin = [Worin| = A1,
which, in turn, immediately implies
{IWlprin; [Wlprin} = {h, h} I = 0. (8.18)

After observing that the point y chosen above is arbitrary, it only remains to substitute
(8.11), (8.17) and (8.18) into (8.10). O
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It is instructive to compare formulae (8.9) and (8.8): we see that |Wls, is trace-free
whereas Wy, is pure trace, i.e. proportional to the identity matrix.

Let us specialise further to the case of the 3-sphere,
M=§":={xeR||x]| =1},

equipped with the standard round metric gss, with orientation prescribed in accordance
with [23, Appendix A|. If we choose our positively oriented framing e;, j = 1,2, 3, to be the
restriction to S? of the vector fields in R*

then we obtain

Therefore, Theorem 8.1 yields

1
|WS3|sub — ﬂ(WSg’)prin . (819)

8.2 Elasticity operator

Let (M, g) be a Riemannian manifold without boundary. Consider a diffeomorphism ¢ :
M — M which is sufficiently close to the identity, so that it can be represented in terms of
a vector field of displacements v, see [14, formula (4.1)]. Let h := ¢*g be the pullback of ¢
via ¢. We define the strain tensor to be

1
8% 1= ("o — %), (8.20)

Note that in [14] the factor % was dropped for the sake of convenience, but in the current

paper we stick with the more traditional definition (8.20), see also |27, formulae (1.2) and

(1.3)].

Following [14], let us introduce the scalar invariants ex(¢), k = 1,...,d, where ex(¢p) is
the k-th elementary symmetric polynomial in the eigenvalues of S viewed as a linear operator
in the tangent fibre. In particular, we have

e1(p) :==trS, (8.21)
ea(p) = % [(6rS)? — tr(S8%)] . (8.22)

where tr is the matrix trace.
The theory of linear elasticity is based on the following two assumptions.
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(i) The potential energy of elastic deformation is quadratic (homogeneous of degree two)
In strain.

(ii) The strain tensor has been linearised in displacements v.

Under the above assumptions the potential energy of elastic deformation reads

E(v) = / (a(er)? + beg) pdz (8.23)
M
and formula (8.20) becomes
1
Sag = §(VQU5 + V5Ua). (824)

The operator of linear elasticity L, acting on vector fields, is defined via

l/ v (L)’ gop pdr = E(v) (8.25)
2 Jm
and (8.21)—(8.24). Here p is the Riemannian density, V is the Levi-Civita connection asso-
ciated with ¢ and a,b € R are parameters.

The tradition in elasticity theory is to express the parameters a and b in terms of the
so-called Lamé parameters \ and p,

a=3iA+p, b=-2pu, (8.26)

which are assumed to satisfy conditions

2
>0, )\+C—Zu>0, (8.27)
that guarantee strong convexity, see, for example, [33]. Formula (8.23) takes now the more
familiar form

E(v) = /M(%)\(tr S)? + ptr(S8%) pda

1

- 5/ (AM(Vav®)? + 1(Vavg + Vu,)V0?) pdr,  (8.28)
M

see also [27, formula (4.1)]. Substituting (8.28) into (8.25) and integrating by parts we arrive

at the explicit formula for the operator of linear elasticity (Lamé operator)

(Lv)* = —u(V5VPu® 4 Ric® s07) — (A + p) VOV 507, (8.29)

where Ric is Ricci curvature.

The eigenvalues of Ly, are as follows: simple eigenvalue (A + 2u)h? and eigenvalue ph?
of multiplicity d — 1, where h is defined by (8.7). These correspond to longitudinal and
transverse waves, respectively. Our method requires the eigenvalues of the principal symbol
to be simple, see Assumption 1.3, so further on in this subsection we restrict ourselves to
the case d = 2.
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The operator L does not fit into our scheme because it acts on 2-vectors as opposed to
2-columns of half-densities. In order to address this issue, we recast it as follows.

We first switch from 2-vectors to 2-columns of scalar functions by projecting onto a
framing, which requires the manifold M to be parallelizable. Poincaré’s theorem [28] tells
us that a closed connected 2-manifold is parallelizable if and only if it is, topologically, a
2-torus, so further on in this subsection we restrict ourselves to the case M = T2.

Let e, j = 1,2, be a positively oriented orthonormal global framing on T?. In chosen
local coordinates 2%, o = 1,2, we denote by e;* the a-th component of the j-th vector field.
Then the operator

(Bu)* := e;"u’

maps scalars to vectors and the operator
(B~'w) == e 0

maps vectors to scalars, see (8.2). We define the operator L., acting on 2-columns of scalar
functions as

Lgeal := B7'LB.
Finally, we turn L., into the operator

L1/2 = pl/QLscal p_1/2
acting on 2-columns of half-densities. Here p is the Riemannian density.

The operator L; 5 is now of the type considered in this paper, so we can apply to it our
results.

We have
(L1j2)prin = ph* I+ (X + p)h?pp, (8.30)
where
=h () 5“) - 8.31
p (@20‘5& ( )

The eigenvalues of (Ly/2)pmin are A = ph? and h® = (X + 2u)h?, and, in view of (8.27),
these eigenvalues are simple. Here h is defined by formula (8.7). The corresponding eigen-
projections are P = I — pp” and P® = pp”. Note that formula (8.27) implies

R /W > 2(1 —d™h. (8.32)
The subprincipal symbol of the operator L/, is expressed via the torsion tensor
Ty =T%y —T%p

of the Weitzenbock connection associated with our framing, see previous subsection for
details. In dimension two the torsion tensor is equivalent to a covector field ¢, := %TaﬂwEﬁv,
where E,5(x) := p(z) €ap, €12 = +1, compare with (8.5). It is easy to see that ¢ is a closed
1-form: the fact that the exterior derivative of t is zero is a consequence of the fact that the
Weitzenbdck connection is flat. Namely, let Rgy5 = 0,155 =05 T 5+T T 55 =15 T 5
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be the curvature tensor of the Weitzenbock connection (which is zero by definition). Then
R and dt are related as Ropys = Eop(dt)ys = (dt)apEns.
Straightforward but lengthy calculations give us

(L1j2)sub = i(A + 3p) t%Eq €, (8.33)
0 1 . : . o .
where € := 1 0) The matrix € admits a simple geometric interpretation. Namely, let
1
U = Zz € R? be a 2-column of scalars. Then u +— eu is the operator of rotation by /2,

clockwise, in the R? plane.
One can show that A
{pPL) pr —q, j k=12,

PWep@ 4 pRepl) — ¢
PR p _ pl) p) — (—1)7 (N + 3u) t%, €, j=1,2,

so that Theorem 2.3 gives us
(Pl)sub - (P2)sub =0. (834)

There is an underlying reason for the subprincipal symbols of our pseudodifferential
projections being zero in this particular case, i.e. for linear elasticity in dimension two. In
dimension two a 1-form v can be written, locally, in terms of two scalar potentials ¢ and v
as

v =dp + *di), (8.35)

where * is the Hodge dual (rotation by 7/2 in the cotangent fibre). The operator of linear
elasticity L agrees well with the substitution (8.35) in that it decouples L, modulo lower
order terms involving curvature, into a pair of scalar operators acting on ¢ and v separately.
In the scalar case (m = 1) the pseudodifferential projection from Theorem 2.2 would simply
be the identity operator whose subprincipal symbol is, obviously, zero.

8.3 The Dirichlet-to-Neumann map of linear elasticity

Let Q C R? be a bounded domain (connected open set) with smooth boundary M. One
could consider the more general case of a Riemannian 3-manifold with boundary but we
refrain from doing this in the current paper for the sake of simplicity.

We denote Cartesian coordinates in R? by y = (y', 4% »?) and local coordinates on M
by x = (2',2?). By z*® we shall denote the signed distance from a point P € R? to M,
positive for P ¢ Q and negative for P € Q. Clearly, (x!, 22, 2®) are local coordinates in R3.
We assume that the orientation of (z!,z?% x3) agrees with that of y = (y!, 4% %), and this
defines an orientation of M.

Consider the variational functional of 3-dimensional linear elasticity

E(v) = %/Q()\(GQUQ)Q + 1(Bavg + O5v4)0%0%) dy . (8.36)
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Integration by parts gives

B(y) = 1 / va(Lo)* dy + - / va(Tv)* dS | (8.37)
2 Ja 2 Ju

where L is the operator of linear elasticity (see previous subsection) and and T is traction.

Traction 7' is a first order linear partial differential operator mapping a 3-dimensional vector
field in € to a 3-dimensional vector field defined on M.

Let w be a 3-dimensional vector field defined on M. It is known that the Dirichlet

problem for the elasticity operator
Lv =0, (8.38)

vy =w (8.39)

has a unique solution. Let LBl be the linear operator mapping w to v, a solution to (8.38),
(8.39).
The Dirichlet-to-Neumann map of linear elasticity is the linear operator

DN :=TL}'. (8.40)

This operator acts in the linear space of 3-dimensional vector fields defined on M.

Further on when working with 3-dimensional vector fields defined on M we will use local
coordinates (x',z?, 23), so that our vector fields have the structure v = (v!,v? v3), where
(v',v?) is a vector field on M and v is the normal component of v which can be viewed as

a scalar function. The inner product on such vector fields is defined as
(v, w) ::/ (gapv®w” + v*w?®) dS (8.41)
M

where ¢ is the Riemannian metric on M induced by the Euclidean metric on R3 and sum-
mation is carried out over o, f =1, 2.

The operator DN is a first order 3 x 3 matrix pseudodifferential operator, symmetric
with respect to the inner product (8.41). Furthermore, it is self-adjoint as an operator from
H'(M) to L*(M), elliptic, nonnegative and has a 6-dimensional kernel (rigid translations
and rotations).

Let v = 57 /\’}w) be Poisson’s ratio. The eigenvalues of the principal symbol of the operator

DN, enumerated in increasing order 0 < (V) < h(® < A are expressed via Poisson’s ratio
as follows: if —1 < v < 1/4 then

2uh
B — ; ﬂ4 . K@ =puh, K® =2uh, (8.42)
— 4V
and if 1/4 < v < 1/2 then
2ph
WO =ph,  h® = B—Mj . M =2uh. (8.43)

For v = 1/4 we get a double eigenvalue h(!) = h(® = ph. Here h is defined by formula (8.7),
with summation carried out over a,, 5 = 1, 2.
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Formulae (8.42) and (8.43) can be derived by considering an elastic half-space 2% < 0
and performing separation of variables. Alternatively, one can compute the principal symbol
of the operator DN and its eigenvalues by expressing this operator in terms of single and
double layer potentials, see [1]. Note that for all =1 < v < 1/2 we have 2 < h® /p() < 7,
compare with (8.32).

As explained in the previous subsection, in order to construct our pseudodifferential pro-
jections we need eigenvalues of the principal symbol to be simple and M to be parallelizable,
which means that our construction would work when v # 1/4 and M is, topologically, a
disjoint union of 2-tori. Admissible examples of 3-dimensional domains 2 would be, say, a
doughnut or a toroidal shell.

Performing a detailed construction of pseudodifferential projections for the operator DN
is a lengthy and technical enterprise which would shift the focus of this paper away from its
core topic. We, therefore, decided not to carry out a full analysis of this meaningful example
in the current paper and plan to address this matter comprehensively elsewhere.
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